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Name Value
Word Embedding
- Google Word2Vec 300 dimensions
Definition Encoder
- 1-layer LSTM 300 dimensions
Mini-batch size 32
Optimizer Adam
Learning rate 3e-4
Epoch 50
Gradient clip threshold 5.0
Consistency penalty weight {1, 2, 4, 8, 16, 32, 64}

Table 1: Hyperparameters for definition embeddings

Name Value
Word Embedding
- Google Word2Vec 300 dimensions
Character Embedding 20 dimensions
Character CNN 20 dimensions
Definition Decoder
- 2-layer LSTM 300 dimensions
Mini-batch size 64
Dropout rate 0.5
Optimizer Adam
Learning rate 1.2e-6
Gradient clip threshold 5.0

Table 2: Hyperparameters for context-agnostic defini-
tion generation

1 Hyperparameters for Definition
Embeddings

Table 1 shows the hyperparameters in our exper-
iments for definition embeddings. In our experi-
ments for definition embeddings, we implemented
CPAE with Pytorch1. The settings used in this
study are the same as Bosc and Vincent (2018), ex-
cept for the initialization of the word embeddings
with Google Word2Vec.

We used the dataset2 extracted from WordNet

1https://pytorch.org/
2https://github.com/tombosc/cpae

Name Value
Word Embedding
- Google Word2Vec 300 dimensions
Attention MLP 300 dimentions
Definition Decoder
- 2-layer LSTM 300 dimensions
Mini-batch size 64
Dropout rate 0.5
Optimizer Adam
Learning rate 1.2e-6
Gradient clip threshold 5.0

Table 3: Hyperparameters for context-aware definition
generation

(Fellbaum, 1998) for the training. We trained the
model for 50 epochs. The model was saved ev-
ery five epochs. The consistency penalty weight
for CPAE varies among the following values,
{1, 2, 4, 8, 16, 32, 64}, and the value was chosen
in the model selection phase.

We used the development set of SimVerb(Gerz
et al., 2016) and MEN(Bruni et al., 2014) for
the hyperparameter tuning and model selection.
Based on the previous work (Bosc and Vincent,
2018), we select the best model according to the
weighted mean score that weights SimVerb twice
as MEN.

2 Hyperparameters for Definition
Generation

Table 2 and Table 3 show the hyperparameters
for our experiments for the context-agnostic and
context-aware definition generation, respectively.
We implemented S+G+CH+HE and S+I-Attention
with Pytorch. We did not update the word embed-
dings during the training. This improved the over-
all performance.

The training was stopped if the perplexity on the



development set did not improve for five epochs.
The best model was chosen based on the perplex-
ity on the development set.
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