
A FFNN Models in Details

This section discusses the details of the FFNN mo-
dels.

A.1 Basic Model

After a massive exploration for finding the best
hyperparameters to structure the model (like the
number of layers, number of neurons in each layer,
and the activation function), the final structure is
shown in Table 11. This model results in 92.87%,
90.72% and 90.67% accuracies for training, vali-
dation, and testing datasets, respectively. Figure 7
shows the loss and accuracy values on the training
and validation datasets while training. The model
is still able to slightly learn as well as generalize
even after 300 epochs with no signs of overfitting.

Table 11: FFNN basic model structure

Layer Name Neurons Activation Func
Hidden 1 200 ReLU
Hidden 2 500 ReLU
Hidden 3 500 ReLU
Hidden 4 450 ReLU
Hidden 5 400 ReLU
Hidden 6 400 ReLU
Hidden 7 350 ReLU
Hidden 8 300 ReLU
Hidden 9 300 ReLU
Hidden 10 250 ReLU
Hidden 11 200 ReLU
Hidden 12 200 ReLU
Hidden 13 150 ReLU
Hidden 14 100 ReLU
Hidden 15 100 ReLU
Hidden 16 50 ReLU
Hidden 17 25 ReLU
Output 15 Softmax
Trainable Parameters: 1,501,115

A.2 100-Hot Model

Starting from the the basic model structure (Ta-
ble 11), and by tuning the hyperparameters and
using extra techniques, such as applying Dropout
regularization, the model is able to learn better
using the 100-hot representations. The model is
structured as shown in Table 12. This model re-
sults in 94.25%, 93.49% and 93.45% accuracies
for training, validation, and testing datasets, re-
spectively. This is an improvement of 2.78% on

Figure 7: FFNN basic model training and validation ac-
curacy and loss.

the test set accuracy compared to the basic model.
Figure 8 shows the loss and accuracy values on the
training and validation datasets while training.

A.3 Embeddings Model

Using a very similar structure as the 100-hot mo-
del structure (Table 12), this model is structured
as shown in Table 13. It achieves the best results
compared to the basic and 100-hot models with
94.88%, 94.53% and 94.49% accuracies for trai-
ning, validation, and testing datasets, respectively.
This model improves the accuracy by 1.04% on
the test set compared to the 100-hot model while
reducing the number of trainable parameters (mo-
del size) by 51.46% and 62.66% compared to the
basic and 100-hot models, respectively. Figure 9
shows the loss and accuracy values on the training
and validation datasets while training.

Figure 10 shows the best diacritization examp-
les diacritized using each FFNN model, while Fi-
gure 11 shows the worst diacritization examples. It
is worth mentioning that the worst examples (lis-
ted in Figure 11) are from old Arabic poetry, which
is very hard to diacritize flawlessly even for native
speakers.



Table 12: FFNN 100-Hot model structure

Layer Name Neurons Activation Func
One Hot N/A N/A
Flatten N/A N/A
Dropout 1 (2.5%) N/A N/A
Hidden 1 250 ReLU
Dropout 2 (2.5%) N/A N/A
Hidden 2 200 ReLU
Dropout 3 (2.5%) N/A N/A
Hidden 3 150 ReLU
Dropout 4 (2.5%) N/A N/A
Hidden 4 100 ReLU
Dropout 5 (2.5%) N/A N/A
Hidden 5 50 ReLU
Dropout 6 (2.5%) N/A N/A
Output 15 Softmax
Trainable Parameters: 1,951,515

Table 13: FFNN Embeddings model structure

Layer Name Neurons Activation Func
Embedding (25) N/A N/A
Flatten N/A N/A
Dropout (10%) N/A N/A
Hidden 1 250 ReLU
Hidden 2 200 ReLU
Hidden 3 150 ReLU
Hidden 4 100 ReLU
Hidden 5 50 ReLU
Output 15 Softmax
Trainable Parameters: 728,590

B RNN Models in Details

This section provides details for the trained RNN
models. First of all, Figure 12 shows the validation
DER of each model while training, reported every
5 epochs. This clarifies the importance of the da-
taset size, where any model significantly improves
their DER when trained with the extra train dataset
compared to any other model trained without it.

Moreover, to explore the embeddings learnt by
our best model, the weights vectors from the em-
beddings layer were extracted and reduced to 2
dimensions instead of 25 using t-SNE dimensio-
nality reduction algorithm (Maaten and Hinton,
2008), then plotted in 2D space as shown in Fi-
gure 13. The embeddings are able to capture mea-
ningful information where digits appear together
at the bottom-left, the majority of the punctuati-

Figure 8: FFNN 100-Hot model training and validation
accuracy and loss.

ons appear at the middle and the top-left side, and
finally, the Arabic letters appear at the right side.

Figures 14 and 15 show both best and worst ex-
amples from diacritizing using each RNN model.
An important note is that the old Arabic poetry li-
nes are no longer the majority in the worst examp-
les, in contrast to the FFNN models.

Finally, Figures 16 and 17 shows the confusi-
on matrices related to our best model when trai-
ned without and with the extra train dataset, re-
spectively. By comparing them, it is easy to see
that the Shadda class is the worst one in both ca-
ses. However, the case with the extra train dataset
shows dramatic improvement in this class, as well
as other classes like Shadda + another diacritic and
the Dammatan. A justification for this improve-
ment is that there is a larger number of examples
in the extra train dataset related to these classes as
shown in Table 14. Another insight can be conclu-
ded from the confusion matrices is that the model
usually misclassifies the Shadda class as Shadda +
another diacritic class due to different diacritizati-
on conventions, which in many cases would be a
grammatically correct guess.



Table 14: Number of examples for each class

Train Valid Test Extra Train Total %
No Diacritic 4,366K 213K 222K 46,647K 51,449K 38.87

Fatha 2,932K 144K 150K 31,287K 34,514K 26.07
Fathatah 58K 3K 3K 626K 691K 00.52
Damma 812K 39K 41K 8,648K 9,539K 07.20

Dammatan 58K 3K 3K 622K 686K 00.51
Kasra 1,265K 62K 64K 13,533K 14,924K 11.27

Kasratan 88K 4K 4K 941K 1,037K 00.78
Sukun 1,230K 60K 63K 13,135K 14,487K 10.94

Shaddah 6K 254 471 66K 73K 00.05
Shaddah + Fatha 300K 15K 15K 3,202K 3,532K 02.66

Shaddah + Fathatah 3K 189 132 36K 40K 00.03
Shaddah + Damma 43K 2K 2K 463K 511K 00.38

Shaddah + Dammatan 5K 238 222 51K 56K 00.04
Shaddah + Kasra 64K 3K 3K 679K 749K 00.56

Shaddah + Kasratan 6K 298 273 63K 69K 00.05

Figure 9: FFNN Embeddings model training and vali-
dation accuracy and loss.



Figure 10: FFNN models good diacritization examples.

Figure 11: FFNN models bad diacritization examples.



Figure 12: Recurrent models validation DER while training.

Figure 13: Embeddings plotted in 2D space.



Figure 14: RNN models good diacritization examples.

Figure 15: RNN models bad diacritization examples.



Figure 16: Without extra train confusion matrix for the best BNG model.

Figure 17: With extra train confusion matrix for the best BNG model.


