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Figure 1: A high-level view of ESIM model.

In this section we describe the ESIM model.
We divide ESIM to three main parts: 1) input
encoding, 2) attention, and 3) inference. Fig-
ure 1 demonstrates a high-level view of the ESIM
framework.

Let u = [u1, · · · , un] and v = [v1, · · · , vm]
be the given premise with length n and hypothesis
with length m respectively, where ui, vj ∈ Rr are
word embeddings of r-dimensional vector. The
goal is to predict a label y that indicates the logi-
cal relationship between premise u and hypothesis
v. Below we briefly explain the aforementioned
parts.

1.1 Input Encoding
It utilizes a bidirectional LSTM (BiLSTM) for en-
coding the given premise and hypothesis using
Equations 1 and 2 respectively.

û = BiLSTM(u) (1)

v̂ = BiLSTM(v) (2)

where û ∈ Rn×2d and v̂ ∈ Rm×2d are the reading
sequences of u and v respectively.

1.2 Attention
It employs a soft alignment method to associate
the relevant sub-components between the given
premise and hypothesis. Equation 3 (energy func-
tion) computes the unnormalized attention weights
as the similarity of hidden states of the premise
and hypothesis.

eij = ûiv̂
T
j , i ∈ [1, n], j ∈ [1,m] (3)

where ûi and v̂j are the hidden representations of
u and v respectively which are computed earlier in
Equations 1 and 2. Next, for each word in either
premise or hypothesis, the relevant semantics in
the other sentence is extracted and composed ac-
cording to eij . Equations 4 and 5 provide formal
and specific details of this procedure.

ũi =
m∑
j=1

exp(eij)∑m
k=1 exp(eik)

v̂j , i ∈ [1, n] (4)

ṽj =
n∑

i=1

exp(eij)∑n
k=1 exp(ekj)

ûi, j ∈ [1,m] (5)

where ũi represents the extracted relevant infor-
mation of v̂ by attending to ûi while ṽj represents



ID Premise Hypothesis Gold Prediction Category

1
Six men, two with shirts and four Seven men, two with shirts and

Contradiction Contradiction Countingwithout, have taken a break from four without, have taken a break
their work on a building. from their work on a building.

2
two men with shirts and four Six men, two with shirts and four

Entailment Entailment Countingmen without, have taken a break without, have taken a break from
from their work on a building. their work on a building.

3
Six men, two with shirts and four Six men, four with shirts and two

Contradiction Contradiction Countingwithout, have taken a break from without, have taken a break from
their work on a building. their work on a building.

4 A man just ordered a book A man ordered a book yesterday. Neutral Neutral Chronologyfrom amazon.

5 A man ordered a book from A man ordered a book yesterday. Entailment Entailment Chronologyamazon 30 hours ago.

Table 1: Examples along their gold labels, ESIM-50 predictions and study categories.

the extracted relevant information of û by attend-
ing to v̂j . Next, it passes the enriched information
through a projector layer which produce the final
output of attention stage. Equations 6 and 7 for-
mally represent this process.

ai = [ûi, ũi, ûi − ũi, ûi � ũi]

pi = ReLU(Wpai + bp)
(6)

bj = [v̂j , ṽj , v̂j − ṽj , v̂j � ṽj ]

qj = ReLU(Wpbj + bp)
(7)

Here � stands for element-wise product while
Wp ∈ R8d×d and bp ∈ Rd are the trainable
weights and biases of the projector layer respec-
tively. p and q indicate the output of attention de-
vision for premise and hypothesis respectively.

1.3 Inference

During this phase, it uses another BiLSTM to ag-
gregate the two sequences of computed matching
vectors, p and q from the attention stage (Equa-
tions 8 and 9).

p̂ = BiLSTM(p) (8)

q̂ = BiLSTM(q) (9)

where p̂ ∈ Rn×2d and q̂ ∈ Rm×2d are the read-
ing sequences of p and q respectively. Finally the
concatenation max and average pooling of p̂ and
q̂ are pass through a multilayer perceptron (MLP)
classifier that includes a hidden layer with tanh ac-
tivation and softmax output layer. The model is
trained in an end-to-end manner.

2 Attention Study

Here we provide more examples on the NLI task
which intend to examine specific behavior in this
model. Such examples indicate interesting ob-
servation that we can analyze them in the future
works. Table 1 shows the list of all example.

3 LSTM Gating Signal

Finally, Figure 8 depicts the backward LSTM gat-
ing signals study.
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Figure 2: Normalized attention (a) and saliency attention (b) visualizations of Example 1. The gold relationship
for this example is Contradiction. ESIM-50 also predicts Contradiction for this example.
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Figure 3: Normalized attention (a) and saliency attention (b) visualizations of Example 2. The gold relationship
for this example is Entailment. ESIM-50 also predicts Entailment for this example.
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Figure 4: Normalized attention (a) and saliency attention (b) visualizations of Example 3. The gold relationship
for this example is Contradiction. ESIM-50 also predicts Contradiction for this example.
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Figure 5: Normalized attention (a) and saliency attention (b) visualizations of Example 4. The gold relationship
for this example is Neutral. ESIM-50 also predicts Neutral for this example.



A
man

ord
ere

d a
bo

ok

ye
ste

rda
y

Hypothesis

A
manord
ere

d

a
bo

ok
fro

mam
azo

n

30
ho

urs
ag

o

Pr
em

ise

(a) Attention

0.0

0.2

0.4

0.6

0.8

1.0

A
man

ord
ere

d a
bo

ok

ye
ste

rda
y

Hypothesis

A
manord
ere

d

a
bo

ok
fro

mam
azo

n

30
ho

urs
ag

o

(b) Attention Saliency

0.0

0.2

0.4

0.6

0.8

1.0

Figure 6: Normalized attention (a) and saliency attention (b) visualizations of Example 5. The gold relationship
for this example is Entailment. ESIM-50 also predicts Entailment for this example.
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Figure 7: Normalized attention and saliency attention visualizations of an example (h3 in the main paper) for
ESIM-50 learned on SNLI (a) and learned on MultiNLI (b). Top plots indicates the attention visualization and
bottom ones shows the saliency attention visualization. Both systems correctly predict entailment for this example.
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Figure 8: Normalized signal and saliency norms for the input and inference LSTMs (backward) for three examples,
one for each column. The bottom (top) three rows show the signals of the input (inference) LSTM, where each
row shows one of the three gates (input, forget and output).


