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A Appendix

A.1 Basic Task Formulation

Sentiment analysis is a type of text classification
task where the input is a sequence of words, x =
[w1, w2, . . .], and the output is a label y in a fixed
set of labels L. Here, L ∈ {pos, neg, neu}

A.2 Server-Based Models

For traditional server-side transformer models, we
use the simpletransformers1 library. We use the
default configuration options. We train all the trans-
former models for 25 epochs with a learning rate of
4e-5 and no weight decay or momentum. Sentences
are processed in batches of 8. The input sentences
were tokenized with the maximum sequence length
restricted to 128.

A.3 Plots for Federated models

In this section, we show some of the plots for our
experiments for each language. These plots clearly
show the different models that we train as part of
our training setting described in the paper. We use
Weights and Biases (Biewald, 2020) to track the
performance. In all the plots, c represents the frac-
tion of randomly selected clients for every round.
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A.4 Time vs GPU Usage

This section provides detailed graphs for GPU us-
age in Watts for every variation of experiments run.
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