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A Implementation Details

A.1 Vocabulary

The initial vocabulary of GPT-2/BART contains
50,258/50,265 tokens, respectively. We add three
style tokens (hemoi, hevei, hotheri) and three
name tokens (hMALEi, hFEMALEi, hNEUTRALi)
to the vocabulary. Therefore, the final vo-
cabulary for GPT-2/BART/our model contains
50,264/50,271/50,271 tokens, respectively.

A.2 Hyper-parameters

We follow BARTBASE’s hyper-parameters and ini-
tialize our model with the public checkpoint of
BARTBASE

1. Both the encoder and decoder con-
tain 6 hidden layers with 768-dimensional hidden
states. GPT-2BASE

2 uses a 12-layer decoder with
768-dimensional hidden states. The batch size
is 32 for all the models when training. We uses
the AdamW optimization (Loshchilov and Hutter,
2019) and the initial learning rate is 5⇥10�5. At in-
ference time, we set the maximum sequence length
to 120 tokens.

Models GPT-2 BART Ours

Training Time 242min 128min 336min

Table 1: Training time for models in the experiments

A.3 Runtime

The runtime of fine-tuning of each model is re-
ported in Table 1. We do the experiments on one
GeForce GTX TITAN X GPU.
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1https://huggingface.co/facebook/
bart-base/tree/main

2https://huggingface.co/gpt2/tree/main

B Manual Evaluation

As described in the main paper, we conduct manual
evaluation on AMT. Figure 1 shows a screenshot
of an annotation example on AMT.
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Figure 1: A screenshot of manual evaluation on AMT


