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Welcome & Acknowledgments

Welcome to the 30th Pacific Asia Conference on Language, Information and Computation (PACLIC30)!

We are really happy to have you all here at Kyung Hee University. Ever since 1995, the PACLIC has
been a meeting place for researchers working on language and related fields. We have tried to share our
research results in the field of theoretical and computational linguistics. It has been a favorite conference
for many theoretical and computational linguists in the Pacific-Asia region as well as around the world.
This year is no exception. We have researchers from various regions including Europe, the United States,
and Middle East.

In addition to regular paper and poster presentations, we have three exceptional plenary talks and five
invited papers on ‘interesting issues of language and computing’, respectively. The three plenary talks
will be given by Stefan Miuller from Freie Universitat Berlin, Goran Nenadic from University of
Manchester, and Anoop Sarkar from Simon Fraser University. The five invited papers are delivered by
Jae-Woong Choe from Korea University, Shirley Dita from De La Salle University, Yasunari Harada
from Waseda University, Chu-Ren Huang from The Hong Kong Polytechnic University, and Hongyong
Liu from University of Macau. We thank all these plenary speakers and invited papers for the
contribution. The selection process of regular papers and posters has been highly competitive with the
acceptance rate of only 26.9% (29 papers) for oral presentation and 28.7% (31 posters) for poster
presentation from the total 108 submitted papers. This can ensure the high quality of the oral
presentations as well as posters.

Together with the distinguished plenary speakers and invited papers and high quality papers and posters,
I have a strong belief that all the participants will greatly benefit from each other, sharing stimulating
ideas, discussing provoking suggestions, lightening the direction of our linguistic research in future,
and so forth.

This conference would not be possible without the support and efforts from many people, including
program members and reviewers, organizers, volunteers, and sponsors. | would especially like to thank
the Program Committee Chair, Prof. Jong C. Park, who tackled the many tasks associated with planning
a program for the conference with enthusiasm and efficiency. In particular, many thanks go to Sanghoun
Song for designing and maintaining the conference website and helping to coordinate the efforts of the
Organizing Committee. | also thank student staff members Rok Sim, Okgi Kim, SeulKee Park, and
graduate students at Kyung Hee University for their time and efforts to make everything for this
conference run smoothly. We also thank the National Research Foundation of Korea, Institute for the
Study of Language and Information at Kyung Hee University, Korean Society for Language and
Information, and Korea Advanced Institute of Science and Technology for the generous financial and
logistics support for the conference.

We hope you enjoy the conference and your stay in Kyung Hee, Seoul!

Jong-Bok Kim
PACLIC 30 Organization Committee Chair



Preface

The 30th Pacific Asia Conference on Language, Information and Computation (PACLIC 30) is held at
Kyung Hee University in Seoul on (Friday) 28 October — (Sunday) 30 October 2016. The conference is
co-hosted by the Korea Society of Language and Information, Institute for the Study of Language and
Information at KHU, and Korea Advanced Institute of Science and Technology. The PACLIC series of
conferences emphasize the synergy of theoretical analysis and processing of language, and provide a
forum for researchers in different fields of language study in the Pacific-Asia region to share their
findings and interests in the formal and empirical study of languages. Organized under the auspices of
the PACLIC Steering Committee, PACLIC 30 continues our long standing collaborative efforts among
theoretical and computational linguists in the Pacific-Asia region.

This year, we received 108 paper submissions that represent healthy diversity, with authors from 22
countries, which include Australia, Cambodia, China, Czech Republic, Denmark, France, Hong Kong,
India, Indonesia, Ireland, Israel, Italy, Japan, Korea, New Zealand, Philippines, Russia, Taiwan,
Thailand, United Kingdom, United States, and Vietnam (80.2% from 13 countries in Asia Pacific, 11.7%
from 7 countries in Europe, 6.1% from the United States, and 2.0% from the Middle East). We wish to
extend our deep thanks to all the authors for submitting papers to PACLIC 30 and for their contributions.

We would also like to thank 53 Program Committee members for writing over 327 reviews and for
making the final paper selection possible among 108 submissions in total. After receiving acceptance
letters for either oral or poster presentations, however, some authors of accepted papers chose to
withdraw their submissions or to change their presentation modes afterwards. As a result, we have 29
papers for oral presentation (26.9% acceptance rate) and 31 papers for poster presentation (55.6%
acceptance rate). Each submission was reviewed by at least three reviewers to ensure that all accepted
papers meet the high quality standards of the PACLIC conference. We are extremely grateful to the
Program Committee members for all their hard work, without which the preparation of this program
would not have been possible at all.

We are delighted to have three plenary keynote speeches and five invited papers addressing different
aspects of language and computing in PACLIC 30. The three keynote speeches are given by Stefan
Miiller from Freie Universitat Berlin, Goran Nenadic from University of Manchester, and Anoop Sarkar
from Simon Fraser University. The five invited papers are delivered by Jae-Woong Choe from Korea
University, Shirley Dita from De La Salle University, Yasunari Harada from Waseda University, Chu-
Ren Huang from The Hong Kong Polytechnic University, and Hongyong Liu from University of Macau.
These plenary and invited papers will not be only informative but also enlightening to the audience,
leading to many innovative research ideas in the future. We would like to thank General Chair Hee-
Rahk Chae and the Steering Committee for their valuable help and advice. We also wish to extend our
appreciation to Organization Chair Jong-Bok Kim and the Organization Committee members, for their
exceptional dedication and coordination in their work.

We hope that you enjoy the conference!

Jong C. Park
PACLIC 30 Program Committee Chair
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The CoreGram Project:
Theoretical Linguistics, Theory Development and Verification

Stefan Miiller
Freie Universitit Berlin
St.Mueller@hu-berlin.de

Abstract

The German Grammar group develops a fully formalized and computer-processable set of grammars
that share a set of constraints, that is, they have a common core (see also Miiller, 2013 for an overview).
Some very general con-straints hold for all grammars, some for subgroups of languages.

Currently we work on:

1. German (Germanic, SFB 632, A6, Miiller, 2007; Miiller and Qrsnes, 2011),
2. Danish (Germanic, DFG MU 2822/2-1, Qrsnes, 2009; Miiller, 2009; Miiller and Orsnes, 2011;
Miiller and @Orsnes, In Preparation),

3. Persian (Indo-Iranian, DFG/ANR MU 2822/3-1, Miiller, 2010, Miiller und Ghayoomi, 2010),

4. Maltese (Semitic, Miiller, 2009),

5. Mandarin Chinese (Sino-Tibetian, DFG MU 2822/5-1, Lipenkova, 2008; Miiller and
Lipenkova, 2009),

6. Spanish (Romance, SFB 632, A6),

7. French (Romance, SFB 632, A6),

8. Yiddisch (Germanic, Miiller and @rsnes, 2011) and

9. Hindi.

The approach to developing the core grammar is bottom-up in that we do not assume a genetically
determined Universal Grammar and try to prove its existence in language after language. Rather we
treat every language in its own right and try to generalize over sets of languages only later. Some of this
knowledge might be part of an UG in the above sense, but we do not make any claims on this issue.

We also do not make an explicit core-periphery distinction while working on individual languages.
Rather what belongs to the core is determined empirically by comparing languages. If we find a
phenomenon in more than one language and think that it is correct to describe the phenomenon by the
same means, the respective representations are kept in one file that is used by the respective grammars.
This results in a grouping of languages that share the same code, with files containing very general
constraints being used by all languages.






Inferring Methodological Meta-knowledge from Large Biomedical
Corpora

Goran Nenadic
University of Manchester
gnenadic@manchester.ac.uk

Abstract

Large amounts of biomedical corpora have emerged from different sources, including scientific
literature, lab notes, patents and electronic health records. Most of the efforts in biomedical text mining
have focused on the extraction and linkage of specific facts, such as molecular interactions, links
between genes and diseases, or patients’ symptoms. Such facts are rarely contextualised using the
associated scientific or professional methodology (e.g. what methods were used to detect particular
interaction, or to diagnose a particular disease). However, methods are the vital, but often neglected,
under-pinning of science and practice. Given enough data, the ability to extract methodological
knowledge would allow us to “infer” common (and possibly best) practice for a given task, and thus
indeed learn from vast amount of text. This is obviously a complex task that involves identification,
representation and linking of steps in associated methods, requiring a series of NLP methods such as
temporal information extraction and discourse analysis. In this talk we will explore finding out what
methods are being used to do what experiment from the literature, or to infer what clinical pathways
patients have followed, based on the notes in their electronic health records. We will illustrate some
of the work in the context of bioinformatics (e.g. recovering a general view of the methods described
in the literature) and clinical practice (e.g. reconstruction of patient journeys). We will also discuss how
feasible this task is given the known issues with the lack of reported details needed for understanding
and reproducibility of associated methods (i.e. how much of a method is indeed present in the literate
or clinical records).






The Challenge of Simultaneous Speech Translation

Anoop Sarkar
Simon Fraser University
anoop@sfu.ca

Abstract

Simultaneous speech translation attempts to produce high quality translations while at the same time
minimizing the latency between production of words in the source language and translation into the
target language. The variation in syntactic structure between the source and target language can make
this task challenging: translating from a language where the verb is at the end increases latency when
translating incrementally into a language where the verb appears after the subject.

In this talk I focus on a key prediction problem in simultaneous translation: when to start translating the
input stream. I will talk about two new algorithms that together provide a solution to this problem. The
first algorithm learns to find effective places to break the input stream. In order to balance the often
conflicting demands of low latency and high translation quality, the algorithm exploits the notion of
Pareto optimality. The second algorithm is a stream decoder that incrementally processes the input
stream from left to right and produces output translations for segments of the input. These segments are
found by consulting classifiers trained on data created by the first algorithm.

We compare our approach with previous work and present translation quality scores (BLEU scores) and
the latency of generating translations (number of segments translated per second) on audio lecture data
from the TED talks collection.






Invited Papers






The Significance of Background Information
in Acceptability Judgements of Korean Sentences

Jae-Woong Choe
Korea University
jchoe@korea.ac.kr

Abstract

Linguists in the Generative Linguistics tradition typically rely on their own intuition as a native speaker
for their core data. This practice has continually been challenged to be more rigorous in their data
collection methodology, and Experimental Syntax is an effort to address the issue.

The purpose of this presentation is to discuss whether some background information of the subjects
might affect the acceptability judgments of the subjects, mostly naive native speakers. It is well
established, following the sociolinguistic research, that native speakers' use of language might be
influenced by some social factors like age, gender, class, and others.

The data to be discussed in the presentation are drawn from acceptability judgments on sentences by
Korean native speakers, and comprise 68,158 data points, gathered from 302 native speakers with 574
stimulus sentences (around 240 items per subject). The background information that was collected
includes factors like sex, age, dialect, and previous exposure to linguistics classes (‘familiarity").

We discuss in detail some statistical issues to be dealt with for any proper treatment of the data, focusing
on their distributional characteristics. The results show that the 'familiarity' factor largely plays a
marginally significant role in the distribution of the data.
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Measuring Diversified Proficiency of Japanese Learners of English

Yasunari HARADA
Faculty of Law, Waseda University
Nishi-Waseda 1-6-1, Shinjuku-ku
Tokyo 169-8050, Japan

harada@waseda.jp

Abstract

Japan is faced with an imminent challenge
of cultivating ‘global human resources’, as
the whole society delves into the global
information society. The Course of Study
defined by the Ministry of Education,
Culture, and Sports and Technology
(MEXT) of the Japanese government has
emphasized communicative competence
and / or ‘communication skills’ as a focus
of the foreign language subjects (e.g.,
English) since 1900°s and the Courses of
Study for most other subject also mention
similar needs. During the academic year of
2014, the Educational Reform Working
Group within the leading Liberal
Democratic Party proposed the use of
TOEFL iBT as an obligatory part of

university entrance examination procedures.

Furthermore, in 2015, MEXT advised the
consideration of utilizing existing 4-skills
English language proficiency tests that
external test publishers have made
available in Japan. Pearson offers various
English tests that are automatically scored.
Its spoken English test, Versant English
Test, uses automated speech recognition
and technologies. Versant Writing Test
measures reading and writing skills and is
scored automatically by wusing Latent
Semantic Analysis. Approximately 60 first-
year students at the undergraduate School
of Law at Waseda University took Versant

English Test and Versant Writing Test four
times and the sores are compared to those
of Oxford Placement English Test that the
same students took three times. Oxford
Quick Placement Test is designed to
measure vocabulary, collocation, and
grammar through reading-based multiple
choice tasks. The present study reports
results of analyses of these test scores and
estimated CEFR levels, and then
investigates challenges that Japanese
learners and teachers of English are facing.

Credits

Parts of the materials in this paper are presented
orally in (Suzuki, Morishita and Harada, 2016 a).
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Abstract

Modern ontology focuses on the shared
structure of knowledge representation and
sheds light on underling motivations of human
conceptual structure. This paper addresses the
issue of whether ontological structures are
linguistically represented, and whether such
conceptual  underpinning  of  linguistic
representation ~ may  motivate  language
variations. Integrating our recent work showing
that the most fundamental endurant vs.
perdurant ontological dichotomy is
grammaticalized in Chinese and on comparable
corpus based studies of variations of Chinese, I
will explore the possibility that this basic
conceptual dichotomy may in fact provide the
motivation of changes of perspectives that
underlies language variations. I will also
discuss possible implication this approach has
in accounting for other language changes and
variations such as light verb’s argument taking,
incorporation, loss of case/agreement, and
English —er/-ee asymmetry. In the process, the
will resolve three linguistic puzzles and
eventually show that the endurant/perdurant
dichotomy may in fact be the conceptual basis
of the hitherto undefined +N (i.e. nouny) vs. +V
(i.e. verby) features prevalent in linguistics.
Based on this proposal, the variations involving
various types of denominalization and
deverbalization can be accounted for.

1. Motivation: Three Linguistic Puzzles

This paper starts with three seemingly unrelated
linguistic puzzles and will end in proposing a
common solution to these puzzles, in spite of the
fact that these puzzles are very different in nature
and varies greatly at the linguistic levels where
they occur. By showing that the perdurant/endurant
ontological dichotomy offers common solution to
these puzzles, I will further demonstrate that the

same dichotomy can motivate a range of well-
known facts in language changes and variations.

1.1. Three Linguistic Puzzles

The three puzzles belong to different domains. The
first puzzle involves a common cross-linguistic
phenomenon, the second puzzle is language
specific, while the last is a meta-linguistic one.

(1) Why do we refer to a flight that did take off at
10:10 the 10:10 flight?

(2) Why BBt N yilyuand bing4ren2 ‘hospital
patient’ is not an acceptable expression in
Mandarin Chinese?

(3) What does linguists mean by ‘nouny’ and
‘verby’?; or

What does +N, +V stand for when linguistic
theories claim that nouns are [+N, -V], and
adjectives are [+N, +V]?

These puzzles are explicated further below:

Why 1 A flight that is scheduled for10:10 typically
takes off earlier or later, and rarely takes off at
exactly 10:10. For instance, it could be delayed and
took off at 10:28. However, in any language, it is
simply not possible to inquire about information
related to this flight, such as the arrival time, by
referring to the flight with it factually true 10:28
taking off time? Why are we linguistically obliged
to refer it the 10:10 flight while we know that it is
not true that it took off at 10:10 (and in fact a
different flight might have taken off at 10:10)?

Why 2 NN compound are common and productive
in Mandarin Chinese and a wide range of NN
compounds are attested, such as ‘school teacher’
B RGE B xue2xiao4 lao3shil, ‘hotel chef® )5 Bf

Hifi jiu3diao4 culshi, or ‘primary school student’ /J>
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B xiao3xuel xuelsheng. Mandarin speakers,
however, balk at and strongly dis-prefer “hospital
patient” 28 B9 N yilyuan4 bing4ren2, and
would prefer BBt 1956 N yilyuand de bing4ren?.
But why not and why does the addition of [ de
make the expression acceptable even though the
semantic relations of between two component
nouns seem to be similar.

Why 3 A fundamental architecture shared by a few
linguistic theories is the use of +/- N, and +/-V
features, often referred to as being nouny or verby.
These are supposed to be more fundamental than
grammatical categories as nouns are defined as a
[+N, -V] category, adjectives as [+N, +V], verbs as
[-N, +V], and adverbs as [-N, -V]. However, what
does +N mean? A paraphrase of nouns have noun-
like properties is a tautology. Since the definition
of nouns depends on the +N features, yet the
definition of the +N feature requires that we know
what a noun is. Furthermore, deverbal nouns and
denominal verbs, among other categorical shifts,
are common in all languages. It is not unreasonable
to expect that they retain some features of their
original category, but does this make them nounier
or verbier? Can they be both +N and +V (but this
by definition means they are adjectives, which they
clearly are not)? And most of all, is there any
theoretical, empirical or cognitive ramification of
this seemingly tautological stipulation?

1.2. Outline of the paper
After introducing the three linguistic puzzles, I will

introduce the ontological dichotomy of endurant vs.

perdurant (aka continuant vs. occurrent) and
suggest why this dichotomy may be relevant for
the three puzzles. In section three, following
Huang (2015), I will show how this dichotomy is
grammaticalized in Chinese. In particular, I argue
that in Mandarin Chinese, sortal classifiers denote
endurant properties, while measure words denote
perdurant properties; and that [J de0 has a main
function to mark perdurant relations. In section
four, I explore some possible accounts of language
variations based on this ontological dichotomy,
including light verb selection variations in World
Chineses, emergence of classifiers in Chinese,
(verbal) incorporation involving VO and SO
compounds in Chinese, and lose of gender and
case in Middle English; as well as the lexical gaps

in -ernominalization in English. I propose answers
to the three puzzles in section 5. And section 6 will
be the conclusion.

2. Endurant/Perdurant in Ontology

2.1 Endurant vs. Perdurant

Ontology in the application of information science
and knowledge engineering is the shared system of
knowledge representation (e.g. Gruber 1995). This
shared system is often represented in terms of
conceptual atoms and relations. One of the most
fundamental issues in ontology construction the
first binary bifurcation of all conceptual atoms.
This seemingly simple decision will dictate the
fundamental design of the knowledge system, as it
entails the underlying conceptual or informational
criteria for creating different branches in the
knowledge system. We can find in the literature on
ontology extensive discussion in philosophical,
logical, linguistic, and cognitive theories before
making commitment to this first bifurcation (e.g.
Guarino 1998, and Gurino and Welty 2002 for
DOLCE, Niles and Pease 2001 for SUMO, and
Sminth and Grenon 2004 for Basis Formal
Ontology (BFO)). Hence the fact that many upper
ontologies adopt the endurant/perdurant dichotomy
for this primary classification is significant. This
dichotomy in fact relies crucially on relevance of
time: a concept which can be defined independent
of time is endurant; and a concept which must be
defined dependent of time is perdurant. In terms of
referning to entities, they correspond to what is
called continuant and occurrent in philosophy.
Hence the implication is that it is NOT the shape or
other perceivable physical properties, but rather the
entity’s continuity of existence in time that plays a
central role in conceptual classification of our
knowledge systems. Although the logic primacy
and cognitive necessity of such a stipulation seems
well-motivated, one may wonder if such an
abstract concept may play a role in the daily usage
of language.

Before exploring their link to linguistic data, it is
important to note that the time (in)dependency can
be judged from pure physical/logical necessity (as
in formal ontology) or based on (human)
conceptualization (as in linguistic ontology). BFO,
for instance, allows two types of ontologies to
describe the same information content: three-
dimensional SNAP ontologies without temporal
dimension, which are therefore like snapshots; and
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four-dimensional SPAN ontologies incorporating
spatiotemporal information (Grenon and Smith
2004). DOLCE, on the other hand, apply the
endurant/perdurant dichotomy to entities only
(Gangemi et al. 2003). This design feature can be
illustrated by the DOLCE upper ontology (adapted
from Gangemi et al 2003, and 2010) and given
Figure 1 below. A different way to realize the
edurant/perdurant dichotomy is BFQO’s basic
bifurcation of continuant/occurrent, as illustrated
Figure 2 (adapted from Smith 2012).

2.2 Interim Summary: Endurant/Perdurant

I summarize in three different ways the endurant
vs. perdurant dichotomy as the foundation for the
account to be proposed in this paper.

First, in intuitive and somewhat simplistic terms,
referring entities are typically considered to be
endurants; and processes are typically perdurants
Endurants are hence noun-like and perdurants
more verb-like.

Second, in terms of conceptual atoms, an
endurant is “(the concept of) an entity which has
spatial components but is not dependent on a
specific time frame of occurrence.” e.g. Hilary
Clinton in 2008 and in 2016 are the save person. A
perdurant is “(the concept of) an entity which has a
time element crucially associated with its
meaning.” E.g. Clinton’s 2008 and 2016
campaigns are two different campaigns.

Third, from conceptualization (or ontological
representation) perspectives, and largely following
Gernon and Smith (2004), an endurant ontology is
SNAP ontology, where objects requires three-
dimensional representation but can be described
independent of time. And a perdurant ontology is
SPAN ontology, where objects are given four (or
higher) dimensional representation, and possible
variations at different temporal point is integral
part of the object being described.

2.3 Towards an Answer to Puzzle 1

Given the endurant vs. perdurant dichotomy, we
are now able to differentiate the two different
temporal references involved in the first puzzle, the
10:10 flight that took off at 10:28:

The 10:28 taking off time is the perdurant
property of the event. Its relevance and validity is
dependent on a specific timeframe of the
occurrence of the event (e.g. 6 October, 2016).
Hence to use this temporal reference, the speaker

must both specify explicitly the particular the
timeframe of the event as well as have specific
knowledge of the parochial time reference. S/he
also needs to establish that the listeners have the
same reference and the same knowledge. It is easy
to see that such level of shared reference and
knowledge is not easy to establish.

The temporal reference of 10:10, as in ‘a 10:10
flight’, is the endurant property shared by all
events belonging to this type. A 10:10 flight is ‘the
same’ today, tomorrow, and the day after;
regardless of when the flight actually take off each
day as long as it is scheduled as such. Being a
10:10 flights is the shared endurant property of all
such event episodes. More importantly, this
‘enduring’ property is conceptually robust for
people to establish and share without further
explication. This similarly applies to rigid
designators. We refer to Hilary Clinton as a
endurant even though we know that Clinton in
2008 and in 2016 have many different properties
exactly because the reference is enduring and easy
to establish for human conceptualization; while
any other time-dependent reference can be easily
lost track of by different participants in
conceptualization, e.g. perdurant.

3. The Chinese classifier system: Linguistically
encodes Endurant/Perdurant contrast

In this section, we follow the ontological account
of Huang (2015), which adopts the generalizations
of the linguistics system of Chinese classifiers
presented in Ahrens and Huang (2016), as in
Figure 3.

3.1 Sortal Classifier Denotes Endurant Properties
Ahrens and Huang (2016) identify two different
sub-types in the syntactic classifier system of
Chinese and call the first type ‘sortal classifiers’.
These are the prototypical Chinese -classifiers
Chinese, and individual classifiers in (4) are in turn
the most prototypical sortal classifiers.
(4) a. — SRASAR AR A

yil zhangl po4po4land4land de zhi3

one CL tattered DE paper

‘one piece of tattered paper’

b. ARGRERBE AR5

na4 zhangl queltui3 de yi3zhi

that CL leg-missing DE chair

‘that chair with a missing leg’
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It is important to note that previous literature on
classifiers in Chinese typically assumes that they
establish different noun classes according to the
physical properties, such as shapes, of the referents
(e.g. Tai 1994). Huang (2015) showed that this is
not the necessary conceptual motivation. In (4a), a
piece of tattered or torn paper no longer retains the
sheet like shape property purported to be selected
by the classifier 5 zhangl. Similarly, a chair with
a missing leg no longer poses the typical physical
features purportedly selected by the classifier. The
classifiers seem to select conceptual classes that
are not affected by specific occurring events. In
other words, sortal classifiers pick up the time
independent property of being paper/chair
regardless of the physical state of the referent at a
certain time. lL.e., they encode endurant properties
We also picked the polysemous 5% zhangl to
underline the fact that the classifier system is
linguistically conventionalized and not dependent
on the specific actual physical properties a
particular classifier refer to.

3.2 Measure Words Denote Perdurant Properties
The other sub-class of the syntactic classifier
system involves measure words, according to
Ahrens and Huang (2016). These are the syntactic
classifiers that are known not to select the nouns
they modify. The example chosen involves a
standard measure word

) B 2K, BHAZEARAZ 600 A5
zhe4 yil kuai4 yil gongljinl de0 roud4zhu3sho
u2 _hou4 zhi3 sheng4 bu2dao4 600 gonglke4
this one CL one kilogram DE meat,
cooked after only left less 600 gram
“This piece meat of one kilogram only weighs less
than 600 grams after being cooked.’

(5) shows that the property selected by a measure
word is time dependent. Note the weight differs
before and after cooking in (5), even though the
weights belong to the same piece of meat. Hence,
the measure words pick up a perdurant property of
the object, unlike sortal classifier. This is one of
the reasons why sortal classifiers have selectional
restrictions (as they refer explicitly to a particular
group of endurant entities); but measure words
cannot (as the property they refer to is not a
constant property of an entity). Huang (2015)
hence argue that the sortal classifier vs. measure

word dichotomy in Chinese classifier system is the
grammaticalization of the endurant/perdurant
ontological contrast.

The presence of ] de0 in (5) also underlines a
well-known but never explained generalization that
insertion of ] de0 (DE-insertion) is allowed after
measure words but not after sortal classifiers.

3.3 Linguistic expression of ontological notions
Huang (2015) observes that although the fact
that DE-insertion is not allowed after sortal
classifiers suggests that its presence is linked to
non-endurant properties, there are some exceptions.

(6) a. (—)K5R(HAL yil _dad zhangl de zhi3

‘a sheet of big paper’

b. (—)/DMR(FAL yi_xiao3 zhangl de zhi3
‘a sheet of small paper’

c. —5R KA yil_dad4 zhangl de zhi3

‘a sheet of big paper’

b. —5R/MAR yi_xiao3_zhangl de zhi3

‘a sheet of small paper’

What (6)a-d show very crucially is that DE-
insertion is allowed only with the rare cases when
a sortal classifier is internally modified. Since
such internal modification assigning specific
physical properties to the sortal classifier, we
assume that it acquires time-dependent properties
and hence allows DE-insertion. This hypothesis is
supported by the fact that DE-insertion is not
allowed when modification is applied to the noun
and not the classifier (hence does not change the
endurant property of the sortal classifier).

Last, this generalization nicely applies to Chao’s
(1968) observation of a minimal contrast pair of
compound nouns with or without Y] de.

(7) a. A48 bai2hualyoul
white flower oil
‘Pak Fah Yeow[A brand of Chinese herbal oil]’
b. FAERIIH bai2hual de you2
white_flower DE oil
‘A(n) (essential) oil made from a white flower’

(7a), without [] de0, refers to an endurant which
does not necessarily have any relation with white
flowers (F14£) but is established by convention.
(7b), with [F]  de0O, however, requires the
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‘occurring’ of the white flower. Based on this,
Huang (2015) concluded that

DE-insertion is allowed only when the M
selects perdurant properties and that in general,
DE-insertion does not change the meaning of
perdurant D-M compounds

We can further hypothesize that DE-insertion
marks the shift to a SPAN (four-dimensional)
ontological view, and hence underlines time-
dependent properties. This is also consistent with
the analysis that modifier constructions with f{]
de( has intersective reading, as well as the fact that
'] de0 marks relevant clauses in Chinese (e.g.
Huang and Shi 2016). To account for both
generalizations, the shift to SPAN ontological view
marked by [] de0 license the meaning where the
pre- and post- 1] de0 element must be present and
interpreted at the same temporal point.

3.4 Possible Answer to Why 2
The ontological account of [1] de() above offers a
solution to our second puzzle. Being a patient in a

hospital is time-dependent (i.e. perdurant) property.

That is, we do not expect being sick to be an
inherent property of a person, unlike the other
properties quoted above (e.g. being a chef, student,
or teacher). Hence the presence of M de0 is
strongly preferred to mark the perdurant property
of a patient in the hospital as in 5 Bg /795 A .
Without [ de0, B&BiJ% A is not ungrammatical
yet creates semantic dissonance.

(8) a. NEZEERM xiao3xue2 lao3shil
‘elementary school teacher’

b./)\BRYE IS
‘XiaoMing’s Mom’
c./N\AREE
‘Teacher XiaoMing’

d/N\EBRIZET xiao3ming2 de lao3shil
‘XiaoMing’s teacher’

xiao3ming2 malmal

xiao3ming?2 lao3shil

In fact the perdrant/endurant contrast nicely predict
the distribution and interpretation of NN’s
with(out) ]  de0, as shown above. The
interpretation of (8c) and (8d) is the most crucial

example fact. For NN without ] de0 both
occupational (8a) and possessive (8b) readings are
acceptable, both endurant. However, in contrast
with (8b), the relations between XiaoMing and his
teacher cannot be expressed without [] de0, as it is
a perdurant relation dependent on specific tempo-
spatial constraints. The only endurant
interpretation available for (8c) without ] de0 is
an appositional one, where XiaoMing is the name
of the teacher.

4. Ontological Basis of Language Variations

Given the fact that the endurant/perdurant time-
dependency contrast is linguistically encoded and
allow us to resolve two of the linguistic puzzles
posed, 1 will explore the possibility of its
contribution to language variations as a step
toward solution of the meta-linguistic puzzle 3.

4.1 Incorporation: Chinese VR and VO compounds

The emergence of VR Compounds in Chinese
(cf. Liu 2002) during the Northern and Southern
Dynasties (CE 420-589) is one of the major
grammatical changes in the history of Chinese
language. In this process, phrasal ‘verb +
complement’ units become incorporated VR
compounds and gradually acquire ability to take
direct object over time, but at different pace for
different verbs.

Interestingly, we now see a similar process in
action with the emergence of VO compounds in
Mandarin Chinese for both in Mainland China and
Taiwan (Jiang and Huang 2016). In this process,
phrasal ‘verb + object’ units become incorporated
VO compounds and gradually acquire ability to
take direct object over time. However, intriguingly,
this process is happening at different paces for
different verbs and for different Chinese varieties.
In general, the VO incorporation process seems to
be faster in Taiwan Mandarin then Mainland
Mandarin.

Verb-noun incorporation is an important
linguistic topic from both synchronic and
diachronic perspectives and has been extensively
studied. Mithun (1984), for instance, describes
incorporation as coalescence of nouns and verbs.
She later (Mithun1986) claims that incorporation
involves reduction of noun classes and
incorporated nouns, like nouns in other compounds,
do no refer but qualify or narrow the scope of the
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host verb. And Jacques (2012) claims that
denominalization leads to incorporation

Re-interpreting the positions laid out by both
Mithun and Jacques, we can assume that in
incorporation, there is a conceptual shift of the R/O
unit in terms of losing endurant meaning. That is,
they lose the ability to refer independent of time
and now becomes part of a time-dependent
‘occurring’ to the extent of allowing the new
perdurant entity to predicate a new class of
endurant arguments.

Based on the above generalizations, we envision
the conceptual motivation of VO incorporation as
follows. O gradually loses its time-independent
properties and become more dependent on V
because of their highly collocating occurrence to
the extent that:

-0 is no longer an endurant and hence cannot
stand by itself and the V-O sequence losing one
dimension of its event structure (still SPAN, but
lost the ability to represent a dependent
participants)

-Increasing Transitivity: As VO becomes
fully incorporate ands strongly perdurant (as a
new predicate), it evolves to differentiate itself
from the event structure (ontological
representation) of the original V by acquiring
the ability to add another dimension i.e. ability
to take another argument or a participants as a
new dimension in the ontology).

It is important to note that this account motivates
the decrease in transitivity, a common
phenomenon in grammaticalization, as the switch
from endurant to perdurant of a participant (and its
merge with an extisitng perdurant V), a simple
binary conceptual switch. This way, we can also
view the variations of whether the incorporated
verbs (VO) can take argument or not as
ontologically motivated in terms of whether to add
another dimension or not to the newly formed
event structure. We can even speculate that the
reason why Taiwan Mandarin incorporated VO is
more likely to take additional object because its
being conservative and has the tendency of
maintaining the original transitivity or dimensions
of event structure (Jiang and Huang 2016).

The emergence of the VR compound can in fact
be described similarly as R typically is the property
of an endurant object/theme. Hence the
incorporation of R also reduces an endurant.

4.2 Case and Infection Loss in Middle English

Another well-known and well-studied case of
historical change is the loss of case and inflection
in Middle English. Note that both case (agreement)
and inflection are in fact dependent on the concept
of time. Inflection marks time directly, while case
agreement allows an endurant to be linked to a
perdurant and be associated with time dependency.
Hence the loss of inflection and case simplifies the
grammatical  representation of  ontological
information by reducing the time dependent
dimensions. IL.e. it reduces the associated perdurant
properties on an endurant entity.

4.3 Variations in Light Verb Selection in World
Chineses

In a series of studies based on comparable corpora
from Mainland China and Taiwan, Huang et al.
(2014) and Jiang et al. (2015, 2016) showed that
that the light verb #41T jing4xing2 ‘to proceed’ and
some similar light verbs have different constraints
on taking eventive nominals objects.

(9)a EEATHEFT jingdxing2 yan2jiud
‘to carry on research’
b.EAT FRER/AERAE jingdxing?2 yidand/yidcheng2
‘to carry on (in a meeting) discussion
items/agenda’

In general, when such variations occur, light verbs
in the Mainland Mandarin variant take only
deverbal nouns, but NOT event nouns. That is (9a)
will be used but (9b) not accepted. In Taiwan
Mandarin, however, both (9a) and (9b) are
commonly used and accepted.

In this context, our basic assumption is that as
light verbs lack eventive content, it needs to take
an object with eventive information. In the
ontological view, this means that verbs represents
four or higher dimension SPAN ontology but light
verbs misses some essential dimension (esp. in
terms of participants). Recall Chierchia’s (1984)
account of deverbal nouns as turning events into a
referring entity but allowing the eventive
information of argument structure to be preserved.
In other words, a deverbal noun loses the
dimension of time but retains the dimensions of
participants. Hence, in terms of eventive or
ontological information, light verbs and deverbal
nouns complement each other. Non-derived event
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nouns, however, are bona fide nouns and should be
endurants and time-independent by default. Note
that the above discussion of light verb + deverbal
noun combination assumes that they are both
perdurant but with missing dimension(s) in SPAN
ontological representation and hence can be unified
to fill in the missing information. Hence a possible
account of this variation is that these two variants
differ in whether to allow the non-derived event
noun to be viewed as perdurants and provide the
kind of time-dependent participant information to
complement that of the light verbs. And in this
particular case, the Taiwan variant allows the non-
derived noun to provide perdurant information
while the Mainland variant does not. Note that this
analysis is compatible with the VO variations that
we discussed earlier, as one possible account (e.g.
Huang 1990) of the VO’s ability to take additional
participants is in fact that O is encoded with
eventive participant role information.

4.4 Emergence of Classifiers in Chinese

It is well known that Num+Measure Phrases occur
after head nouns in Old Chinese and that they
moved to pre-nominal position to develop the
current classifier system in Mandarin Chinese.
However, what motivated such change if their
functions are similar in enumerating the noun?

(10) B3 T B3R (Confucius Analects &fiat)

‘Chen Wenzi used to have 40 horses (=horses
enough to drive 10 quadriga).’...[He abandoned
them to emigrate from a deteriorating staete. ]

(1) HEELA PR T RELR, AEIHM
W, BEEZARE. STEEAEERR, 4~
FEFRZ W, MEREZ A M., (XinXu #HFF)

‘Our deceased king ...owned 10 quadriga
(chariots)...; Now my lord owns 100 quadriga
(chariots)..’

What has been generally observed is that in Old
Chinese, there were fewer Measure words, they
occur less often, and are less versatile in
collocation. This is in contrast with the modern
classifier system, which is pretty much required in
a noun phrase, occurs frequently and typically can
select multiples nouns. Careful reading of the two
examples (10) and (11) involving the Measure
word € cheng?2 ‘quadriga, chariot paired with four
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horses’ and similar post-nominal measure words
gives us good hints. One characteristic that jumped
out in these examples is that all three instances of
Num+Measure are describing a particular time-
dependent event of ownership. And this seems to
be true of most of the attested Old Chinese
examples of post nominal Num+Measure phrases.
Note also that ¢ cheng2 can only measure either
chariots or horses, not other nouns. The reason is
self-evident as this is exactly what I cheng?2
means and dependent on the actual event of pairing
a chariot with four horses. In other words, this
measuring is event-dependent, hence can only
measure the two participants of the event. This
particular usage is therefore conceptually
perdurants, referring to a specific SPAN ontology
where an event is measured. It does NOT select
any other endurants that is not involved in the
event and is different from the modern classifier
system.

Based on the above analysis and on what we
know about the Mandarin classifier system, we can
speculate that the move of the Num+Measure from
post-nominal to pre-nominal position is motivated
by its functional shift from perdurant to endurant.
That is, from measuring a specific time/event
dependent relation to representing an endurant
property shared by a class nouns. It is this
differentiation of function that allows new pre-
nominal position to emerge and eventually making
the less grammaticalized post-verbal usage less
favorable. Such account is in fact consistent with
the residual use of post-nominal measure phrases
in time-specific counting situation and with the
existence of transitional period when both pre- and
post- nominal measure phrases were used.

4.5 -er/-ee Asymmetry in English

The last set of variations I will look at is the lexical
gaps in the participant nominalization in English
involving suffixes -er or -ee. It is well known that
there are gaps in terms of the nominalization of
agent/patient applying this pair of suffixes.
However, they were simply assumed to be lexical
idiosyncrasies and do not require explanation in
previous studies. In general, the -er normalization
is more frequently attested but there are some
exceptions:

(12) Agent Gaps
a. *Awarder/Awardee



b. *QGranter/Grantee

(13) Patient Gaps
a. Presenter/*Presentee
b. Hijacker/ *hijackee
c. Robber/*Robbee
d. Preacher/*Preachee
e. Famer/*Farmee
f. Eater/*Eatee
g. Caretaker/*Caretakee

Of course there are many additional historical and
morpho-phonological reasons for some gaps.
However, a generalization emerges after
examining a range of data, including additional
examples that strongly prefer -er affix and not
listed here. That is, with either -er or -ee, the
attested nominalized forms have endurant
interpretations. For instance, an awardee is a time-
independent meaning, regardless of when s/he got
the award, is always the awardee (of the
prize/award). The person who presented the award,
however, has the property of presenting the award
only on that particular occasion. Hence the
property of giving an award is perdurant. This also
explains why there are many more words with -er
affixes than -ee affixes. It is typically much easier
to derive the enduring property of doing X when
the participant is the actor/agent. E.g. it is much
easier to conceptualize someone involving and
engaging in the act of hijacking having that as an
enduring property but very difficult to
conceptualizing a person with the time-
independent inherent property of being hijacked. In
short, since the participant nominalization
involving the conceptual manipulation of
individualization, the identified individual must be
endurant. Hence, for a participant nominalization
to occur, the participant’s involvement in an event
can be able to be viewed as enduring. This
conceptual necessity nicely accounts for the gaps
and asymmetries in -er/-ee nominalization.

5. Conclusion

In this paper, I started with exploration of the
nature of three linguistic puzzles and went through
arguments for the necessity to present and preserve
the endurant/perdurant dichotomy in language. I
further demonstrated how the dichotomy is
grammaticalized in the Chinese language. Lastly, I
try to account for a few phenomena in language

variations with the endurant/perdurant dichotomy.
There is now one last meta-linguistic puzzle to be
resolved in this conclusion. That is, what does
+N/Nouny or +V/Verby represents?

It should be clear from the data and account
presented above that I will propose that the +N
feature stands for endurant properties, and the +V
feature stands for perdurant properties. In other
words, being nouny is referring to the time-
independent properties of the linguistic element
and being verby is referring to the time dependent
properties of a linguistic element. And in fact, as
mentioned, being endurant/perdurant does not
necessary refer to the actual physical properties of
the entity but could also refer to the (linguistic)
perspectives of how we view the entities.

Hence, we use our fundamental conceptual
bifurcation of time-dependency to conventionalize
linguistic categories (i.e. using the N and V
features to defined the PoS’s). However, once the
linguistics categories are conventionalized, we can
then change our perspectives on the relevance of
time-dependency for any linguistic element. The
goal of this paper is to suggest that this simple
change of perspective can be viewed as the
conceptual motivation of a wide range of language
variations in terms of lexical derivation,
categorical changes, incorporation/transitivity,
grammaticalization, and even variations among
different variants. Although the accounts presented
here is sketchy and somewhat speculative in a few
cases, | hope our work will encourage more future
work on the conceptual motivation for language
changes and variations. 1 believe such ontology-
driven accounts have the potential of unearthing
the underlining mechanisms of linguistic variations
and provide a more coherent and predictive
account of language changes and variations in the
future.
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Figure I: DOLCE Upper Ontology: Entities

Figure 2: Basic Formal Ontology (BFO) Upper Ontology
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The syntax of the Chinese excessive resultative construction
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This paper offers an affectedness-based analysis of the Chinese excessive resultative
construction, which typically describes events of affectedness consisting of two
participants, a theme participant and a scale participant measuring the degree of
affectedness. In such an event, the theme participant is created or affected according to a
beforehand prescribed value (el) on a scale, while the process of the event results in an
actual value (e2) on the same scale. The realized value may or may not be identical to the
prescribed value. When the two values do not coincide (e2>el), the ‘more than expected’
excessive resultative interpretation arises. This analysis crucially hinges upon the
assumption that there is a covert comparison between two values on the same scale. If
such a comparison cannot be established within a resultative construction, the excessive
meaning will not arise.

Keywords: affectedness, resultative, excessive, comparison

1. Introduction

Back in 1990, Lu (1990) observed that there is a special type of resultative construction in
Mandarin Chinese, which is different from other types of Chinese resultatives in both form
and meaning. The following illustrative examples are given in Lu (1990).

(1) a. giang qi ai le.
wall build low PFT
‘The wall was built lower than expected.
b. zhaopian fang xiao le.
photo enlarge small PFT

“The photo was enlarged less than expected.

They are special in three ways. First, the subject must be the patient of the verb, and the
predicate is invariantly in the form of a bare verb plus a bare adjective. Secondly, the
sentence final perfective aspect marker /e is obligatory. Thirdly, all the examples in (1) have
a “more than expected” excessive meaning.

We will offer an affectedness-based analysis of the Chinese excessive resultative
construction, trying to answer the following questions:

(2) a. How does the ‘more than expected’ reading arise?
b. Why do some excessive resultatives also have a normal resultative reading?
c. Why is the bi-phrase (‘than expected’) not able to show up?
d. Why is the sentence final /e obligatory?

2. An affectedness-based analysis of the construction
2.1 Beavers’ (2011) theory of affectedness

Beavers (2011) proposed that change is an inherently relational concept involving both a
theme participant that undergoes the change and a scale participant defining the process of
the change over time (following Kennedy and Levin 2008). According to this scalar model of
change, all types of change can be defined as a transition of a theme along a scale that defines
the change. Beavers (2011) defined an operator result’ to capture this notion of affectedness:
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(3) For all dynamic predicates g, themes x, events e, states g, and scales s:
[[o (x,s,e) A result’ (x,s,g,e)] <—— [0 (x,5,e) A SOURCE (x,bc,e) A GOAL (x,g.e)]]
(This says for event e described by o, g is the target state of theme x on scale s iff x
transitions to g by the end of e from a contextually determined state b. at the
beginning of e. ) (Beavers 2011: 351)

Beavers then showed that this scalar model of change can offer a unified analysis of different
types of affectedness such as motion, change-of-state, and creation/consumption:

(4) John wiped the table clean. (scale of cleanliness of the table)

Jeds[wipe’(john, s, table, e) A result’ (table,s,clean,e)]

® wipe (john, s, table, e) says that this is a wiping event of the table by John
along a scale of cleanliness;

® result’ (table,s,clean,e) says that the table transitions from some initial point

of cleanliness to some subsequent degree clean on s.
(Beavers 2011: 351)

The most apparent advantage of this scalar model of change is that it manages to account for
the double telicity effect. The following examples are given in Beavers (2011: 349) to show
that the theme and the scale participants jointly determine the telicity of the sentence:

(5) a. Bill dimmed the lights half dim in/?for five minutes.
b. Bill dimmed lights half dim for/??in five minutes.
c. Bill dimmed the lights dimmer and dimmer for/??in five minutes.

The theme and the scale participants in (5a) are both specific, so the sentence is telic; in (5b)
the scale participant is specific, but the theme is not, so the sentence is atelic; in (5c) the
theme is specific, but the scale participant is vague, so the sentence is atelic.

2.2 The meaning of the Chinese excessive resultative construction
Adopting Beavers’ (2011) scalar model of affectedness, we can analyze the semantics of
the Chinese excessive resultative construction as follows:

(6) maoyi zhi da le.

sweater knit large PFT
‘The sweater was knitted larger than expected.’

Jeds [knit '(sweater, s, ¢) A result’ (sweater,s,more-than-expected.e)]

® /mit’(sweater, s, ) says that there is a knitting event of the sweater along a
scale of size;

® result’ (sweater,s,more-than-expected,e) says that the sweater’s actual size
on the scale exceeds an expected size.

There are two end points in the event described in (6). The first end point is the completion of
the sweat knitting, and the second end point is the actual size of the sweater surpassing the
expected size. The first end point is related to the theme participant, and the second point is
related to the scale participant.

We have also noticed that the Chinese excessive resultative construction exemplifies a
very special type of events of affectedness. First, the two values compared are not the initial
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(SOURCE) state and the final (GOAL) state. Rather, what is compared is the final state and
an expected or desired state. This can be best illustrated by the following ambiguous sentence.

(7) shengzi jian  duan le.
rope cut short PFT
a. ‘The rope was cut short.’
b. ‘“The rope was cut shorter than expected.’

There are two readings with (7). Relevant to the two readings are three values of the length of
the rope: (i) the initial length of the rope before the cutting event; (ii) the final length of the
rope after the cutting event; (iii) the desired length of the rope set by the agent before the
cutting event. This example shows that what count in the excessive resultative construction
are the final state and the expected state.

With these differences in mind, we are now able to summarize the complex event
described by the excessive resultatives as follows:

(8) A theme participant, serving as the grammatical subject, was affected by a covert
(not phonetically realized) agent to such an extent that the degree associated with
the final result has surpassed an expected degree which is set by the agent before
the onset of the action. The dimension of the comparison and its direction are
determined by the action denoted by the verb.

The description in (8) informs us of several significant points about the construction:

(9) a. First, the subject of the construction must be a theme, which differentiates the
excessive resultatives from other types of resultatives such as the passives and
the BA-construction.

b. Secondly, an expected value about the final state of the theme must have been
set before the action.

c. Thirdly, the prescribed value will be compared with the actual value associated
with the final state of the affected theme at the end of the action. The
resultative clause is in fact a comparative construction, although there is no
degree morphology found in the construction.

d. Fourthly, the initial state of the theme is irrelevant in this construction.

3. The reason for the potential ambiguity
With this in mind, we can come back to example (7) and explore why it is ambiguous.
Take the following as another example:

(10)  toufa jian duan le.
hair cut short PFT
a. Her hair was cut short.
b. Her hair was cut shorter.
c. Her hair was cut shorter than expected.

This sentence could be uttered in the following two contexts:
(11) a. Mary’s hair was originally 150 centimeters long. She wanted her hair to be 100

centimeters long. She went to a barber’s shop and had a haircut. After the haircut,
her hair became 20 centimeters long.
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b. Mary’s hair was originally 150 centimeters long. She wanted her hair to be 100
centimeters long. She went to a barber’s shop and had a haircut. After the haircut,
her hair became 120 centimeters long.

Example (10) can be uttered to describe either of the two scenarios, but (10) is ambiguous in
three different ways. In the two scenarios, the truth value of (10) totally depends on which
interpretation in intended. To determine the truth value of (10), we need to pay attention to
four degrees: dinitial; dfinal; dideal; dc.

(12) a. dinitiai: Mary’s original hair length (150cm)
b. dfinal: May’s final hair length (20cm in Scenario I/120cm in Scenario II)
. dideai: May’s intended hair length (100cm)
d. dc:  the hair length which is considered short by the general public (30cm)

Interpretations Scenario I Scenario 11

a. dfinal <dc T (20cm < 30cm) F (120cm << 30cm)
b. dfinal < dinitial T (20cm < 150cm) T (120cm < 150cm)
C. dfinal < dideal T (20cm < 100cm) F (120cm << 100cm)

For interpretation (a), the adjective short refers to the property of the final state of the hair.
Unless the final length of the hair is really considered to be short by the general public, (11)
cannot be true. For example, In Scenario II, although the final length of Mary’s hair is less
than the original length, but the hair of the 120cm length is still far from short hair, according
to the general assumption about short hair. Therefore, (11) cannot be true for Scenario II
under the interpretation of (11a). For interpretation (b), (11) would sound most natural if a
differential phrase such as yidian ‘a little’, xuduo ‘much’ , bushao ‘too much’ is added at the
sentence final position. For interpretation (c), as long as the final length of the hair is less
than the expected length, (11) will be true. In Scenario II, 120cm is more than 100cm;
therefore (17) is false under this reading. The correct way to describe this situation is (13).

(13)  toufa jian chang le.
hair cut long PFT
*a. Her hair was cut long.
*b. Her hair was cut longer.
c. Her hair was cut to an extent which is longer than expected.

Different from (11), example (13) has only one meaning, that is the excessive resultative
interpretation. The reason for the lack of ambiguity in (13) is transparent. First, the cutting
event will not lead to the result that the hair becomes long, so interpretation (a) is not
available. Secondly, the hair cutting event determines the dimension of comparison (LENGTH)
and its direction (SHORTNESS). Therefore, interpretation (b) is also not available. The only
interpretation associated with jian chang le is the excessive resultative interpretation.

The ‘more than expected” reading can be further highlighted by the use of the optional
differential phrase. For example,

(14) a. maoyi zhi chang le san  limi.
sweater knit long PFT  three centimeter
‘The sweater was knitted three centimeters longer than expected.’
b. maoyi X1 chang le san  limi.
sweater wash long PFT  three centimeter

‘The sweater was three centimeters longer than it had been after washing.’
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The meaning of (21a) is that the actual final length of the sweater is three centimeters longer
than the intended length set before the knitting event. Since the verb zAi ‘knit’ is a verb of
creation. It does not make sense to talk about the original length of the sweater. This
example is different from the hair cutting example. If we change the verb of creation zhi
‘knit’ to the verb of affection such as xi ‘wash’, then we will have the ‘longer than the
original length” reading rather than the “longer than expected” reading. This is due to the fact
that before the washing event it is unusual for the agent to set an intended length of the
sweater as the result of the washing event, so the “more than expected” reading is absent
from (21b). The only standard of comparison to anchor the differential phrase san limi ‘three
centimeters’ is the original length of the sweater.

The two examples in (21) give us a hint of what verbs can occur in the excessive
resultative construction. Only those verbs which denote actions that can lead to an intended
degree on a scale are able to occur in the excessive resultatives. The most typical, as Shen
and Peng (2010) observed, is verbs of creation. Before creating something, the agent at least
should have a plan in mind about the final state of the theme. Apart from verbs of creation,
some ordinary affected verbs can also occur in the excessive resultatives. For example,

(15) a. zhuozi tai gao le.
table raise high PFT
‘The table was raised higher than expected.’
b. denglong gua ai le.
lantern hang low PFT

‘The lantern was hung lower than expected.’

4. The obligatory use of the sentence final perfective aspect marker

We have proposed that the sentence final /e in the excessive resultative construction is a
perfective aspect marker. In this section, we are going to defend this proposal from three
aspects: the negative imperative sentence, the exclamatory sentence, and the availability of
differential measure phrases.

Lu (2003: 182) pointed that there are two types of negative imperative sentences in
Mandarin, differentiated by the verb class. For example,

(16) a. bie  he!

don’t drink
‘Don’t drink!’

b. [bie he] le!
don’t drink SFP

‘Don’t drink any more!’
*c. bie  bing!
don’t get.sick
d. bie [bing le]!
don’t sick PFT
‘Don’t get sick!’

The verb he ‘drink’ is a verb associated with an agent who can control the action of drinking,

but the verb bing ‘get sick’ is a verb associated with an agent who cannot control the action
leading to the result of getting sick.
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® This difference reflects in the different behaviors of (16a) and (16c¢).
® By uttering (16a), the speaker can order the listener not to drink the liquid in sight, but
nobody can be ordered not to get sick; therefore, (16¢) is ungrammatical. However,
(16c) will be saved if the sentence final /e is added, as in (16d).
® By uttering (16b), the speaker can order the listener not to drink the liquid any more.
The sentence final /e indicates a change-of-state from the drinking state to the non-
drinking state. The purpose of (16b) is to stop the continuation of the state of
drinking.
® In contrast, (16d) aims at reminding the listener not to run into the undesirable state of
getting sick.
® [t is clear that what is negated in (16d) is the imagined state bing le ‘getting sick’.
This does not apply to (16b), since ke le ‘having drunk’ could not be the imagined
state being negated. This is the reason why we choose to treat /e as SFP in (16b),
but PFT in (16d).
Looking back at the Chinese excessive resultative construction, we found that it follows the
pattern of the verb bing ‘get sick’. For example,

(17) a. *maoyi bie zhi da.
sweater don’t knit large
Intended meaning: ‘Don’t get the sweater knitted larger than expected.’
b. maoyi bie zhi da le.
sweater don’t knit large PFT

‘Don’t get the sweater knitted larger than expected.’

Similar to example (16d), (17b) aims at reminding the listener not to run into the undesirable
state of getting the sweater larger than expected.

If we compare the negative imperative sentence with the declarative sentence, we can see
more clearly that the sentence final /e is a perfective aspect marker, which marks the
completion of the surpassing event. In the declarative sentence maoyi zhi da le, definitely the
action of knitting the sweater is completed, and the actual size turns out to be larger than
expected. But in (17b), the completion of the knitting event is irrelevant, since the sentence
can be uttered before or in the knitting process. In this case, the sentence final /e scopes only
over the surpassing event, but not over the knitting event.

We also find that the sentence final /e in the excessive resultative construction shares
similarities with the /e in exclamatory sentences in the form of “NP+tai+A+le!” For example,

(18) a. wan tai da!
bowl too big
‘The bowl is too big.’
b. wan tai da le!
bowl too big PFT

‘The bowl is too much bigger than expected.’

Without the sentence final /e, (18a) is a simple exclamatory sentence with a positive adjective
da ‘big’. In contrast, the sentence final /e turns (18b) into a comparative sentence, comparing
the actual size of the bowl and a much smaller size expected before the speaker seeing the
bowl in sight.
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5. The syntactic derivation of the excessive resultative construction

Although the linear sequence of the excessive resultative construction is quite simple (in
the form of NP+V+A+le), its syntax is quite complicated. We can use the following example
to illustrate our syntactic analysis of the excessive resultative construction.

(19) denglong gua gao le.
lantern hang high PFT
‘The lantern was hung higher than expected.’

The verb gua ‘hang’ is a two-place predicate. In the excessive resultatives, the transitive verb
has to undergo the ergative shift, turning the transitive verb into an unaccusative verb. The
theme cannot be assigned the accusative case by the verb, so it has to move to the subject
position to get the nominative case. We can diagram the syntax of (19) as follows:

The higher AspP encodes the hanging event, and the lower AspP encodes the result.
SpecDegP hosts the differential measure phrase. We will temporarily assume that the
standard of the comparison is a covert PP, serving as the adjunct of DegP. Now we need to
think about SpecAspP, the position for the subject of the predicate gao-le. We would argue
that SpecAspP is a PRO, controlled by the subject of the main clause, and the whole
construction of (20) is a control construction. The aspect marker /e in the resultative clause,
similar to the English infinitive tense marker 7o, does not have the case assigning ability. This
suggests that the perfective aspect marker /e should be further divided into two types: the
perfective aspect marker /e; occurring in the matrix clause has the ability to assign the
nominative case, and the perfective aspect marker /e> occurring in the embedded clause
cannot assign case.

(20)  AspP
N
Spec Asp’
N
Asp VP

1ve shift)

denglongr V
|

AspP  (result)

gua Asp’
| N
PROx  Asp DegP
N N
gaoi-Deg; le  Spec Deg’

| PN
(3cm) Deg’ PP (than- didear)

N
ti-Deg; AP

I

Li
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It remains a puzzle why the than-phrase in (20) cannot show up. We have observed that
the than-phrase bi wo giwangde can occur within the de-resultative clause. For example, in
(21a), the than-phrase occurs after the resultative marker, but without this resultative marker,
the than-phrase cannot occur, as in (21b).

(21) a.toufa jian  de bi WO giwangde duan le liang limi.
hair than RES than 1sg  expect short PFT  2cm
‘My hair was cut two centimeters shorter than expected.’
b. *toufa jian bi wo  qgiwangde duan le liang limi.
hair than than 1sg  expect short PFT  2cm

Intended meaning ‘My hair was cut two centimeters shorter than expected.’

According to Gu & Guo (2015), foufa forms a comitative construction with bi wo giwangde,
and the comitative construction serves as the subject of the comparative construction. (21a)
shows that foufa can be fronted and serves as the subject of the matrix clause. The movement
can only be accounted for by taking jiande as a raising verb. The verb jian is originally a
transitive verb, but with the resultative suffix de, it becomes a raising verb, taking a clause as
its complement, similar to the syntactic behavior of the typical English raising verb seem. The
raising is triggered by case, because the perfective aspect /e in the embedded clause is argued
to lack the case assigning ability, foufa has to be raised to the subject position of the matrix
clause to get the nominative case. The nominalized phrase wo giwangde gets the accusative
case from the preposition bi. As argued in Gu & Guo (2015), the subject of the comparative
construction is a comitative phrase. Since the perfective aspect marker does not have the case
assigning ability, the comitative phrase cannot be case-marked; therefore, it has to be empty.

6. Conclusion

This paper offers an affectedness-based analysis of the Chinese excessive resultative
construction. Such a construction typically describes events of affectedness consisting of two
participants, a theme participant and a scale participant measuring the degree of affectedness.
The sentence final perfective aspect marker /e in this construction is to encode the completion
of the action of an implicit comparison. This paper looks at comparative constructions being
used as embedded resultatives. The analysis offered in this paper might not only expand our
current understanding of the operations involved in the syntactic computation of Chinese
comparative constructions, but also shed some new light on how different languages encode
the comparative meaning in embedded resultative clauses.
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Abstract

Adverbs have become the ragbag in grammar in which all uncategorized items are relegated. Over the
years, there have been several studies (e.g., Biber et al., 1999; Halliday, 1994; Hasselgard, 2010;
Huddleston & Pullum, 2002; Quirk et al., 1985; Sinclair, 1990) that looked into the syntactic and
semantic functions of adverbs. This paper focuses on what Quirk et al. (1985) call ‘disjuncts’ (which
refer to the overt expression of an author's or speaker's attitudes, feelings, judgments, or commitment
concerning the message. There are various terminologies in literature that have emerged: ‘stance
adverbs’, ‘conjunctive adjuncts’, ‘evaluative adjuncts’, ‘sentence adverbs’, to name a few. The common
denominator of all these adverbs is that, syntactically, they occupy the most peripheral position in the
clause and that, semantically, they distinguish how the propositional content of the clause relates to the
context.

Using 12 matching corpora of the International Corpus of English (ICE), that is, 5 from the Inner Circle
(Australia, Canada, Great Britain, Ireland, New Zealand) and 7 from the Outer Circle ( East Africa,
Hong Kong, India, Jamaica, Nigeria, the Philippines, and Singapore), the present study aims at
presenting the findings on the frequency and distribution of disjuncts across world Englishes.

This study supports the disagreement on the labelling of disjuncts as presented in literature in terms of
their functions by showing evidence of such claims. Further, it argues that there exist several semantic
functions apart from what are presented in literature and that - these functions are culture-specific.
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Abstract

“Case” and “grammatical function” are central
to syntactic theories, but rigorous treatments of
these notions in surface-oriented grammars like
Dynamic Syntax (DS) are pending. Within DS,
it is simply held that a case particle resolves
structural uncertainty (i.e., unfixed node) in the
course of incremental tree update. We model
the relation between “case” and “grammatical
function” with special reference to Japanese. In
this language, the nominative case particle ga
normally marks a “subject” NP, but it may
mark an “object” NP. Moreover, ga may occur
more than once within a single clause. We will
address these issues by proposing the “maximal
exclusion” approach to structural uncertainty.

1 Introduction

“Case” and “grammatical function” are central to
any syntactic theories; a number of constructions
exhibit unique case-marking patterns and linguistic
generalisations are often stated with reference to
grammatical function (Keenan and Comrie, 1979).
Rigorous accounts of these concepts, however, are
pending in “surface-oriented” grammars such as
Dynamic Syntax (DS) (Kempson et al., 2001). The
aim of this article is to clarify the relation between
case and grammatical function in formal-grammar
terms, with examples drawn from Japanese.

As will be stated in §2, the case-marking system
of Japanese challenges surface-oriented grammars.
In particular, DS, which explicates the mechanism
whereby a string of words is parsed online and a

structure is progressively built up, has not seriously
tackled the relation between case and grammatical
function (see §3). In this article, we advance the
DS formalism from the perspective of “maximal
exclusion” so that it models the relation between
case and grammatical function in Japanese (see §4).
We then apply this account to further data relating
to “Major Subject Constructions” (see §5).

2 Case and Grammatical Function

In this article, we construe case and grammatical
function in line with Comrie (1989).

Firstly, “case” is a morphological category. In
Japanese, a case particle is typically attached to a
noun (or a nominalised element).

(1) Ken-ga vringo-o  tabe-ta
K-NOM apple-ACC eat-PAST
‘Ken ate an apple.’

In (1), ga indicates that Ken bears a nominative
case, while o indicates that ringo ‘apple’ bears an
accusative case.

Secondly, “grammatical function” refers to a
relation which an NP in a sentence has with respect
to the predicate in the sentence. Examples include
“subject,” “object,” and so on. These are abstract
concepts, and they are identified based on syntactic
tests in each language/dialect.

The focus of our enquiry is “subject.” Keenan
(1975) offers a set of universal “subject”-properties,
although “subject” is captured gradably depending
upon properties observed. The standard tests for
subjecthood in Japanese are as follows (Kishimoto,
2004; Tsujimura, 2013; Tsunoda, 2009):
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* o is a subject if it may be a target of a certain
“honorification” operation.

* o is a subject if it may be an antecedent of the
reflexive anaphor jibun ‘self.’

Let us illustrate the former property with (2).

(2) sensei-ga ringo-o  otabeninat-ta
teacher-NOM apple-ACC eat. HON-PAST
‘That teacher ate an apple.’

In (2), the honorific form otabeninat ‘eat’ elevates
the referent of sensei ‘teacher.” Sensei is thus said
to be a subject of the predicate otabeninat.

For some frameworks, grammatical function is a
primitive concept. In Lexical-Functional Grammar,
SUB, OBJ, etc. are postulated as “attributes” in the
attribute-value matrices (Dalrymple, 2001). On the
other hand, Dynamic Syntax (DS) dispenses with
such primitive concepts; grammatical functions are
defined structurally, as in the grammar models that

have been developed in Chomsky (1965, 1995), etc.

For instance, “subject” is structurally designated as
follows: an element on the argument node which is
immediately dominated by the root node is said to
be a “subject” of the predicate in this structure.

(3) Schematic tree-structure
root

/\

argument (subject)  predicate

In DS, no serious attention has been paid to the
issue of how case relates to grammatical function,’
and it has been simply assumed that the nominative
particle ga marks a subject NP (Cann, et al. 2005;
Seraku, 2013). This stipulation may hold of (1)-(2),
but it is unsustainable due to the following facts
(Kuno, 1973; NKK, 2009; Shibatani, 1978):

* (Ga may mark an object NP.
* (Ga may occur several times in a single clause.

* A subject NP may be marked with #i, a dative
particle (see §4.6).

These properties are not found in all verbs; the ga-
marking of an object NP, for instance, is normally
possible only with “stative” predicates (Koizumi,
2008; Kuno, 1973). The first two properties are
illustrated in (4). (See §4-§5 for further data.)

! An exception is Nakamura et al. (2009), which will be
surveyed in §5. Kiaer (2014) also handles relevant data,
but the formal details of her account are not clear.

(koto)*
(comp)

(4) watashi-ga ringo-ga  tabe-tai
I-NOM apple-NOM eat-want
‘I want to eat an apple.’

This single clause has two occurrences of ga.” The
second NP ringo ‘apple’ is not a subject because it
lacks the “subject-properties,” unlike sensei in (2)
(Koizumi, 2008: 142-5). On the other hand, ringo
in (4) is characterised as an object NP according to
syntactic tests for objecthood (Kishimoto, 2004).
Therefore, the simple correspondence between ga
and “subject” cannot deal with data like (4), as has
been a residual issue within DS.

3  Dynamic Syntax (DS)

3.1 Basics

DS models the process whereby the parser takes a
string of words and gradually builds up a semantic
structure. This mapping is direct in that syntactic
structure is not postulated at any level. Within DS,
“dynamic” refers to “online parsing,” and “syntax”
refers to an abstract system that maps a string onto
a semantic structure in a progressive manner (Cann
et al., 2005; Kempson et al., 2001, 2011).

For an illustration, the parse of the whole string
(5) creates the semantic structure (6).

(5) Ken-ga ne-ta
K-NOM  sleep-PAST
‘Ken slept.’

(6) Final state (ignoring tense)
sleep'(Ken') : t
/\

Ken':e  sleep':e—t

Each node conveys information about (i) semantic
content such as Ken'and (ii) semantic type such as
e (“entity” type). The node decorated with Ken' is
at a “subject” position; a subject node is a type-e
daughter of the root node in a propositional tree.

2 Without koto, (4) would sound better with the topic
particle wa in place of the first instance of ga due to
“exhaustivity” (Kuno, 1973). Such meaning disappears
in embedded clauses, and scholars thus often put kofo at
the end of sentence. For the interests of brevity, we do
not follow this practice in the rest of this article.

3 Ga in ringo-ga is interchangeable with the accusative
particle o in (4). The interchangeability is affected by
various factors such as “style” and “transitivity” (Tori,
1995; Noda, 1996: 264-5), with cross-speaker variations
(Shibatani, 1978: 230-2).
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A tree is binary; a left-hand node is an argument
node, and a right-hand node is a functor node. For
instance, the right daughter of the root in (6) is a
functor node, which takes the type-e content Ken'
and returns the type-t content sleep'(Ken').

A tree update starts with the AXIOM (7).

(7) AXIioM
7

At this initial stage, there is only a root node, and it
is annotated with ?t. 7t is a “requirement” that this
node will be decorated with a type-t content. The
parser executes general and lexical actions to meet
requirements until no outstanding requirements are
left in the tree.

General action. General actions are tree update
actions whose applications are not triggered by the
parse of a lexical item. If Ken-ga ne in (5) is parsed,
it yields the semantic tree (8).

(8) Parsing Ken-ga ne
7

/\

Ken':e  sleep':e—t

As each daughter node is specified for content and
type, the parser may perform functional application.
This is not lexically triggered, and it is formalised
as the general action ELIMINATION. The execution
of this action outputs (6). (The tense suffix -ta is
disregarded in this article.)

Lexical action. Each lexical item encodes a set
of actions for tree update. Consider (9).

(9) ne-ta
sleep-PAST
‘Someone (or a salient person) slept.’

Japanese is a “pro-drop” language; argument NPs
may be covert as long as they are retrievable in
context. It is then assumed in DS that the parse of a
verb projects a propositional template. For instance,
ne ‘sleep’ encodes a set of actions to project the
propositional template (10).

(10) Parsing ne
7

/\

U:e sleep': e—t

A subject node is decorated with a metavariable U,
a placeholder to be saturated. If Ken is a salient
person in context, U is saturated as Ken'.

3.2 Structural Uncertainty

Each node is assigned a label for a node position,
with the “tree-node” predicate 7n which takes a
numeral as argument (Cann et al., 2005).

(11) Node-Position Labelling

Tn(0)
/\
Tn(00) Tn(01)
Tn(010) Tn(011)

When a node is assigned a numeral “o,” its left
daughter is assigned “a0” and its right daughter
“al.” Since the root receives “0,” its left daughter
receives “00” and its right daughter “01.”

Let us then introduce LOCAL *ADJUNCTION, a
general action to posit a node whose position in a
tree is initially uncertain and needs to be resolved
within a local structure.

(12) LOCAL * ADJUNCTION
7, Tn(0)

Ken': é;;T01*>(Tn(O))

In <1¢1+>(Tn(0)), “1*” is an arbitrary succession of
“1” (including none). <f¢;+>(7n(0)) means: if you
go up from an argument node by one node (and
optionally keep going up through functor nodes),
you will reach the root node, as marked with 7%(0)
(Blackburn and Meyer-Viol, 1994). In (12), the
dashed line visually displays structural uncertainty.
<101+>(Tn(0)) indicates that this node is at some
argument position within a local structure although
the exact position is uncertain at this point.

Structural uncertainty may be fixed in two ways:
(i) the general action of UNIFICATION (see §4.2) or
(i1) lexical actions encoded in a case particle. As
for (ii), it has previously been held that the parse of
a case particle resolves an unfixed node (Cann et
al., 2005; Seraku, 2013). The nominative particle
ga, for instance, has been assumed to resolve an
unfixed node as a “subject” node. (This analysis is
similar to the “constructive case” analysis within
LFG (Nordlinger, 1998).)

This past DS analysis of case particles, however,
encounters the problem mentioned in the paragraph
around (4). In the next section, we will abandon
this previous view of case particles, and propose an
alternative approach.
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4 A “Maximal Exclusion” Approach

4.1

It has been held in DS that a case particle uniquely
determines a landing site for an unfixed node
(Cann et al., 2005). In this article, we propose that
a case particle reduces the range of landing sites by
maximally excluding potential sites modulo the
limitations imposed by each case particle.

Informal Sketch

(13) Proposal: General Claim
a. A case particle excludes all landing sites
for an unfixed node but a few candidates.
b. Such “candidates” differ depending on the
type of a case particle.

Thus, a case particle may not immediately resolve
an unfixed node. If the number of potential landing
sites is reduced to one, however, it will amount to
immediate resolution. (13) is consonant with the
central DS view: a tree is gradually built up, with
various constraints posited by general and lexical
actions constraining the way the tree grows.
Concerning (13)b, we assume (14) for ga.

(14) Proposal: Nominative Particle Ga
a. Ga excludes all but a subject node and an
object node.
b. If the above exclusion has already occurred,
further exclusion occurs: exclude all but a
subject node or an object node (not both).

(14) will be illustrated in §4.2-§4.5 (and formalised
in the Appendix). Further, other case particles than
ga are briefly discussed in §4.6.

4.2 Nominative Particle (Part I)

Suppose the parser processes the string (15). At the
time of parsing Ken, the tree (16) has been built up.
(Other Tn-statements than 77(0) are omitted in this
and subsequent tree displays.)

(15) Ken-ga ne-ta
K-NOM  sleep-PAST
‘Ken slept.’

(16) Parsing Ken
7, Tn(0)

Ken': ¢, <1or>(Tn(0)
<T01+>(Tn(0)) specifies the set of constraints (17).
(17) {<10>(Tn(0)), <101>(T(0)), <t01:>(Tn(0)) ...}

Recall that <1¢>(Tn(0)) refers to a subject position,
<101>(Tn(0)) refers to an object position, and so on.
Thus, (17) indicates that an unfixed node may be
fixed at any argument position within a local tree.
The next element is ga. According to (14)a, ga
excludes all but a subject and an object node.

(18) Parsing Ken-ga
7, Tn(0)

Ken': e;’<T0(1)>(Tn(0))

“(1)” in <Toay>(7n(0)) means that the presence of
“1” is optional, as delineated in (19).

(19) {<10>(Tn(0)), <T01>(Tn(0))}

Unlike (17), (19) indicates that an unfixed node
may be fixed at a subject or an object node (but not
other nodes). In this way, the parse of ga tightens
the constraint <fo;+>(7n(0)) to <toqy>(Trn(0)).

The rest of the process is as usual: the parse of
ne ‘sleep’ yields the tree (20) (cf., (10)).

(20) Parsing Ken-ga ne
2, Tn(0)
----------------- .
_______________ U:e, <1o>(Tn(0)) sleep': e—t
Ken': e, <To1>(Tn(0))

The intransitive verb ne creates a subject node,
which is marked with <1¢>(7n(0)). UNIFICATION,
then, merges this subject node with the unfixed
node. (UNIFICATION is a general action to combine
a description of an unfixed node with that of a
fixed node of the same type; see §3.2.)

(21) UNIFICATION
7t, Tn(0)
/\
Ken': e, <10>(Tn(0)) sleep':e—t

ELIMINATION (i.e., functional application) outputs
the final state; see (6) in §3.1.

4.3 Nominative Particle (Part II)
Let us turn to example (22).

(22) Ken-ga ringo-o  tabe-ta
K-NOM apple-ACC eat-PAST
‘Ken ate an apple.’

After Ken-ga is processed (see (18)), the parse of
ringo-o engenders (23). (The parse of o resolves an
unfixed node at an object position; see §4.6.)
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(23) Parsing Ken-ga ringo-o

2%, Tn(0)
Ken': e, <ton>(Tn(0))  Ae—t)
apple' : e

The parse of tabe ‘eat’ then builds a propositional
template, as in (24).

(24) Parsing Ken-ga ringo-o tabe
7, Tn(0)

Ken': e, <?oay>(Tn(0)) U:e 2(e—t)

apple': e eat': e—(e—t)

The parse of fabe creates a subject node. This node
is compatible with the constraint <t y>(77(0)) of
the unfixed node. Thus, UNIFICATION may be run,
merging the description of the unfixed node with
that of the subject node. After ELIMINATION is run,
the final state emerges.

(25) UNIFICATION + ELIMINATION
eat'(apple"(Ken") : t, Tn(0)
/\

Ken':e eat'(apple’) : e—t

apple': e eat': e—(e—t)

4.4 Nominative Particle (Part III)
Let us then examine (26), repeated from (4).

(26) watashi-ga ringo-ga  tabe-tai
I-NOM apple-NOM eat-want
‘I want to eat an apple.’

The parse of watashi-ga is as usual, and the parse
of the next item ringo ‘apple’ yields (27). (Sp' is
informally used for the content of watashi ‘1.”)

(27) Parsing watashi-ga ringo
7, Tn(0)

Sp':e, <toy>(Tn(0)) apple': e, <to1=>(Tn(0))

In (27), the exclusion stated in (14)a occurs. Thus,
according to (14)b, the parser excludes all potential
landing sites for an unfixed node but a subject or
an object position. If the parser chooses to exclude
all but an object position, <1,;>(71(0)) is posited
at the unfixed node for ringo. That is, the unfixed
node for ringo is resolved as the object node.

(28) Parsing watashi-ga ringo-ga
1, Tn(0)

Sp': e, <toy>(Tn(0))  2(e—t)

apple': e, <101>(Tn(0))

The remainder of the parse process is as outlined in
the last subsection.

At the stage (27), the parser could have excluded
all but a subject position as a landing site for the
unfixed node for ringo. If this exclusion happened,
the unfixed node for watashi would be licensed at
an object position, giving rise to the interpretation
‘An apple wants to eat me.” This tree update itself
is legitimate, but the resulting interpretation would
be blocked on semantic grounds.

In this respect, noteworthy is (29).

sukida
like

(29) Ken-ga Naomi-ga
K-NOM N-NOM

a. ‘Ken likes Naomi.’

b. ‘Naomi likes Ken.’

The parse of Ken-ga Naomi outputs (30).

(30) Parsing Ken-ga Naomi
7, Tn(0)

Ken': e, <T0(1)>(T;7(0)) Naomi': e, <1¢1=>(Tn(0))

In parsing ga in Naomi-ga, if the parser chooses to
put <1¢1>(7n(0)) at the unfixed node for Naomi,
the node is resolved as the object node. This leads
to the “a”-interpretation. If <1o>(7n(0)) is posited
at the unfixed node for Naomi, the node is resolved
as the subject node, and the “b”-reading arises.

4.5 Nominative Particle (Part IV)

The proposed account is still not complete. The ga-
marking of an object NP is usually allowed only by
stative predicates (see §2). Thus, (31), where kat
‘buy’ is an action verb, is ungrammatical.

(31) *Ken-ga ringo-ga  kat-ta
K-NOM apple-NOM buy-PAST
Int. ‘Ken bought an apple.’

The account developed thus far does not rule (31)
out because the possibility of the ga-marking of an
object NP is dependent on the type of predicate.
We thus assume that if ga marks an object NP,
this case-marking fact is recorded, which will be
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checked by a forthcoming predicate. In (31), when
ringo-ga is parsed, it puts ZNMO at an object node.

(32) Parsing Ken-ga ringo-ga
7, Tn(0)

Ken': e, <tony>(Tn(0))  2(e—1)

apple': e, <101>(Tn(0)), ’NMO

NMO (Nominative Marking of Object) must be
checked by a predicate that allows the ga-marking
of an object NP. (This constraint is encoded in the
entries for stative predicates.) In (31), kat ‘buy’
disallows such ga-marking. ?NMO is thus not met,
and (31) becomes ungrammatical.

The above idea is summarised in (33); see also
the Appendix for formalisation.

(33) Proposal: Record of Object Marking
If ga excludes all but an object node, the
object node is annotated with 2NMO.

4.6 Other Case Particles

According to our general proposal (13), a case
particle excludes all landing sites for an unfixed
node but a few candidates, and such candidates are
encoded in each particle. Below, we touch on the
accusative particle o and the dative particle #i.

The accusative particle o typically marks an NP
which bears the semantic role “theme”; see ringo
‘apple’ in (22). The accusative particle o may also
mark an NP bearing the semantic role “path” (34)
or “departure site” (35) (NKK, 2009: 67-70).

(34) Ken-ga sono-yama-o koe-ta
K-NOM that-mountain-ACC pass-PAST
‘Ken passed that mountain.’

(35) Ken-ga ie-o de-ta
K-NOM house-ACC leave-PAST
‘Ken left a house.’

In the light of the “double-o constraint” (Harada,
1973), Shibatani (1978: 289-92) shows that the o-
marked NPs as in (34)-(35) have the grammatical
function of “object.” Setting aside complex issues,’
we thus hold that o always marks an object NP.

* First, o may mark an adverbial element (Mihara, 1994).

This use of 0 would be an instance of the postposition o.
Second, o is said to appear in “small clauses” or “ECM”
constructions, but their theoretical status is contentious
(Kawai, 2008; Kuno, 1976).

(36) Proposal: Accusative Particle O
O excludes all but an object node.

(36) amounts to immediately resolving an unfixed
node as an object node. So, as far as o is concerned,
our “maximal exclusion” approach converges with
the “unique-determination” approach (Cann et al.,
2005; Seraku, 2013).

The dative particle ni usually marks an indirect-
object NP (37), but in some environments, ni may
mark a subject NP (38).

(37) Ken-ga Naomi-ni ringo-o  age-ta
K-NOM N-DAT apple-ACC give-PAST
‘Ken gave an apple to Naomi.’

(38) Ken-ni  eigo-ga wakaru
K-DAT English-NOM understand
‘Ken understands English.’

From the “maximal exclusion” perspective, then,
we assume (39).

(39) Proposal: Dative Particle Ni
a. Ni excludes all but a subject node and an
Indirect Object (I0) node.
b. If such exclusion has already been present,
further exclusion occurs: exclude all but a
subject node or an 10 node (not both).

Two caveats are in order. First, the ni-marking of a
subject NP is not possible with all predicates, and
the possibility of such ni-marking must be encoded
in each predicate (Shibatani, 1978: 224).° Second,
although »i appears in other contexts (NKK, 2009),
ni in these environments would be characterised as
postpositions, such as »ni ‘at’ and ni ‘to.’

In this section, we have re-considered the role of
case particles in structure building from the angle
of “maximal exclusion.”®

> The set of predicates allowing “SUB-ni OBJ-ga” is a
proper subset of the set of predicates allowing “SUB-ga
OBJ-ga” (Kuno, 1973: §4). (“SUB” means a subject NP,
and “OBJ” an object NP.) For predicates allowing the
ni-marking of SUB, we assume: if ni excludes all but a
subject node, the subject node is annotated with 7DMS
(Dative Marking of Subject); cf., (33).

® Case particles also appear in head-internal relatives
(Kuroda, 2005). Within DS, this construction has been
analysed in Seraku (2013), and our account of ga, o, and
ni is compatible with Seraku’s analysis.

44



5 Further Issues

Turning back to multiple occurrences of ga, let us
explore MSC (Major Subject Construction) of the
type (40) (Kuroda, 1992: 248). Noda (1996: 257-9)
mentions other kinds of MSC, but (40) represents
the most discussed type of MSC.

(40) Ken-ga imouto-ga
K-NOM younger.sister-NOM
‘Ken’s younger sister is sweet.’

yasashii
sweet

The first ga-marked item Ken, often called “major
subject,” acts as a possessor NP of the second ga-
marked item imouto ‘younger sister.” In fact, some
scholars claim to derive (40) from (41), where no
in Ken-no is a genitive case particle (e.g., Kuno’s
(1973: §3) “subjectivisation”).

(41) Ken-no imouto-ga
K-GEN  younger.sister-NOM
‘Ken’s younger sister is sweet.’

yasashii
sweet

5.1 Previous DS Account

In DS, Nakamura et al. (2009) focusses on the type
of MSC shown in (40). (They do not address the
data in §4.4-§4.5.) Their analysis is as follows:

* Ga does not resolve structural uncertainty, but
just lets the parser return to the root node.

* Before a second ga-marked item is parsed, the
general action of GENERALISED ADJUNCTION
sets an unfixed ?t-node, under which a second
ga-marked item is parsed.

* A second ga-marked item is a relational noun
which creates a complex structure, into which
the unfixed node for the first ga-marked item
is incorporated by means of UNIFICATION.

In their analysis, while an unfixed node for the first
ga-marked item requires that it be fixed in a local
tree, an unfixed node introduced by GENERALISED
ADIJUNCTION requires that it be fixed anywhere in
the whole tree. Presumably to avoid this problem,
Nakamura et al. (2009: 114) resort to “structural
abduction” (Cann et al., 2005: 256). But such an
abduction step cannot occur in their proposed tree,
since it ends up identifying the unfixed node for
the first ga-item with that for the second ga-item,
leading to inconsistency of node descriptions. Thus,
their analysis is formally illegitimate.

5.2 Alternative DS Account

Our alternative account holds that ga is ambiguous
between ga (14) and ga for “major subject” which
we will propose by utilising Seraku and Ohtani’s
(2016) analysis of the genitive particle no.

Let us illustrate the analysis of no with (42). The
parse of Ken-no derives the tree state (43).

(42) Ken-no hon
K-GEN book
‘Ken’s book’ (‘a book which Ken possesses,’
‘a book which Ken wrote,” etc.)

(43) Parsing Ken-no

_—
Ken': e UR(Ken’, u)-€

URgren, vy must be saturated with a semantic content
in relation R to Ken. R is contextually specified as
a “possession” relation, for example. The curved
arrow represents a “LINK” relation (Cann et al.,
2005: Ch. 3). LINK connects two structures, given
a shared term like Ken'. When the next item /on
‘book’ is parsed, the tree is updated into (44).

(44) Parsing Ken-no hon

>
’. ] .
Ken': e book'possiken’, book) © €

book'possiken’, booky denotes a7 book which stands in a
possession relation to Ken.

A metavariable Ugke.n, v) is used in (43) since
Ken-no itself may denote an entity.

(45) Ken-no/*-ga

K-GEN/-NOM

‘Ken’s’
For Ken-no, Uggen, vy is saturated pragmatically
(rather than by the parse of hon ‘book’ as in (42)).

Another notable point is that imouto ‘younger

sister’ in (40) is a relational noun which takes an
individual x and denotes the sister(s) of x. We view
“relational nouns” broadly so as to include nouns
for which a relation can be contextually set out.

(46) Ken-ga ie-ga goukada
K-NOM house-NOM  gorgeous
‘Ken’s house is gorgeous.’

We will thus define the actions encoded in ga
(for major subjects) by reflecting the following:

7 Formally, terms are expressed in the epsilon calculus:
(&, X, book'(x)&poss'(x)(Ken")) for book'possiken’, book?-
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* A post-ga NP must be overtly present.

* A post-ga NP is a “relational” noun (at least,
for the type of MSC illustrated in (40)).

Our contention is that the parse of Ken-ga in
(40) yields the tree (47).

(47) Parsing Ken-ga

7, Tn(0)
—~— ™ e

Ken':e ?e, 2AX.Fo(Xpx, ken))s <To1+>(Tn(0))

?3x.Fo(Xpx, keny) Tequires that this node will be
decorated with a content in relation R to Ken'. (Fo
is a “formula” predicate (Cann et al., 2005).) This
requirement lacks a metavariable U, and data such
as Ken-ga in (45) are ruled out. The requirement is
fulfilled by the parse of imouto ‘younger sister,” as
shown in (48). a'sisrere, keny denotes an individual
a'who is in a sister relation to Ken.®

(48) Parsing Ken-ga imouto
7, Tn(0)
/_\ /,,—”/
Ken': e a'sister(a’, Ken) = € <To1=>(Tn(0))

The rest of the parse process is as outlined in
§4.2. The final state is given in (49).

(49) Parsing Ken-ga imouto-ga yasashii
sweet'(a ,SISTER(a’, Ken')) ot T}’l(O)

/\

' . r.
A SISTER(a', Ken') - © sweet' . e—t

~ ™
Ken': e
Note that the tree update triggered by the parse
of a major subject may occur more than once. For
instance, the parse of Ken-ga imouto-ga se in (50)
gives rise to (51), where b'yziGure, «) represents the
height of the individual who is the sister of Ken.’

(50) Ken-ga imouto-ga se-ga takai
K-NOM sister-NOM height-NOM high
‘Ken’s younger sister’s height is high.’

(51) Parsing Ken-ga imouto-ga se

2%, Tn(0)
/EAGHT(H,M e, <To1»>(Tn(0))
L T
a'SISTER(a, Ken) - € Ken':e

8 Formally, (1, x, sister'(Ken')(x)).
’ Formally, (1, x, height'(1, y, sister'(Ken")(y))(X)).

Further, a'gsrera, keny 18 composed reflecting the
order in which Ken is first parsed and then imouto
‘younger sister’ follows. Consider (52).

(52) *imouto-ga Ken-ga yasashii
sister-NOM K-NOM sweet
Int. ‘Ken’s younger sister is sweet.’

(52) is ruled out since Ken cannot denote a relation,
unlike imouto, which denotes the relation SISTER so
that composite terms like a'sisrrr(a, keny are created.
As a residual issue, ga may be used as a genitive
particle, but such examples are archaic (Frellesvig,
2011). Although our treatment of ga (for major
subjects) allows (53), it is not obvious if we should
posit further constraints to block such examples. (It
is also notable that in many Ryukyuan languages,
the nominative particles have the genitive-marking
function, too (Tohyama and Seraku, in press).)

(53) warera-ga michi
we-GEN  road
‘Our road’ (with an archaic flavour)

6 Conclusion

We have presented a maximal-exclusion approach
to structural uncertainty. It is an open issue if this
approach is applicable to data on languages other
than Japanese (Koizumi, 2008: 142). It would also
be essential to explore if the proposed view of case
may be incorporated into other “realistic” grammar
models (Sag and Wasow, 2011).

Appendix. Entries for Case Particles

A lexical entry specifies a set of actions to be run
in conditional format (Cann et al., 2005). For space
reasons, the entry for ga alone is presented here.

IF e, <tor=>(Tn(0))
THEN IF <To1=><| 1+0>(Tn(U), Ax.Tn(x),
<Toy>(Tn(0)))
THEN put(<1o>(Tn(0))/<101>(Tn(0)), ?NMO)
ELSE put(<to1>(7n(0)))
ELSE abort
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Abstract

This paper presents open language resources
for Korean. It includes several language pro-
cessing models and systems including mor-
phological analysis, part-of-speech tagging,
syntactic parsing for Korean, and standard
evaluation Korean-English machine transla-
tion data with the Korean-English statistical
machine translation baseline system. We make
them publicly available to pave the way for
further development regarding Korean lan-
guage processing.

1 Introduction

This paper presents open language resources (LRs)
for Korean. We provide necessary data, models,
tools, and systems to analyze Korean sentences. It
includes the whole working pipeline from part-of-
speech (POS) tagging to syntactic parsing for Ko-
rean. We also provide the Korean-English statisti-
cal machine translation (SMT) baseline system and
newly created standard data for MT evaluation. All
LRs described in this paper will be publicly avail-
able under the MIT License (MIT).

2 Korean Language

Korean is an agglutinative language in which “words
typically contain a linear sequence of MORPHS”
(Crystal, 2008). Words in Korean (eojeols), there-
fore, can be formed by joining content and func-
tional morphemes to indicate such meaning. These
eojeols can be interpreted as the basic segmenta-
tion unit and they are separated by a blank space

in the Korean sentence. Let us consider the sen-
tence in (1). For example, unggaro is a content mor-
pheme (a proper noun) and a postposition -ga (a
nominative case marker) is a functional morpheme.
They form together a single word unggaro-ga (‘Un-
garo + NOM’). For convenience sake, we add - at
the beginning of functional morphemes, such as -ga
for NOM to distinguish between content and func-
tional morphemes. The nominative case marker -ga
or -i may vary depending on the previous letter -
vowel or consonant. A predicate naseo-eoss-da also
consists of the content morpheme naseo (‘become’)
and its functional morphemes (-eoss ‘PAST’ and -da
‘DECL’).

3 Morphological analysis and POS tagging

Numerous studies pertaining to morphological anal-
ysis and POS tagging for Korean have been con-
ducted over the past decades (Cha et al., 1998; Lee
and Rim, 2004; Kang et al., 2007; Lee, 2011). Most
morphological analysis and POS tagging for Korean
have been conducted based on an eojeol. In the sys-
tem of Korean POS taggers, a morphological analy-
sis is generally followed by a POS tagging step. That
is, all possible sequences of morphological segmen-
tation for a given word are generated during the mor-
phological analysis and the possible (or best) correct
sequences are then selected during POS tagging.
ESPRESSO, a Korean POS tagger described in
Hong (2009) is publicly available!. It greatly im-
proves the accuracy of POS tagging using POS pat-
terns of words in which it obtains up to 95.85% ac-

"Note that there is another resource with the same name
(Pantel and Pennacchiotti, 2006).
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1) a

b. peurangseu-ui segyejeok-in

ZF2O A AL o tatoly okl -37t=7F Al 418 2E dAtolv 2 YAl

uisang dijaineo emmanuel unggaro-ga silnae jangsikyong

France-GEN  world class-REL fashion designer Emanuel Ungaro-NOM interior decoration

Jikmul dijaineo-ro naseo-eoss-da.

textile designer-AJT become-PAST-DECL.

‘The world class French fashion designer Emanuel Ungaro became an interior textile designer.’

Figure 1: Example of the Korean sentence

Input:

map o] AAZ o Tl il 7h2st A A4S A B Tl 2 e

Output:
oA 9l BOS I A/NNP+9J/JKG
A A Q] M| A/NNG+2/XSN+0]/VCP+ . /ETM
o1 S/ J/NNG
tj Aol T 2ol L1/NNG
Puprd Yup+AU/NNP
S7t2 7}t S 7F2/NNP+7HIKS
A AU/NNG
T8 % 21-4/NNG
e % 2/NNG
tjzpolH 2 ] Z}o| H/NNG+2£/JKB
Lot EOS WA|/VV+Q/EP+t}H/EF+./SF

Figure 2: Input and output examples of ESPRESSO for Korean POS tagging

curacy for Korean. Figure 2 shows the input and out-
put formats of ESPRESSO for Korean POS tagging.
Even though ESPRESSO can yield several output for-
mats, we only show the Sejong corpus-like format
in this paper, in which we use the format for the in-
put of syntactic analysis. While ESPRESSO indicates
BOS and EOS (the beginning and the end of a sen-
tence, respectively), the actual Sejong corpus does
not contain BOS and EOS labels. The original Se-
jong morphologically analyzed corpus annotates the
sentence boundary using the markup language.

We use Sejong POS tags, the mostly used POS
tag information for Korean. Figure 3 shows the sum-
mary of the Sejong POS tag set and its mapping to
the Universal POS tag (Petrov et al., 2012). We con-
vert the XR (non-autonomous lexical root) into the
NOUN because they are mostly considered as a noun
or a part of noun (e.g. minju/XR (‘democracy’)). The
current Universal POS tag mapping for Sejong POS
tags is based on a handful of POS patterns of Korean

words. However, combinations of words in Korean
are very productive and exponential. Therefore, the
number of POS patterns of the word does not con-
verge as the number of words increases. For exam-
ple, the Sejong Treebank contains about 450K words
and almost 5K POS patterns. We also test with the
Sejong morphologically analyzed corpus which con-
tains over 10M words. The number of POS patterns
does not converge and it increases up to over 50K.
The wide range of POS patterns is mainly due to the
fine-grained morphological analysis results, which
shows all possible segmentations divided into lexi-
cal and functional morphemes. These various POS
patterns indicate useful morpho-syntactic informa-
tion for Korean. For example, Oh et al. (2011) pre-
dicted function labels (phrase-level tags) using POS
patterns that would improve dependency parsing re-
sults.
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Sejong POS description Universal POS
NNG, NNP, NNB, NR, XR Noun related NOUN
NP Pronoun PRON
MAG, Adverb ADV
MAJ Conjunctive adverb CONIJ
MM Determiner DET
VV, VX, VCN, VCP Verb related VERB
VA Adjective ADJ
EP, EF, EC, ETN, ETM Verbal endings PRT
JKS, JKC, JKG, JKO, JKB, JKV, JKQ, JX, JC Postpositions (case markers) ADP
XPN, XSN, XSA, XSV Suffixes PRT
SF, SP, SE, SO, SS Punctuation marks PUNC (.)
SW Special characters X
SH, SL Foreign characters X
SN Number NUM
NA, NF, NV Unknown words X

Figure 3: POS tags in the Sejong corpus and their 1-to-1 mapping to Universal POS tags

4 Syntactic analysis

Statistical parsing trained from an annotated data
set has been widespread. However, while there are
manually annotated several Korean Treebank cor-
pora such as the Sejong Treebank (SJTree), only a
few works on statistical Korean parsing have been
conducted.

4.1 Phrase structure parsing

For previous work on constituent parsing, Sarkar
and Han (2002) used an early version of the Ko-
rean Penn Treebank (KTB) to train lexicalized Tree
Adjoining Grammars (TAG). Chung et al. (2010)
used context-free grammars and tree-substitution
grammars trained on data from the KTB. Choi
et al. (2012) proposed a method to transform the
word-based SJTree into an entity-based Treebank
to improve the parsing accuracy. There exit several
phrase structure parsers such as Stanford (Klein and
Manning, 2003), Bikel (Bikel, 2004), and Berkeley
(Petrov and Klein, 2007) parsers (either lexicalized
or unlexicalized) that we can train with the Tree-
bank.

For phrase structure parsing, we provide a pars-
ing model for the Berkely parser.” Choi et al. (2012)
tested Stanford, Bikel, and Berkeley parsers and the

https://github.com/slavpetrov/
berkeleyparser

Berkeley parser shows the best results for phrase
structure parsing for Korean. The input sentence of
phrase structure parsers is generally the tokenized
sentence. It can be obtained by performing the seg-
mentation task for a word. Each segmented mor-
pheme becomes a leaf node in the phrase structure.
Therefore, we use the tokenization scheme based on
POS tagging. Figure 4 shows the input and output
formats for the Berkeley parser. As preprocessing
tools, we provide MakeBerkeleyTestIn and
MakeBerkeleyTestWithPOSIn. They convert
ESPRESSO’s output into the Berkely parser’s input
by tokenizing the Korean sentence with or without
POS information, respectively.

4.2 Dependency parsing

For previous work on dependency parsing for Ko-
rean, Chung (2004) presented a model for depen-
dency parsing using surface contextual information.
Oh and Cha (2010), Choi and Palmer (2011) and
Park et al. (2013) independently developed a pars-
ing model from the Korean dependency Treebank.
They converted automatically the phrase-structured
Sejong Treebank into the dependency Treebank.
To convert into dependency grammars, Park et
al. (2013) summarized as follows.

We, first, assign an anchor for nonterminal nodes
using bottom-up breadth-first search. An anchor is
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Input:
ZF2 o) AlA A o] v o4 tAtelyd {iut

A e,

Output:

o $7h2 Jb AW A § AE el 2

(S (NP-SBJ (NP (NP-MOD (NNP Z+~) (JKG 2])
(NP (VNP-MOD (NNG AJA]) (XSN &) (VCP o]) (ETM L))

(NP (NP (NNG 2J4}))
(NP (NNG tj#}o]u)))))

(NP-SBJ (NP (NNP <llo}i=al))
(NP-SBJ (NNP <7} &) (JKS 7H)))

(VP (NP-AJT (NP (NP (NP (NNG A1)

(NP (NNG 74]) (XSN -8)))

(NP (NNG #]=2)))

(NP-AJT (NNG t]j#z}o]H) JKB 2)))

(VP (VV L}A]) (EP 2)) (EF o) (SF .)))

Figure 4: Input and output examples for Korean phrase structure parsing

the lexical terminal node where each nonterminal
node can have as a head node. We use lexical anchor
rules described in Park (2006) for the SJTree. Lex-
ical anchor rules distinguish dependency relations.
We assign only the lexical anchor for nonterminal
nodes and finding dependencies in the next step.
Lexical anchor rules give priorities to the rightmost
child node, which inherits mostly the same phrase
tag. Exceptionally, in case of “VP and VP" (or “S
and S"), the leftmost child node is assigned as an
anchor. Then, we can find dependency relations be-
tween terminal nodes using the anchor information
as follows:

1. The head is the anchor of the parent of the par-
ent node of the current node.

2. If the anchor is the current node and

(a) if the parent of the parent node does not
have another right sibling, the head is it-
self.

(b) if the parent of the parent node have an-
other right sibling, the head if the anchor
of the right sibling.

Results from the conversion can allow to train ex-
isting dependency parsers. Figure 5 presents an ex-
ample of the original Sejong Treebank (above) and

its automatically-converted dependency representa-
tion.> The address of terminal nodes (underneath)
and the anchor of nonterminal node (on its right)
are arbitrarily assigned for dependency conversion
algorithm using lexical head rules. The head of the
terminal node 1 is the node 4, which is the anchor
of the parent of the parent node (NP:4). The head of
the terminal node 4 is the node 6 where the anchor of
its ancestor node is changed from itself (NP-SBJ:6).
The head of the terminal node 11 is itself where the
anchor of the root node and itself are same (S:11).

The parsing model of MaltParser (Nivre et
al., 2006) is provided for dependency parsing
for Korean.* As preprocessing tools, we provide
MakeMaltTestIn. It converts ESPRESSO’s out-
put into the MaltParser’s input by generating re-
quired features for MaltParser. Figure 6 shows ex-
ample of the input and the output of MaltParser.
We use the data format of CoNLL-X dependency
parsing, described in Figure 7 (partially presented).
See http://ilk.uvt.nl/conll for other in-
formation about the data format of CoNLL-X that
MaltParser requires. From word and POS informa-
tion, we convert them into features that MaltParser
requires for Korean dependency parsing.

The figure originally appeared in Park et al. (2013) with
minor errors, and we corrected them.
‘http://www.maltparser.org
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S:11

NP-SBJ:6

VP:11

NP:4 NP-AJT:10
NP:4 NP:9
/\NP:4 NP-SBI:6 NP:S/\
st — _—

NP-MOD:1 VNP-MOD:2 NP3 NP4 NP:5 NP-SBJ:6 NP:7 NP:8 NP:9  NP-AIT:10 VP:11
| I I | I I | | I | |
SEP/NNP - AIZI/NNGHA/XSN - o talely  cinlrdl g7h2/NNP AUl ZANNG A& ] zbol LA/ VV+SI/EP
+9]/JKG +0]/VCP+-/ETM  /NNG  /NNG /NNP +7}HIKS /NNG +8/XSN /NNG /NNG+Z/JKB +C}/EF+./SF

‘France+GEN’ ‘world-class’ “fashion’ ‘designer’

1 2

1 1

5

L]

‘Emmanuel’ ‘Ungaro+NoMm’

6

L)) L

‘interior” ‘decoration’ ‘textile’ ‘designer+as’ ‘became’

10 11

| I|

7 8 9

| 1

Figure 5: Example of the original Sejong Treebank (above) and its automatically-converted dependency representation

(below)

4.3 Discussion on parsing for Korean

In previous work on parsing for Korean, either
phrase structure or dependency parsing, while Park
et al. (2013) proposed the 80-10-10 corpus split for
training, development and evaluation, others often
used cross validation (Oh and Cha, 2010; Choi et
al., 2012; Oh and Cha, 2013).

For phrase structure parsing, Choi et al. (2012)
obtained up to 78.74% F; score. For dependency
parsing, Oh and Cha (2013) obtained 87.03% (10-
fold cross validation) and Park et al. (2013) up to
86.43% (corpus split) by using external case frame
information.

Currently, we distribute only parsing models in-
stead of parsers and training data themselves be-
cause of following reasons. First, the Sejong Tree-
bank that we use to train and evaluate is not al-
lowed to be distributed by third parties. Corpus users
should ask directly to National Institute of the Ko-
rean Language’ for their own usage. Therefore, it
would be easy that we only make current parsing
models publicly available instead of actual training
data. Second, multilingualism becomes more and
more important. Many natural language processing
(NLP)-related works rely on a single system to deal
with multiple languages homogeneously. Berkeley
parser and MaltParser in which we provide parsing
models have been developed for many other lan-
guages and users can easily obtain their up-to-dated

Shttp://www.korean.go.kr

parsing systems and models for several other lan-
guages.

We provide parsing models trained only on the
training data, which can be subject to the baseline
parsing system for Korean to be compared in fu-
ture work. Table 1 presents the current baseline pars-
ing results using phrase structure grammars by the
Berkeley parser. We performed 5-fold and 10-fold
cross-validation as well as corpus split evaluation
for comparison purpose. We also tested both cases in
which Berkeley parser selects POS tags by itself dur-
ing the parsing task (parser) and we provided gold
POS tags before parsing (gold). Reported results are
improved compared to Choi et al. (2012) because we
have corrected syntactic and POS tagging errors in
the Sejong Treebank for the current work. Since re-
sults between different evaluation methods are not
statistically significant, we propose to use 80-10-10
corpus split evaluation using the current distributed
parsing model. For the current baseline parsing re-
sults using dependency grammars trained using cor-
pus split, Park et al. (2013) reported that MaltParser
on the Sejong Treebank can obtain 85.41% for the
unlabeled attachment score (UAS). We provide the
development data (10% of the corpus) and the evalu-
ation data set (last 10%) as well as the parsing model
(trained on first 80% of the corpus) for phrase-
structure and dependency parsing.
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Input:

1 meAao mzA NNP NNP+JKG JKG
2 AAA AlAIHo]  NNG+XSN+VCP  NNG+XSN+VCP+ETM ~ ETM
30 o oJAF NNG NNG _
4 tztoly tjztol]  NNG NNG -
5 Juprd JubFl  NNP NNP -
6 $7tE7t  $7l2  NNG NNG+JKS JKS
7 Ay AY NNG NNG _
8 e 448  NNG NNG -
9 A= AR NNG NNG -
10 tjzte]vy=z2 fzfojly  NNG NNG+JKB JKB
11 YAl LA \a% VV+EP+EF+SF EPIEFISF
Output :
1 mEegao megA  NNP NNP+JKG JKG 4 NP-MOD
2 AAAE AAH0]  NNG+XSN+VCP  NNG+XSN+VCP+ETM  ETM 4 VNP-MOD _
30 o o4t NNG NNG _ 4 NP -
4 dold  dAold NNG NNG - 6 NP - -
5 upeal Qlubi=al  NNP NNP _ 6 NP o
6 $7lE7t $JlE NNG NNG+IKS JKS 11 NP-SBJ _
7 AY A NNG NNG _ 8 NP o
8 A8 HAg NNG NNG _ 9 NP _
9 ZHE 2B NNG NNG _ 10 NP -
10 o]z tzo]yl  NNG NNG+JKB JKB 11 NP-AJT _
11 vk 1A A% VV+EP+EF+SF EPIEFSE 0  ROOT _
Figure 6: Input and output examples for Korean dependency parsing
column name description
3 LEMMA  Lexical morphemes, where functional morphemes are excluded from FORM.
4 CPOSTAG POS tags for lexical morphemes.
5 POSTAG Fine-grained part-of-speech tag.
6 FEATS POS tags for functional morphemes.
Figure 7: Data format of CoNLL-X dependency parsing for Korean
5-fold 10-fold 80-10-10 they did not present the size, or the domain of the
parser 8490  84.83 84.34 corpus. Hf)ng et al. (2009) used about 3QOK sen-
gold 8588  85.75 85.12 tences which were collected from the major bilin-

Table 1: Baseline phrase structure parsing results

5 Statistical Machine Translation

Actually, statistical machine translation (SMT) for
Korean has not been frequently investigated. Pre-
vious work on SMT involving Korean often suf-
fers from the lack of openly available bilingual lan-
guage resources. Lee et al. (2006) used a Korean-
English bilingual sentence-aligned corpus which
contains 41,566 sentences and 190,418 eojeols. It
was manually collected from travel guide books.
Xu et al. (2009) used an in-house collection of
Korean-English parallel documents. Unfortunately,

gual news broadcasting sites and randomly selected
5,000 sentence pairs from the Sejong parallel corpus
for tuning, development and evaluation. Chung and
Gildea (2009) collected the Korean-English parallel
data from news websites and used subsets of the par-
allel corpus consisting of about 2M words and 60K
sentences on the English side. Tu et al. (2010) car-
ried out an experiment on Korean-Chinese transla-
tion. The training corpus contains about 8.2M Ko-
rean words and 7.3M Chinese words. Most of the
datasets in previous work are independently col-
lected from various sources and more than anything
else they are not currently publicly accessible.
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5.1 Tokenization for Korean SMT

For Korean SMT, we tokenize Korean words based
on morphological analysis instead of directly using
words themselves by which we empirically found
that we are able to get the best results for Ko-
rean SMT rather than other unsupervised syllable-
based tokenization method described in Chung and
Gildea (2009). In addition, by tokenizing Korean
sentences based on morphological analysis, we can
deal with compound words, in which they appear
frequently in Korean. Such compounds may be writ-
ten with or without a blank and they easily lead to
the lexicon sparsity problem in SMT. In many cases,
compound words become out-of-vocabulary words
(OOV) if they do not appear in training data.

5.2 Korean-English parallel data

There are several existing Korean-English parallel
data. Sejong parallel data are available directly from
National Institute of the Korean Language and News
Commentary data are available from the Korean
parallel data site®. Sejong parallel data are from
various sources including novels, government doc-
ument, and transcribed speech documents. News
Commentary data had been crawled from Yahoo!
Korea’ and Joins CNN® during 2010-2011. There
are also several Korean-English parallel data from
OPUS (Tiedemann, 2012)°-1°. OPUS parallel cor-
pora consist of movie subtitles (OpenSubtitles 2012,
2013, and 2016), technical documents (GNOME,
KDE4, and Ubuntu) and religious texts (Tanzil).
Since there are alignment errors, we use only some
of parallel data from OPUS, in which we judged
them to be proper enough to use. For example, PHP
data from OPUS, in which the language identifica-
tion task fails in the corpus, are not utilized. We
summarize the brief statistics of currently available
parallel corpora in Table 2. Note that the size in-
dicates the number of words of the target language
(English).

Actually, there is no standard evaluation data for
Korean-English machine translation. Previously ex-

*http://site.google.com/
koreanparalleldata

7https ://www.yahoo.co.kr

8http ://www. joins.com

*http://opus.lingfil.uu.se

10 Accessed on 22 April 2016.

size  description
Sejong parallel 0.8M various
News commentary 2.3M  newswire
OpenSubtitles (OPUS) 3.5M  subtitles
Technical (OPUS) 0.4M  technical
Tanzil (OPUS) 2.8M  religious

Table 2: Previous Korean-English parallel data. These are
publicly available.

isting parallel corpora are mostly automatically cre-
ated without human intervention and judgment, and
there exists inevitable sentence alignment errors.
These errors make existing parallel corpora for Ko-
rean be difficult to use as standard evaluation data.
Moreover, they are not written for translation stud-
ies and they might contain translation gaps between
source and target languages, which still make them
use as proper evaluation data for machine transla-
tion. Therefore, we decide to create new evaluation
data for Korean-English machine translation (MT).
Junior High English evaluation data for Korean-
English machine translation (JHE) are the Korean-
English parallel corpus which contains sentences
from English reading comprehension exercises for
Junior high students. We extracted Korean-English
sentences from English reference materials and we
manually aligned them to build a parallel data. We
manage to produce a set of parallel sentences with
high precision alignment, for the sake of future eval-
uation tasks. The average number of words in the
sentence is 12 words in Korean, and it contains var-
ious topic including news articles, short stories, let-
ters and advertisements. Table 3 describes the statis-
tics of the newly created evaluation data. They are
originally written in English (about 60%) and Ko-
rean (40%), and they are translated into counter-
part languages. Since they are from educational ma-
terials, they keep well formal equivalence between
source languages and their translation. We believe
that JHE data should be suitable to evaluate the cor-
rectness and the robustness of MT systems for Ko-
rean regardless of their domain.

5.3 Baseline system for SMT

Table 4 shows results on machine translation us-
ing existing parallel corpora (Korean into English).
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sentences words

dev 720 7,608 8,702

eval 720 7,491 8,529
(Korean) (English)

Table 3: Junior High English evaluation data for Korean-
English machine translation

internal JHE

Sejong parallel 1.34 448

News commentary  9.12  7.92
OpenSubtitles (OPUS) 7.67 6.60
Technical (OPUS) 1045 0.92
Tanzil (OPUS) 1495 0.96

News + OpenSubtitles 8.85 8.18

Table 4: Extrinsic evaluation results for the quality of the
existing parallel corpora

Internal results presents BLEU scores (an auto-
matic metric for evaluating the quality of machine-
translated text) using held-out data from their
own corpus (each 1,000 sentences for development
and evaluation datasets, respectively). JHE results
presents BLEU scores using JHE evaluation data.
Bad internal results on the Sejong parallel corpus
are understandable because they consist of various
sources and held-out data can be a quite different
domain from training data. While parallel data of
specific domains such as technical and religious can
obtain good internal results, it is very difficult to
expect to equivalent results on texts of the general
domain. We tested all possible combinations with
Sejong, News, and OpenSubtitles and only News +
OpenSubtitles improves the result. We provide the
baseline SMT system using Korean-English News
commentary and OpenSubtitles data for future com-
parison purpose.

6 Summary

In this paper, we present following data, models,
tools, and systems for Korean:

e ESPRESSO for sentence segmentation, morpho-
logical analysis and POS tagging.

e Berkeley parser models for phrase structure

syntactic parsing.

e A pipeline script from ESPRESSO to the
Berkeley parser: MakeBerkeleyTestIn
and MakeBerkeleyTestWithPOSIn.

e MaltParser models for dependency analysis.

e A pipeline script from ESPRESSO to Malt-
Parser: MakeMaltTestIn.

e Baseline Korean-English SMT system using
News commentary data and OpenSubtitles.

e Junior High English evaluation data for
Korean-English machine translation.

Everyone’s Korean language resources described
in this paper is available at https://air.
changwon.ac.kr/software/everyone.

7 Conclusion and Future Perspectives

In this paper, we provided the entire working
pipeline for Korean from POS tagging to syntac-
tic analysis. We also described the standard evalua-
tion data and the baseline system for Korean-English
statistical machine translation. We hope that these
language resources for Korean will pave the way
for further development regarding Korean language
processing for everybody. For future work, we are
planning to distribute other NLP-related systems and
models for Korean such as named entity recognition
(NER) and semantic role labeling (SRL).
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Abstract

The typical measurement by which the nature
of second language grammars is evaluated is
the input of native speakers. This paper reports
on data from Mandarin speakers of English (n
= 19), with an average of 10;3 (year;month)
length of residence in the U.S., and native
American English speakers (n = 19), and looks
at how they dealt with causatives, resultatives,
and depictives under four experimental condi-
tions. It was found that native participants did
not always behave reliably; they altered,
swung, and oscillated just like nonnative coun-
terparts, and there were multiple cases where
their fluctuation rates were way higher than
those of the latter. Such variances were brought
about by the effects of construction, task, or
modality. These results cast doubt on the com-
mon practice of assessing second language
grammars in terms of native intuitions and call
on researchers to reconsider the assumption
that second language grammars that are legiti-
mate must be native-like.

1 Introduction

It goes without saying that adult second language
(L2) learning differs from child first language (L1)
development, owing to various identifiable dispari-
ties in cognition and maturation between the two
groups. From this truism follows the logical ques-
tion, for generative second language acquisition
(SLA) researchers, how much of the initial state or
the biologically determined precursor contributes to
the acquisition of a language later in life. Previ-
ously, the issue was explored by inquiries into the
developmental processes until about two decades
ago when researchers started to seriously consider
what it is that adults can ultimately know about the

target language that are not true of their native lan-
guages. Much in line with the developmental re-
search, results gleaned from empirical and
longitudinal studies that focus on the final L, state,
suggest, or in many cases conclude, that older learn-
ers attain different grammars than native speakers.
For those born and raised in the target language set-
ting, language development is, from the onset, con-
trolled by UG (Universal Grammar) principles and
parameters. Mature learners are subjected to all
kinds of undesirable elements none of which occurs
to child learners (for a review, see White,, 2003),
leading them to the mastery of L, grammars full of
anomalies and aberrations.

The present experiment questions whether it is
enough to measure L, grammars against native
grammars (for discussion, see Mack, 1997) and
shows that native speakers vary in behavior just as
much as nonnative speakers, depending on the
grammatical features under analysis and the experi-
mental conditions. The typical comparative native-
nonnative studies with an eye to pinning down the
biological influence bear little fruit if it is true that
the final state of the model subjects lacks the sup-
posed uniformity in the knowledge of the target
grammar, which, according to Chomsky (1986,
1988, 1993), is not something in dispute. What is
not being investigated is the causes of the native
variations (see Shi, 2014; Shi,, in progress).

A large number of the generative L studies con-
clude that there is something amiss about L, gram-
mars, for their bearers deviate from the natives
whose use of the target language is reliable and con-
sistent. In an influential study involving proficient
English speakers of first languages of Korean, Chi-
nese, Indonesian, and Dutch, Schachter (1990)
found that these subjects, unlike the native controls,
did not always recognize errors in sentences like
*What did Susan visit the store that had t in stock?
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The extent to which an L, group succeeded was cor-
related with whether its native grammar instantiated
the Subjacency constraint (Chomsky, 1981) as Eng-
lish did. Schachter takes this as support for her In-
completeness Hypothesis; namely “incompleteness
will turn out to be an essential property of any adult
second language grammar” (pp. 118-119).

Johnson et al. (1996) also found from 10 Chinese
speakers of English, who had on average lived in the
U.S. for 6.45 years, that their abilities to recognize
morphosyntactic errors from auditorily presented
sentences were lower (54.2% accurate) than the na-
tive speakers (98.3% accurate). This indicates, to
the researchers, that L, grammars of the nonnative-
born speakers are “not native in determinacy” (p.
343).

In an experiment on English psych verbs (inter-
est, disappoint) and container verbs (e.g., decorate,
cover), Juffs (1996) retrieved both production and
comprehension data that informed him that the Chi-
nese college students, with no living experience in
an English-speaking environment, lagged behind
native speakers in consistency, which tended to im-
prove as a function of the increased proficiency
level. While low- and intermediate-level learners
had trouble producing or processing sentences like
“The broken vase disappointed John,” those at the
advanced level did as well as the English speakers.

Chen (2005), in search of the association of
verbs consider, find to various complement syntac-
tic frames, uncovered a gradient preference pattern
for Mandarin speakers of English: tensed clause >
infinitive clause > small clause. The finding was
based on a set of within-group statistical analyses
conducted to the L, group. Assuming the lack of
preference for the natives, the found preference pat-
tern from the nonnatives suggested, to Chen, that it
must be L, grammars that were faulty, since native
speakers, being native, could not go wrong.

It is not that generative L, researchers are obliv-
ious of or blindsided by the fact that native speakers,
due to internal as well as circumstantial variables,
can falter or fail to comply with the grammatical
rules when called upon. For example, in the above
study by Schachter (1990), she acutely noted the un-
usual poor performance by the English-speaking
participants on the Wh-movement sentences that
“had been piloted on other natives and performance
has been much higher” (p. 111). As an explanation,
Schachter speculated that the piloted subjects were
“graduate students majoring in linguistics” (fn 19).

In Johnson et al.’s (1996) error-detection experi-
ment, if we remove the chance responses, based on
their formula (p. 343), from the native group data,
its accuracy rate would drop to 96.6 percent, from
the reported 98.2 percent. In the study of Chen
(2005), there was a case where native speakers
showed more variations, based on her computations
of standard deviations, on the use of consider/find
THAT, than nonnative speakers. But spotting such
variabilities from native speakers is one thing and
taking it into account is another. As has been shown
time and again, native variance is largely viewed as
inconsequential, reflective of the accidental
glitches, and therefore dismissible.

This experiment, a mixed design, aims to do the
reverse of what has been typically done; that is, to
demonstrate L, grammar is not as flawed as previ-
ously thought, provided that the random and exper-
imental errors are carefully identified. The problem,
which has been long neglected, is a methodological
one — the use of native speakers as the sole yardstick
to determine the nature of second language gram-
mars. The null hypothesis tested is that speakers
who acquire the target language natively therefore
do not vary in linguistic competence; they as natives
can always be counted on being up to par when it
comes to the measurement of grammatical
knowledge.

Nativeness may well be correlated with birth-
place, but linguistic competence is not. To tap into
the components of the faculty of language (Chom-
sky, 1972, p. 27; 1986, pp. 16-17; 1998, p. 115), we
ought to rethink the current research procedure. One
alternative being explored here is to hold off the in-
put effects as a pernicious confounding variable, so
that no subject group is at unwarranted advantage.
To that end, the study tested, under contrasting con-
ditions, a set of infrequent yet robust syntactic
frames: causatives, resultatives, and depictives. The
idea behind the design was that by displacing sub-
jects from their “comfort zone” into a “leading
edge” (Rispoli, 2003, p. 819), we are able to take a
better look into their inner grammar proper. The in-
dependent variables of interest are three: construc-
tion (3 levels: causatives, resultatives, depictives),
task (4 levels: Guided Production, Combining-
Clause, Grammaticality Judgment, Interpretation
Task), and modality (2 levels: production, compre-
hension). The construction effects are examined by
holding the modality and task effects neutral. To
factor in the influence of task and modality, pairs of
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group data from the comparable tasks or modalities
are analyzed. And finally, to see if the key variables
(modality x task) interact, tasks from different mo-
dalities are compared in pairs. The null hypothesis
is rejected just in case the empirical data shows that
those who speak English day in and day out fail to
deliver the expected outcome on tasks presented un-
der various conditions. They show tendencies to re-
spond to the intricate properties of constructions,
tasks, or modalities as opposed to their grammatical
knowledge in ways of nonnative speakers.

1.1  Causatives, Resultatives, and Depictives

Accounts have been put forward for causatives, re-
sultatives, and depictives, commonly known as sec-
ondary predicates (see Shi, 2003; Hale and Keyser,
2002; Levin and Rappaport Hovav, 1995; Jacken-
doft, 1990; Chomsky, 1981). The underlying frame-
work for the present experiment is a combination of
Distributed Morphology (Matushansky and Ma-
rantz, 2013; Embick and Noyer, 2007; Harley and
Noyer, 2003; Marantz, 1997) and Lexical Argument
Structure (Hale and Keyser, 1993, 2002). (1) illus-
trates the three constructions under analysis:

(1) a.
b.
C.

The stories about animals interested Mary.
Sally could have complained herself calm.
The invited speaker delivered the speech
drunk.

(1a) is a causative in contrast to a periphrastic struc-
ture, in that it consists of a single tensed predicate
whereas the latter two predicates (The stories about
animals made Mary interested). Mandarin for the
most part allows the bi-clause causatives.

As a resultative, (1b) comprises a main verb and
a secondary (resultant) predicate, as shown in (2):

(2) [v V°[aree DP A%P]]

Semantically, a resultative expresses a cause-event
leading to a result-event (Rothstein, 2006; Rap-
paport Hovav and Levin, 2001; Simpson, 1983,
2006; Washio, 1997; Hoekstra, 1988, 1992; Napoli,
1992; Roberts, 1988; Williams, 1980; Green, 1973;
Halliday, 1967). Resultatives in the study fall into

! These are the actual resultatives produced under GP condi-
tion by Mandarin speakers of English, with minor modifica-
tions like use of a pronoun instead of a proper noun.
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seven subtypes classified based on the syntactic cat-
egories of the main verbs, which are given in (3).!

The defendant kicked the victim uncon-
scious.

The little boy ate himself sick.

George joked himself out of his job.

Sally would sleep her headache away.

The waiter could quickly wipe the water
off the table.

The sodas broke open.

. The hiker followed the stars out of the for-
est.

3) a.

ope

g ™

(3a) and (3b) both are headed by transitive verbs ex-
cept that “eat” can alternate as an intransitive. Verbs
in (3¢, d), inherently monadic, take a fake NP (3c)
or an unselected DP (3d) as part of the secondary
predications. “Wipe” of (3¢e), a two-place predicate,
takes an unconventional DP “the water.” (3f) in-
volves an unaccusative “break,” where the surface
DP is the subject of the secondary predicate “open.”
Unlike the rest, (3g) is a subject resultative, in that
the abstract subject of the secondary predication
PRO co-refers to the main-clause subject.
Mandarin resultatives splits into de-resultatives
and V-V resultatives (see, e.g., Huang et al., 2009;
Huang, 2006; Zhang, 2001; Cheng, 1997; Sybesma,
1997; Cheng and Huang, 1995; Zou, 1994). Neither
matches the resultatives in English. While the de-
constructions roughly correspond to the English ca-
nonical, bi-clausal resultatives (The defendant
kicked the victim until he became unconscious), the
V-V structures are rarely observed in English (see
Shiy, in progress). Besides, Mandarin has causative
resultatives (Huang, 1988) or inverted readings (Li,
1998); neither is possible for today’s English.
Depictives (1c) is distinct from resultatives; a
secondary resultative functions as a complement to
the matrix verb, a depictive an adjunct that is predi-
cated of an argument of the primary predication (for
differences, see Rothstein, 2006; Schultze-Berndt
and Himmelmann, 2004; Rapoport, 1999; Stowell
1991; Hoekstra, 1988; Halliday, 1967). For conven-
ience, let us take a depictive construction to be (4),

(4) [ DP; [vp Vv DPJ'] [PROi/j DepP ]]



where indexing means co-reference. Two types of
depictives were investigated: subject depictives (5a)
and object depictives (5b), and with an unaccusative
main verb, the object was fronted (5c¢).

(5) a. The invited speaker; delivered the speech
drunk;.

b. She bought the furniture; unpainted;.

c. The package; arrived broken;.

A depictive is well-formed if the attribute identified
by the depictive phrase holds at the time of the main
event, or (5c) is false if it means something other
than the package was broken when it arrived.
Depictives as an independent secondary predi-
cate has not found its way into Mandarin (see
Zhang, 2001, for a different view), although it does
occasionally show depictive elements (for distinc-
tion, see Himmelmann and Schultze-Berndt, 2006).
In terms of the abstractness determined by the
frequency effect, we see a hierarchy for English:
causatives > resultatives > depictives, where the
least frequent and hence the least accessible is the
last. Chinese differs: resultatives > causatives > de-
pictives. Mandarin resultatives is far more produc-
tive than English resultatives (Huang et al., 2009;
Huang, 2006; Li, 1998; Sybesma, 1997), its causa-
tives is substantially less so (Thompson, 1973), and
depictives is merely absent (Shiy, in progress, 2003).

2 Method?

2.1 Participants

Nineteen Mandarin speakers of English (9 males, 10
females), between the ages of 26 and 48 (M= 37.3),
were tested, along with nineteen native-born Amer-
ican college students® (4 males, 15 females), be-
tween the ages of 17 and 41 (M = 27.4). The
nonnatives were recruited based on a set of criteria,
including a consecutive period of 5 living years in
the U.S. and a college education. As it turned out,
they had an average of over 10 years living experi-
ence (range 5-17) and were employed in the main-
stream workplace in America. All participated
voluntarily.

2 The data reported here is part of a more comprehensive ex-
periment (see Shi, 2003).
3 One native participant was a college graduate.

2.2 Tasks

Participants were subjected to two production and
two comprehension tasks. For each of the 30 Guided
Production (GP) test items, they first read a narra-
tive of about 3-line long and then answered a ques-
tion, using words provided, in all possible ways
(e.g., The chef boiled the lobster alive; The lobster
was alive when the chef boiled it). On the Clause-
Combining (CC) task (30 items), subjects converted
bi-clauses (Sam drank until there is nothing left in
the bottle of whisky) into mono-clauses (Sam drank
the bottle empty), using key words given. Of the
two, GP was more demanding, given that subjects
were asked to produce multiple answers. Also, for
CC, they were allowed to leave a question blank.

The Grammaticality Judgment (GJ) task asked
subjects to assess a total of 81 items for grammati-
cality on a scale of -3 to +3, with zero = no judg-
ment. The analyses given below were based on 47
(2 causative, 2 inchoative, 16 resultatives, 13 canon-
ical resultatives, 8 depictives, 6 canonical depic-
tives) and the rest were fillers (ill-formed sentences)
or sentences that turned out to be structural ambig-
uous, which then did not enter into the analyses. In
choosing a numeral other than +3, subjects were in-
structed to identify the problem site by underlining
the relevant word(s). The Interpretation task (IT) is
the mirror image of the CC task. Participants
matched mono-clauses with bi-clauses as para-
phrases. Some items were 3-way ambiguous (re-
sultative, object depictive, subject depictive) (6
items), others 2-way ambiguous (resultative and ob-
ject depictive) (3 items), and still the others 1-way
ambiguous (resultative) (5 items). As was designed,
IT was relatively more challenging than GJ since
multiple semantic recognitions forced participants
to reconstruct more than one underlying representa-
tion.

The experiment tested 105 verbs or verb-pairs
under three to four conditions and the analyses here
are based on 96 of them: 6 causative verbs, 60 re-
sultative verb-pairs, 30 depictive verb-pairs.* All
tasks were individually administered in a paper and
pencil format, with no time limit. Subjects were re-
quested to carry out the tasks on their own.

4 Three depictive verb-pairs tested under GP and four under
CC were removed from the analyses for being potentially in-
terpretable as conditionals or concessive/causals. Two causa-
tive inchoative verbs tested under GJ were also removed.
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2.3 Results

Previously, it has been attested in study after study
that while the natives fell victim to random errors,
the nonnatives erred systematically (e.g., Kweon
and Bley-Vroman, 2011; Chen, 2005; Papp, 2000;
Johnson et al., 1996; Juffs, 1996). Of all the plausi-
ble explications, one that stands out in particular, al-
beit rarely noted, is that such native-nonnative
disparities reflect more of the properties of the lin-
guistic variables being tested, which inadvertently
give the monolinguals an unfair head start. So it
would be not just interesting but essential to see
whether the presumed perfect or near-perfect native
performance still prevails in the absence of such ad-
vantages.

Causatives, resultatives, and depictives are pos-
ited to be the linguistic features, which are vibrant
in positive evidence and yet low in frequency, hence
providing us with a unique testing ground for the
native systematic variance and the native-nonnative
difference.

2.3.1 Causatives

The causative constructions were studied under
three conditions. Table 1 enumerates the means and
sigmas (standard deviations s.d.), for the groups, of
the verbs tested: disappoint, interest (GP), bore,
frustrate (CC), lengthen, awake (GJ). Based on a

GP CcC GJ
M o M o M o
NS 1.79 .42 142 77 1126 1.94
NNS 1.63 .6 95 .62 10.11 2.11

Table 1. Causative Means and s.d.

one-factor ANOV A with repeated measures, condi-
tional variabilities were robustly found from both
groups. The native speakers (NS) shifted in perfor-
mance, beyond chance, from task to task, F(2, 56) =
376.4, p < .05, partial n?> = .96 and so did the
nonnative speakers (NNS), F(2, 56) = 267.15, p <

3 All #-tests conducted in the experiment were two-tailed.

.05, partial n? = .94. Interestingly, between the two,
it was the NS that wobbled at a higher rate. Regard-
less, for both groups over 94% of the total behav-
ioral variance was caused by the general task
effects. This evidence strongly suggests that know-
ing causatives does not always guarantee its use,
which is true of every subject irrespective of where
he or she was born. Take the native speakers as an
example. They all (100%) composed the target
causative sentence using disappoint under GP, but
only 58% did so using frustrate under CC.

No significant difference was found between the
groups for any given task, based on three independ-
ent-sample 7-tests,’ with the alpha being set at .02 or
one-third usual .05 alpha to offset alpha inflation.
This evidence doubtless is unfavorable to Juffs’s
findings, according to which Chinese participants
should have flunked no matter what conditions they
were tested under.

2.3.2 Resultatives

In Table 2, group averages are given of the resulta-
tive data elicited from four tasks. If a group behaves

GP cC GJ IT

M M M M
NS 7.1 1337 7821  10.84
(1.76)  (1.21)  (9.07)  (1.46)
NNS = 3.37 1205 7668  11.89
(1.7) (225)  (10.78)  (1.37)

Table 2. Resultative Means and s.d. (in brackets)

as though it is controlled by the experimental con-
ditions under which it is measured, then a large F’
value arises from a one-way repeated measures
ANOVA. This is precisely what was in fact ob-
tained, F(3, 54) = 1020.41, p < .05, partial n*> = .98
(L1 group), and F(3, 54) = 713.58, p < .05, partial n?
= .98 (L> group). The findings clearly showed that
neither group was good at breaking the conditional
barriers; all subjects responded in accordance with
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the task intricacies as opposed to what they knew
about the target language. To illustrate, the native
participants created 5 resultatives using eat-sick
(The boy ate himself sick) under GP, compared with
14 using work-to death (Mark worked himself to
death) under CC, despite the fact that both main
verbs came from the same categorial class a.k.a
transitive and selected the same type of secondary
predicates. Had the native grammars been as steady
and fast, unaffected by the circumstantial vagaries,
as has been shown again and again in the literature,
we would not have seen variations in performance
of such magnitude.

Equally surprising is the finding that of the four
conditions, the monolinguals outperformed the bi-
linguals only under GP, #(36) = 3.35, p < .01 (near
one-fourth of normal .05 alpha), and this native
merit was cancelled out under IT, where the reverse
was found, #(36) = 2.39, p > .01.° This rather unex-
pected result could be explained away as an effect
of positive transfer, but this possibility diminishes
in face of the aforementioned differences in Manda-
rin-English resultatives. Additionally, it would
leave unexplained the native-nonnative congruence
attested under the CC and GJ conditions (p > .01).

2.3.3 Depictives

If the notion that a legitimate L, grammar must be
native-like is sound, then depictives gives us rea-
sons to contemplate the possibility that it is not. Due
to the effects of input frequency and crosslinguistic
differences, persistent L, aberrations should readily
come along, parting from the native benchmark.
This prediction has not quite panned out, as seen in

GP CC GJ IT
M M M M
NS 4 274 4032 6.32
(141)  (1.28)  (432)  (2.38)
NNS  2.58 2.53 37 3.11
(177)  (126)  (6.86)  (1.29)

Table 3. Depictive Means and s.d. (in brackets)

® The between group difference was a bit short of the critical
value of 2.43.

Table 3. The depictive data, in contrast to the re-
sultative data, appeared to be more homogeneous,
with smaller standard deviations across groups. But
a one-factor ANOVA for repeated measures ascer-
tained that this visual impression was not what it
seemed. Both groups demonstrated sensitivities to
the challenges imposed by individual tasks, causing
them to behave chancily. As before, it was the na-
tives that were plagued by such unwarranted varia-
bilities, F(3, 54) = 860.56, p < .05, partial n?> = .98
(natives); F(3, 54) =435.96, p < .05, partial n*> = .96
(nonnatives). A series of two-sample 7-test revealed
that the two groups differed drastically under GP (p
=.0097) and IT (p = .000), but they were indistin-
guishable under CC (p = .61) and GJ (p = .08).

As shown in Table 1, 2 and 3, the native means
for causative, resultative and depictive productions
under CC are 1.42, 13.37, and 2.74 and the
nonnative means are .95, 12.05, and 2.53. Accord-
ing to a one-way repeated measures ANOVA, the
natives did not treat the three constructions evenly,
F(2,36)=851.09, p < .05, partial > = .98, and nei-
ther did the nonnatives, F(2, 36) =306.71, p < .05,
partial n* = .95. The results indicate that not only
did the conditions contribute to variable behaviors
but also the constructions. With everything else be-
ing equal, one thing that is quite clear is that in as-
sessing whether nonnative grammars are up to
native par, one should take as little risk as possible
of overlooking the effects of tasks and linguistic
variables. Studies that hinge on a single trial or ba-
nal linguistic features undermine both their internal
and external validity (see Cook and Campbell,
1979). They most likely fail to shed light on the re-
search questions under probe, let alone be fit to gen-
eralize beyond the data at hand.

2.3.4 Variations Within or Between a Modality

What has been presented is the overall group vari-
ances in the production and comprehension of caus-
atives, resultatives, and depictives. What happens if
the modality effect or the task effect is partialed out?
At the minimum, it is of import to know whether
performance disparities would remain when tasks
are isolated from the modality so that they do not
covary, and if the two variables interact, how it pro-
ceeds across the two groups.
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Let us first look at causatives. This time we focus
on the production data and see if there is still task-
induced variation without the comprehension mode
as a covariate. Four causative verbs were analyzed:
disappoint, interest, bore, frustrate, under GP and
CC. The NS group achieved means of 1.79 (GP) and
1.42 (CC) and the NNS group means of 1.63 (GP)
and 0.98 (CC) (Table 1). The production tasks were
found not to affect the groups in the same way,
based on two paired #-tests. The natives, whether to
create causatives from scratch (e.g., The stories
about animals interested her) or from bi-clauses
(e.g., The lecture was so long that Jack became
bored — The lecture bored Jack), performed con-
sistently, #18) = 1.9, p > .025, but the nonnatives
did not, #18) = 3.34, p < .025. Note that the two
groups did not deviate or coincide across tasks to the
same extent; the Mandarin speakers fell way below
expectations under CC. Among all other plausible
culprits, one that seems particularly relevant is that
this was a lexical problem, as identified by Pinker
(1989); namely, lexical knowledge tends to vary
greatly from speaker to speaker, “no two alike” (p.
2). Under CC, for example, L, subjects succeeded
14 times (74%) with bore, compared to 4 times
(21%) with frustrate.

In the case of resultatives, a broad modality-
within, task-related difference was found. The na-
tives as well as the nonnatives excelled under the
CC condition, compared with the GP condition ac-
cording to a set of paired #-tests (p <.025). All sub-
jects, regardless of whether English was their first
or second language, had a higher success chance to
combine (6a) into (6b) than to ab initio construct
(6¢c, d) based on brief narratives. The same was
(6) a. Margaret screamed and as a result she be-
came sore in her throat.

b. Margaret screamed herself hoarse.
c. Sara read herself angry.’
d. Bill could have watered the plants flat.®

found for resultatives under the comprehension
mode; subjects, native and nonnative, did substan-
tially better under the less stressful GJ condition,
than the more stressful IT condition (p <.025).

7 For (6¢), no sample was obtained from either of the groups.
8 Three from L1 group yielded (6d), out of a total of 19,
whereas none from L2 group succeeded.

The effects of tasks relative to depictives were a
bit murky for both of the groups. For the natives,
though they used distinct strategies in dealing with
tasks of a given modality at p = .025, the putative
influence was not forthcoming. In comprehension,
for example, they judged, as anticipated, better on
GJ than IT, but in production they were more suc-
cessful (p <.025) at constructing depictives without
cues (7a, b) than modifying a canonical depictive
(7¢) into a depictive (7d). The experimental group

(7) a. Robert opened the window wet.’
b. The package arrived broken. '
¢. Bob sold his car when it was new.
d. Bob sold his car new.

showed no production-related task effect (p > .025).
For the comprehension tests, they met the expecta-
tion, being more accurate on GJ than IT (p <.025).
All statistics were based on paired #-tests with alpha
set at .025.

We have by far seen 16 cases where tasks alone,
implemented in identical or different modes, either
enhanced or inhibited the activation of the sought
grammatical knowledge. The other 2 cases showed
no task effect in production, one concerning the NS
group that treated causatives under GP and CC
blindly and the other the NNS group that handled
depictives under GP and CC indiscriminately. Out
of the total 16 cases of task-related variations, the
natives showed more variances in 5 cases, whereas
the nonnatives showed only in one case.

This opens up a crucial question of whether a
task effect still holds across modalities or whether
task and modality interact. To see this, we reex-
amined the resultative data collected in the CC pro-
duction mode and the IT comprehension mode. Two
paired-sample 7-tests were conducted. Results show
that the English-speaking subjects were more sensi-
tive to the effects of task and modality, #(18) = 5.9,
p < .025; they were more proficient at producing
than identifying resultatives. By contrast, the Man-
darin speakers of English were indifferent, whether
to combine bi-clauses into resultatives or to match
target sentences with resultative readings, #(18) =
.33, p>.025.

% For (7¢), only two subjects from each group provided the tar-
get depictive construction.

19 For (7d), L1 group outstripped L2 group; it collectively cre-
ated 9 depictives in contrast to 3 by the nonnative group.
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This result is at odds with the widely reported
findings on two fronts. First, if variable behavior
was ever found as a function of tasks, it should be
retrieved from the second language learners only, as
has been shown in Chen (2005), Kong (2005),
White (2003p), Lardiere (1998a, 1998b), Johnson et
al. (1996), Sorace (1993). Natives by definition are
sticklers for grammatical rules. Second, if a group
could care less about whether to produce or to judge,
it must be the one whose members speak English
their whole lives. What was uncovered in the pre-
sent study is the opposite; it was the nonnatives that
were more of rule enforcers than the natives in com-
posing or parsing resultatives.

The finding that the native-born subjects were
likely to fluctuate could be confirmed provided that
the similar depictive data was attested. To that end,
let us compare the relevant data under CC and IT
through two paired -tests. As it turned out, only the
natives performed in an unbalanced manner; they,
while performing at a rate of 70% in recognizing
depictive readings, did so at a rate of 46% in recre-
ating depictives, #(18) = 5.9, p < .025. In contrast,
the nonnatives barely altered between the two mo-
dalities, #(18) = .33, p > .025. To reiterate, it was not
once but twice that the native controls showed
mixed performances — constructing more than iden-
tifying resultatives, but identifying more than con-
structing depictives. The same failed to be found
from the nonnatives. This suggests the possibility
that the receptive vs. productive knowledge was not
exactly the same insofar as the two groups were
concerned.

To summarize, both the experimental and the
control groups were found to vary along the lines of
construction, task, and modality. The overall task
effects were found, with mixed between-group dif-
ferences. For causatives, all subjects shifted in per-
formance across tasks and the natives did so to a
greater extent. Within a given task, no difference
whatsoever was ever found between the groups, un-
der both modalities. On resultatives, both groups
were identified with the similar task-based varia-
tions. Between the two, the natives prevailed under
GP and the nonnatives under IT, but the two did not
differ under CC and GJ. For depictives, similar task-
related variance was found from both L; and L,
groups, but the former outstripped the latter under
the GP and IT conditions.

When holding the modality constant, subjects
still varied across tasks. On resultatives, both groups

behaved variably between tasks under a single mo-
dality. This pattern was nevertheless not found for
depictives. Only the native participants were ob-
served to switch strategies between GP and CC. On
the comprehension side, the controls did better un-
der GJ than IT and, the reverse was true of the ex-
perimental group. For the interactive effects, we see
that the English speakers produced under CC more
resultative samples than identified under IT,
whereas the Mandarin speakers treated them all the
same. On depictives, the same asymmetric perfor-
mance pattern was found for both groups. Like the
natives who did better under IT than under CC, the
nonnatives showed the same pattern.

3 Conclusion

The major finding of the study is that speakers of
English, as an L; or L, are not unsusceptible to the
variability problem. By measuring the linguistic
knowledge and the extraneous factors under which
such knowledge is elicited, it shows the ties of the
failures of activating knowledge to the unduly inter-
ference of tasks, constructions, or modalities. Con-
tra the previous research, native speakers, just like
their nonnative counterparts, are found to shift lin-
guistically, not occasionally but most of the time.
Where the bilinguals are spared, the monolinguals
still succumb to the modality effects in both the re-
sultative and depictive cases. Given all this, it is
hard not to reject the null hypothesis and argue that
native speakers do vary in linguistic competence.
Generative L, researchers have barely paid attention
to this aspect, whose only interest seems to be in the
extent to which L, grammars correspond to L; gram-
mars. The native-like requirement is difficult to rec-
oncile with the following two facts: (1) the natives
alter, swing, oscillate to a greater extent than the
nonnatives; (2) nonnative grammars different from
native grammars are still permitted in UG. This
should be enough for us to rethink about the widely
accepted research practice whereby L, grammars
are assessed exclusively through the lens of the na-
tive norm or what Mack (2003) calls the monolin-
gual-comparison  approach. Instead, second
language grammars should be, first and foremost,
evaluated with respect to UG principles and opera-
tions and the input effects. L, intuitions, no matter
how nonnative-like, could still tell us about the UG
involvement in adult L, development.
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Abstract

Language modeling is a fundamental research
problem that has wide application for many
NLP tasks. For estimating probabilities of nat-
ural language sentences, most research on lan-
guage modeling use n-gram based approaches
to factor sentence probabilities. However, the
assumption under n-gram models is not robust
enough to cope with the data sparseness prob-
lem, which affects the final performance of
language models.

At the point, Hierarchical Word Sequence (ab-
breviated as HWS) language models can be
viewed as an effective alternative to normal
n-gram method. In this paper, we generalize
HWS models into a framework, where differ-
ent assumptions can be adopted to rearrange
word sequences in a totally unsupervised fash-
ion, which greatly increases the expandability
of HWS models.

For evaluation, we compare our rearranged
word sequences to conventional n-gram word
sequences. Both intrinsic and extrinsic exper-
iments verify that our framework can achieve
better performance, proving that our method
can be considered as a better alternative for n-
gram language models.

1 Introduction

Probabilistic Language Modeling is a fundamental
research direction of Natural Language Processing.
It is widely used in various application such as ma-
chine translation (Brown et al., 1990), spelling cor-
rection (Mays et al., 1990), speech recognition (Ra-
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biner and Juang, 1993), word prediction (Bickel et
al., 2005) and so on.

Most research about Probabilistic Language Mod-
eling, such as Katz back-off (Katz, 1987), Kneser-
Ney (Kneser and Ney, 1995), and modified Kneser-
Ney (Chen and Goodman, 1999), only focus on
smoothing methods because they all take the n-gram
approach (Shannon, 1948) as a default setting for
modeling word sequences in a sentence. Yet even
with 30 years worth of newswire text, more than
one third of all trigrams are still unseen (Allison
et al., 2005), which cannot be distinguished ac-
curately even using a high-performance smoothing
method such as modified Kneser-Ney (abbreviated
as MKN).

An alternative solution is to factor the language
model probabilities such that the number of unseen
sequences are reduced. It is necessary to extract
them in another way, instead of only using the in-
formation of left-to-right continuous word order.

In (Guthrie et al., 2006), skip-gram (Huang et
al., 1993)! is proposed to overcome the data sparse-
ness problem. For each n-gram word sequence,
the skip-gram model enumerates all possible word
combinations to increase valid sequences. This has
truly helped to decrease the unseen sequences, but
we should not neglect the fact that it also brings a
greatly increase of processing time and redundant
contexts.

In (Wu and Matsumoto, 2014), a heuristic ap-
proach is proposed to convert any raw sentence
into a hierarchical word sequence (abbreviated as

"The k-skip-n-grams for a sentence w1, ...w., is defined as
the set {wil y Wig . Wiy, ‘Z}Lzlij — Z‘jfl < k}



HWS) structure, by which much more valid word se-
quences can be modeled while remaining the model
size as small as that of n-gram. In (Wu and Mat-
sumoto, 2015) (Wu et al., 2015), instead of only us-
ing the information of word frequency, the informa-
tion of direction and word association are also used
to construct higher quality HWS structures. How-
ever, they are all specific methods based on certain
heuristic assumptions. For the purpose of further im-
provements, it is also necessary to generalize those
models into one unified structure.

This paper is organized as follows. In Section
2, we review the HWS language model. Then we
present a generalized hierarchical word sequence
structure (GHWSS) in Section 3. In Section 4,
we present two strategies for rearranging word se-
quences under the framework of GHWSS. In Sec-
tions 5 and 6, we show the effectiveness of our
model by both intrinsic experiments and extrinsic
experiments. Finally, we summarize our findings in
Section 7.

2 Review of HWS Language Model

In (Wu and Matsumoto, 2014), the HWS structure
is constructed from training data in an unsupervised
way as follows:

Suppose that we have a frequency-sorted vocab-
ulary list V' = {v1,v9,..., 0}, where C(vy) >
C(vz) > ... > Clvm)>.

According to V, given any
S = wy,ws, ..., Wn, the  most
used word w; € S(1<i<mn) can be se-
lected® for splitting S into two substrings
SL = Wi, ..., W51 and SR:wiH,...,wn. Sim-
ilarly, for S; and Sp, w; € Sp(1<j<i—1)
and wy, € Sp(i+1<k<n) can also be se-
lected, by which S; and Sk can be splitted
into two smaller substrings separately. Ex-
ecuting this process recursively until all the
substrings become empty strings, then a tree
T = ({w,wjwg,..} {(w;,w;), (wi,wg),...})
can be generated, which is defined as an HWS
structure (Figure 1).

In an HWS structure 7', assuming that each node
depends on its preceding n-1 parent nodes, then spe-

sentence
frequently

2C(v) represents the frequency of v in a certain corpus.
*If w; appears multiple times in S, then select the first one.
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Figure 1: A comparison of structures between HWS and
n-gram

n-gram

cial n-grams can be trained. Such kind of n-grams
are defined as HWS-n-grams.

The advantage of HWS models can be considered
as discontinuity. Taking Figure 1 as an example,
since n-gram model is a continuous language model,
in its structure, the second ‘as’ depends on ‘soon’,
while in the HWS structure, the second ‘as’ depends
on the first ‘as’, forming a discontinuous pattern to
generate the word ‘soon’, which is closer to our lin-
guistic intuition. Rather than ‘as soon ...’, taking ‘as
... as’ as a pattern is more reasonable because ‘soon’
is quite easy to be replaced by other words, such
as ‘fast’, ‘high’, ‘much’ and so on. Consequently,
even using 4-gram or 5-gram, sequences consist-
ing of ‘soon’ and its nearby words tend to be low-
frequency because the connection of ‘as...as’ is still
interrupted. On the contrary, the HWS model ex-
tracts sequences in a discontinuous way, even ‘soon’
is replaced by another word, the expression ‘as...as’
won’t be affected. This is how the HWS models re-
lieve the data sparseness problem.

The HWS model is essentially an n-gram lan-
guage model based on a different assumption that
a word depends upon its nearby high-frequency
words instead of its preceding words. Different
from other special n-gram language models, such
as class-based language model (Brown et al., 1992),
factored language model(FLM) (Bilmes and Kirch-
hoft, 2003), HWS language model doesn’t use any
specific linguistic knowledge or any abstracted cate-
gories. Also, differs from dependency tree language
models (Shen et al., 2008) (Chen et al., 2012), HWS
language model constructs a tree structure in an un-
supervised fashion.

In HWS structure, word sequences are adjusted
so that irrelevant words can be filtered out from
contexts and long distance information can be used



as

possible

soon

as soon as possible .

Figure 2: An Example of Generative Hierarchical Word
Sequence Structure
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for predicting the next word, which make it more
effective and flexible in relieving the data sparse-
ness problem. On this point, it has something in
common with structured language model (Chelba,
1997), which firstly introduced parsing into lan-
guage modeling. The significant difference is, struc-
tured language model is based on CFG parsing
structures, while HWS model is based on pattern-
oriented structures.

3 Generalized Hierarchical Word
Sequence Structure

Suppose we are given a sentence s = wi, W2, ..., Wy,
and a permutation function f : s — s, where s' =
w’l, w’Q, ey w; is a permutation of s. For each word
index i(1 < i < n,w; € s), there is a corresponding
reordered index j(1 < j < n,w;- € s,,w;- = w;).

Then we create an n. X n matrix A. For each row
J, we fill cell A;; with w;. We define the matrix
A as the generalized hierarchical word sequence
structure (abbreviated as GHWSS) of the sentence
s. An example is shown in Figure 2.

In a GHWSS, given any word w € {Ajﬂ-\w;- =
w;}, the words in its higher rows are X =
{Agmlk < j,1 < m < n,w, = wy,}, in which
the nearest two neighbors of w are | = Apy g (kb <

J,my = argmin(i — m)) and 7 = Ay, (kr <
1<m<i

4, M, = argmin(m — 7)) respectively*. Then we as-
i<m<n

sume that w depends on w = [ if ki > k.orw=r
if k; < k,. For example, in Figure 2, given the word
‘soon’, its higher rows X = {as, as, possible, .}, in
which the nearest neighbors of ‘soon’ are [ =asand

“There is no [ when 7 = 1, while no # when i = n.
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7 = as, since the second ‘as’ is closer to ‘soon’ ver-
tically, we assume ‘soon’ depends the second ‘as’ in
this GHWSS.

Further, for the word A, ;, we define that it de-
pends on symbol ‘(s)’. We also use the symbol
‘(/s)’ to represent the end of generation.

For each word w = A; ;, if we assume that it only
depends on its previous few words in its dependency
chain, then we can achieve special n-grams under
the GHWSS. Taking Figure 2 as the example, we
can train 3-grams like {({(s), (s), .), ({s), ., as), (.,
as, as), (as, as, possible), (as, possible, (/s)), (as, as,
soon), (as, soon, (/s))}.

In (Wu and Matsumoto, 2015), it is verified that
the performance of HWS model can be further im-
proved by using directional information. Thus, in
this paper, we defaultly use directional information
to model word sequences. Then the above 3-grams
should be {({s), (s), .), ((s), .-R, (/s)), ({(s), .-L,
as), (.-L, as-L, (/s)), (.-L, as-R, as), (as-R, as-L,
soon), (as-L, soon-L, (/s)), (as-L, soon-R, (/s)),
(as-R, as-R, possible), (as-R, possible-L, (/s)), (as-
R, possible-R, (/s)) and the probability of the whole
sentence ‘as soon as possible .” can be estimated by
the product of conditional probabilities of all these
word sequences.

4 Two Strategies for constructing GHWSS

Once a permutation function f is implemented, the
GHWSS of any sentence can be constructed. Thus,
the performance of GHWSS is totally determined
by how to implement the function f for rearranging
word sequences.

Since n-gram models assume that a word depends
on its previous n-1 words, the function f of n-gram
methods can be considered as the identity permuta-
tion. For each word w;, we fill cell A; ; with w;, then
the n-gram method is a special case of GHWSS.

In this section, we propose two kinds of methods
for implementing function f under GHWSS.

4.1 Word Frequency Based Method

Step 1. Calculate word frequencies from training
data and sort all words by their frequency. Assume
we get a frequency-sorted list V' = {v1, va, ..., U }»
where C(v;) > C(vj41),1 <j<m—1.°

>C(v;) represents the frequency of v;.



Step 2. According to V, for each sentence
§ = wy,wa, ..., Wy, W€ permute it into s
Wy, W, <oy Wy (W), = vx,w}wr1 = vy, 1 <k
n—11<z<y<m).

Then the GHWSS constructed by the permuta-
tion s is equivalent to that of frequency-based HWS
method.

IA I

4.2 Word Association Based Method

Step 1. For each sentence s in corpus D, we convert
it into s, in which each word only appear once.

Step 2. For each word w; in the corpus D’ =
{s;]1 < i < |D|}, we count its frequency C'(w;)
and its cooccurrence with another word C(w;, w;).

Step 3. For each original sentence s € D, we
initiate an empty list X and set the beginning symbol
‘(s)” as the initial context ¢ ©.

Step 4. For each word w € s, we calculate its
word association score with context c. In this paper,
we use T-score’ as the word association measure.

C(c) x C(w)

T(c,w) = (C(c,w) — v )+

C(c,w)
ey
Then we add the ¢-th word @ with the maximum
score to list X® and use it to split s into two sub-
strings s; = wy, ..., w;—1 and Sy = W41, ..., Wy.

Step 5. We set w as the new context ¢ . For each
word in s;, we calculate its word association score
with ¢ and add the word with the maximum score
to list X? and use it to divide s; into two smaller
substrings. Then we apply the same process to the
substring s,.

Execute Step4 and Step5 recursively until any-
more substrings cannot be divided, then the original
sentence s is permuted as list X, by which GHWSS
of s can be constructed.

5 Intrinsic Evaluation

We use two different corpus: British National Cor-
pus and English Gigaword Corpus.

®Since (s) appears only once in each sentence, we set
C'((s)) as the size of corpus.

"V stands for the total number of words in corpus.

81f «0 appears multiple times in s, then select the first one.

9If the context word ¢ also appears in s;, then we regard it
as the word with the maximum score and add it to X directly.
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British National Corpus (BNC) 1045 a 100 mil-
lion word collection of samples of written and spo-
ken English from a wide range of sources. We use
all the 6,052,202 sentences (100 million words) for
the training data.

English Gigaword Corpus ! consists of over 1.7
billion words of English newswire from 4 distinct
international sources. We choose the wpb_eng part
(162,099 sentences, 20 million words) for the test
data.

As preprocessing of the training data and the test
data, we use the tokenizer of NLTK (Natural Lan-
guage Toolkit) 2 to split raw English sentences into
words. We also converted all words to lowercase.

To ensure the openness of our research, the source
code used in the following experiments is available
on the internet.'?

As intrinsic evaluation of language modeling, per-
plexity (Manning and Schiitze, 1999) is the most
common metric used for measuring the usefulness
of a language model. However, since we unsuper-
visedly ‘parse’ the test sentence s into a GHWSS
structure before we estimate its probability, its con-
ditional entropy is actually H (s|7'(s)), where T'(s)
represents the GHWSS assigned to the test sentence
5. Consequently, our method has much lower per-
plexity. It’s not appropriate to directly compare the
perplexity of GHWSS-based models to that of n-
gram models.

Also, perplexity is not necessarily a reliable way
of determining the usefulness of a language model
since a language models with low perplexity may
not work well in a real world application. Thus, for
intrinsic evaluation, we evaluate models only based
on how much they can actually relieve the data
sparseness problem (reduce the unseen sequences).

In (Wu and Matsumoto, 2014), coverage score
are used to perform this kind of evaluation. The
word sequences modeled from training data are de-
fined as TR, while that of test data as TE, then the
coverage score is calculated by Equation (2). Obvi-
ously, the higher coverage score a language model
can achieve, the more it can relieve the data sparse-
ness problem (reduce the unseen sequences).

Ohttp://www.natcorp.ox.ac.uk
Uhttps://catalog.ldc.upenn.edu/LDC2011T07
Phttp://www.nltk.org
Bhttps://github.com/aisophie/HWS



Table 1: Performance of Various Word Sequences

Models Coverage Usage F-score
Unique | Total | Unique | Total | Unique | Total
bi-gram | 46.471 | 83.121 | 12.015 | 76.336 | 19.093 | 79.584
frequency-based-bi | 46.066 | 89.730 | 12.019 | 86.937 | 19.064 | 88.312
tscore-based-bi | 45.709 | 89.949 | 11.872 | 87.252 | 18.848 | 88.580
tri-gram | 27.164 | 51.151 5.626 | 40.191 9.321 | 45.013
frequency-based-tri | 36.512 | 72.432 8.546 | 67.221 | 13.850 | 69.729
tscore-based-tri | 36.473 | 72.926 8.501 | 67.382 | 13.788 | 70.045
paper, we use the reranking of n-best translation can-
SCOT€coverage = I TRNTE| ) didates to examining how language models work in

ITE]

If all possible word combinations are enumer-
ated as word sequences, then considerable coverage
score can be achieved. However, the processing ef-
ficiency of a model become extremely low. Thus,
usage score (Equation (3)) is also necessary to esti-
mate how much redundancy is contained in a model.

_ |[TRNTE|

8COTEysage = |TR\ (3)
A balanced measure between coverage and usage
is calculated by Equation (4).

2xcoveragexusage

F-Score = 4

coverage + usage

In this paper, we use the same metric to compare
word sequences modeled under GHWSS framework
with normal n-gram sequences.

The result is shown in Table 1 '*. According to
the results, for total word sequences, which actu-
ally affect the final performance of language mod-
els, GHWSS-based methods have obvious advan-
tage over the normal bi-gram model. As for tri-
grams, the GHWSS-based methods can even im-
prove around 25%.

6 Extrinsic Evaluation

For the purpose of examining how our models work
in the real world application, we also performed ex-
trinsic experiments to evaluate our method. In this

4“Unique” means counting each word sequence only once
in spite of the amount of times it really occurs.
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a statistical machine translation task.

We use the French-English part of TED talk par-
allel corpus for the experiment dataset. The training
data contains 139,761 sentence pairs, while the test
data contains 1,617 sentence pairs. For training lan-
guage models, we set English as the target language.

As for statistical machine translation toolkit, we
use Moses system'” to train the translation model
and output 50-best translation candidates for each
French sentence of the test data. Then we use
139,761 English sentences to train language mod-
els. With these models, 50-best translation candi-
dates are reranked. According to these reranking re-
sults, the performance of machine translation system
is evaluated, which also means, the language models
are evaluated indirectly. In this paper, we use the fol-
lowing measures for evaluating reranking results'®.

BLEU (Papineni et al., 2002): BLEU score mea-
sures how many words overlap in a given candidate
translation when compared to a reference transla-
tion, which provides some insight into how good the
fluency of the output from an engine will be.

METEOR (Banerjee and Lavie, 2005): ME-
TEOR score computes a one-to-one alignment be-
tween matching words in a candidate translation and
a reference.

TER (Snover et al., 2006): TER score measures
the number of edits required to change a system out-
put into one of the references, which gives an indi-
cation as to how much post-editing will be required

Bhttp://www.statmt.org/moses/

1We use open source tool multeval
(https://github.com/jhclark/multeval) to perform the evalu-
ation.



Table 2: Performance on French-English SMT Task Us-
ing Various Word Arranging Assumptions

Models | BLEU | METEOR | TER

tri-gram 31.3 335 | 49.0
frequency-based-tri 31.5 33.6 | 48.6
tscore-based-tri 31.7 33.6 | 48.5

on the translated output of an engine.

We use GHWSS word rearranging strategies to
perform experiments and compared them to the nor-
mal n-gram strategy. For estimating the probabil-
ities of translation candidates, we use the modi-
fied Kneser-Ney smoothing (MKN) as the smooth-
ing method of all strategies. As shown in Table 2,
GHWSS based strategies outperform that of n-gram
on each score.

7 Conclusion

In this paper, we proposed a generalized hierarchi-
cal word sequence framework for language model-
ing. Under this framework, we presented two dif-
ferent unsupervised strategies for rearranging word
sequences, where the conventional n-gram strategy
as one special case of this structure.

For evaluation, we compared our rearranged word
sequences to conventional n-gram word sequences
and performed intrinsic and extrinsic experiments.
The intrinsic experiment proved that our methods
can greatly relieve the data sparseness problem,
while the extrinsic experiments proved that SMT
tasks can benefit from our strategies. Both veri-
fied that language modeling can achieve better per-
formance by using our word sequences rearranging
strategies, which also proves that our strategies can
be used as better alternatives for n-gram language
models.

Further, instead of conventional n-gram word se-
quences, our rearranged word sequences can also
be used as the features of various kinds of machine
learning approaches, which is an interesting future
study.
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Abstract

This paper took an experimental approach
and investigated how Korean EFL learners
process the English island constructions.
Since there are some controversies on the
existence of the island effects in Korean,
the L1 transfer effect may make it difficult
for the Korean EFL learners to learn island
constructions in English. To examine if the
difference between English and Korean
affects the acquisition of English island
constructions, four different types of target
sentences were made for English island
phenomena: Complex-NP, whether, subject,
and adjunct island. The acceptability scores
of Korean EFL learners were measured
with Magnitude Estimation (ME). Then,
the collected data were statistically analyzed.
The analysis results showed that, unlike
previous studies, the Korean EFL learners
correctly identified all of the English island
constructions. This finding showed that the
island status of the Korean language did not
affect the acquisition of island constructions
in English.

1 Introduction

Since Ross’s identifications of island constraints in
English (Ross, 1967), there have been a lot of
debates on the existence of island constraints in
other languages. Some languages were believed to
contain some island effects, while other languages
(e.g. Chinese, Korean, or Japanese) were doubtful
about the existence of island effect.

Yong-hun Lee
Chungnam National University
99 Daehak-ro, Yuseong-gu
Daejeon 305-764, Korea

yleeuiuc@hanmail.net

The status of island effects of the L1 (the mother
tongue) also may influence the acquisition of L2,
since it was well-known that the knowledge of L1
might influence the acquisition of L2, which was
known as the L1 transfer effects (Selinker, 1969;
Odlin, 1989; 2003). Korean students learn English
as Foreign Language (EFL), since English is not an
official language in Korean. There have been some
controversies on the existence of island constraints
in Korean. Some have argued for the presence of
island effects (Lee 1982, Han 1992, Hong 2004),
while others have argued against it (Sohn 1980,
Kang 1986, Suh 1987, Hwang 2007).' Then, the
question is whether the island status of Korean
may influence the acquisition of the constructions
in English. To answer this question is also crucial
from the psycholinguistic point of view, since there
might be different psycholinguistic or cognitive
processes when people produce or understand the
island constructions in their native language (L1)
and another language (L2).

In order to investigate whether the L1 transfer
effects also appear in the acquisition of English
island constructions, an experiment was designed
where the acceptability scores of the Korean EFL
learners were measured with the ME method. Then,
the collected data were statistically analyzed with
R.

This paper is organized as follows. In Section 2,
previous studies are reviewed. Section 3 includes
the experimental design, research materials and
research method. Section 4 enumerates the analysis

" Similar kinds of controversies exist also for Japanese.
Nishigauchi (1990) and Watanabe (1992) claimed that
there were island constraints in Japanese, but Ishihara
(2002) and Sprouse et al. (2011) mentioned that this
language had no island constraint.
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results. Section 5 contains discussions, and Section
6 summarizes this paper.

2  Previous Studies

2.1

Since Ross (1967) identified the island constraints
in English, there have been a lot of studies on the
existence of island phenomena in other languages.
These previous studies focused on examining if the
island constraints existed in their languages and why
the language escaped the island constraints when
the language did not show the island phenomena.

Korean is no exception. There have been lots of
previous studies on the island constraints also in
Korean, but there are two opposite positions in the
previous approaches. Some claimed that Korean
has island constraints (Lee 1982; Han 1992; Hong
2004; Park, 2001, 2009). Hong (2004) proposed
two diagnostics for syntactic movements: island
and intervention effects. He mentioned that Korean
also has an island effects. Park (2001) and Park
(2009) claimed that matrix sluicing in Korean was
island-sensitive, through examining the sluicing
constructions in Korean.

On the other hand, other scholars claimed that
there is no island effect in Korean (Sohn, 1980;
Kang, 1986; Suh, 1987; Hwang, 2007; Chung,
2005; Yoon, 2011, 2012; Kim, 2013). Yoon (2011,
2012) identified two novel environments where
wh-phrases had no island effects: the declarative
intervention contexts and the embedded contexts.
Kim (2013) investigated wh-islands in the relative
clauses, and he claimed that the fact that Korean
escaped the island constraint could be explained by
a semantico-pragmatic constraint.

Island Effects in Korean

2.2 Experimental Approaches to Islands

Recently, as computer technology and statistical
tools develop, many researchers had an interest in
measuring native speakers’ intuition on syntactic
data objectively and scientifically (Bard, Robertson,
and Sorace, 1996; Schiitze, 1996; Cowart, 1997;
Keller, 2000). This research method was also
applied into the study of island constructions, and
lots of fruitful facts have been discovered through
experimental approaches.

Sprouse et al. (2012), for example, adopted an
experimental approach to island constructions and
examined native speakers’ intuition. They adopted

2x2 factor combinations in (1) and investigated
four types of island constraints using the sentences
in (2)-(5) (Sprouse et al., 2012:87-8).

(1) Factor Combinations
a. NON-ISLAND | MATRIX
b. NON-ISLAND | EMBEDDED
c. ISLAND | MATRIX
d. ISLAND | EMBEDDED

2) Whether islands
a. Who _ thinks that John bought a car?
b. What do you think that John bought  ?

c. Who  wonders whether John bought a
car?

d. What do you wonder whether John bought
?

(3)  Complex NP islands
a. Who __ claimed that John bought a car?
b. What did you claim that John bought _ ?
c. Who  made the claim that John bought

a car?
d. What did you make the claim that John
bought ?

4) Subject islands

a. Who _ thinks the speech interrupted the
TV show?

b. What do you think __interrupted the
TV show?

c. Who _ thinks the speech about global
warming interrupted the TV show?

d. What do you think the speech about
interrupted the TV show?

(5)  Adjunct islands

a. Who _ thinks that John left his briefcase
at the office?

b. What do you think that John left  at the
office?

c. Who _ laughs if John leaves his briefcase
at the office?

d. What do you laugh if John leaves __ at the
office?

Along with these target sentences, they measured
the acceptability scores of 173 native speakers.
Through the experiments and their analysis, they
obtained the following results (Sprouse et al.
2012:100).
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Figure 1: Analysis Results in Sprouse et al. (2012)

These analysis results illustrated (i) that native
speakers showed more acceptability for non-island
structures than island structures both in matrix and
embedded causes and (ii) that the differences of
acceptability scores became greater in embedded
clauses rather than matrix clauses. All of these
observations demonstrated that there were clearly
island effects in English.

There were also some studies on the acquisition
of the English island constructions by the Korean
EFL learners. For example, Kim B. (2015) studied
the acquisition of English island constructions by
Korean-English bilinguals with an experimental
approach and their statistical analysis. Sixty-three
Korean-English bilinguals and sixty native speakers
of English participated in the experiments. Here,
bilinguals were either US-born or Korea-born who
moved to the U.S. between ages 0 to 14. Based on
their ages of arrival (AoA) to the U.S., bilinguals
were divided into three groups: Heritage (AoA 0-
5), Early (AoA 6-10), and Late (AoA 11-14). The
experimental study demonstrated that all the group
of speakers clearly distinguished four types of
island constraints in Figure 1 (i.e., Complex NP,
Whether, Subject, and Adjunct). However, the
intuition of Heritage speakers were the closest to
the intuitions of native speakers and the Early
group was closer to natives though the group were
far from the natives. The study also showed that
the Late group was very far from both natives and
the Heritage group. These results illustrated that, as
the AoA was later, the L1 transfer effects might be
stronger and the effects made it difficult for the

EFL learners to learn the island constructions in
the target language (here, English).

Although this study succeeded to demonstrate
that the L1 transfer effects became stronger as the
Ao0A was later, this study focused on the behaviors
of the Heritage speakers. Accordingly, the study
did not contain enough data which were obtained
from the EFL students who resided in Korean. It is
also necessary to conduct a similar experiment for
the EFL students who resided in Korean.

Kim H. (2015) conducted such an experiment.
In her studies, a total of fifty students participated
in the experiment, who resided in Korean. Their
proficiency level were classified with the TOEIC
(Test Of English for International Communication),
and the students with more than 750 points were
included in the experiment. She adopted 5-points
Likert scale to measure the acceptability scores of
the Korean EFL learners. She also included four
types of island constructions in Figure 1 and analyzed
the data with ANalysis Of VAriance (ANOVA).
Through the analysis, she found that the Korean
EFL learners clearly identified the Whether island
and the Subject island constraints but they did not
identify the Complex NP island and the Adjunct
island constraints.

Although her study was meaningful in that the
experiment was conducted to the students who
resided in Korean, there might be some problems
which could be raised from the measurement of the
acceptability scores for the Korean EFL learners.
As mentioned in several previous studies (such as
Bard et al., 1996; Schiitze, 1996; Cowart, 1997;
Keller, 2000), Likert scale has several problems
compared with the ME method, to be used in the
acceptability judgment tasks.? First, Likert scale
has limited resolution. For example, if native
speakers may feel that a sentence is somewhere
between 4 and 5 (something like 4.5), gradient
ratings are not available in the latter method.
However, the former permits as much resolution as
the raters wish to employ. Second, the Ilatter

2 Lee (2013) contained a detailed discussion on the
differences between ME and Likert scales in the
acceptability judgment task (intuition tests). Lodge
(1981) mentioned that this ME had several advantages
over the category scaling (the Likert scale). Although
there are some claims that the Likert scales are available
in the acceptability judgment task, this paper follows
previous studies (Lodge, 1981; Johnson, 2008) and
adopted ME in the experiment.
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method uses an ordinal scale, and there is no
guarantee that the interval between * and **
(ungrammatical) represents the same difference of
impressions as that between ? and ?? (between
grammatical and ungrammatical). The former
method, on the other hand, provides judgments on
an interval scale for which averages (mean value,
m) and standard deviations (sd) can be more
legitimately used. Third, the latter limits our ability
to compare results across the experiments. The
range of acceptability for a set of sentences has to
be fitted to the scale, and what counts as ?? for one
set of sentences may be quite different from what
counts as ?? for another set of sentences.
Accordingly, another type of measuring method
was necessary to solve this problem. This paper
adopted the ME method to solve the problems of
the Likert scale.

3 Research Method

3.1 Research Question and Hypothesis

Through the experimental study, this paper wanted
to investigate if the Korean EFL learners identified
four types of island constraints in Figure 1.

Our research questions are as follows.

6) Research Questions
a. Do the Korean EFL learners clearly identify
four types of island constraints in English?
b. If the answer is ‘no’, which island constraints
in English do they clearly identify and which
ones are not identified?

For these questions, we made the following
hypotheses.

) Hypothesis
a. If there is no or little L1 transfer effect, the
Korean EFL learners will clearly identify
all of (four types of) the island constraints.
b. If there is a L1 transfer effect, the Korean
EFL learners will not clearly identify at least
one of the island constraints.

To examine these hypotheses, an experiment was
designed as follows.

3.2 Materials

To closely examine the English island constraints
by the Korean EFL learners, the first thing to do
was to make target sentences. This paper basically
followed the factor combinations in (1), following
the study in Sprouse et al. (2012). Accordingly, the
following two factors were used in the experiment:
Island constraint (Absence vs. Presence) and
Location of wh-word (Matrix clause vs. Embedded
clause). Since two factors were adopted and each
factor had two values, the experiment had a 2x2
design.

First of all, basic target sentences were made
with the sentences in (3) and the sentences in Pearl
and Sprouse (2014), but a lexical items were
slightly changed. These four sentences matched
with the corresponding sentences in (3), and they
contained the factor combinations in (1).

Along with these target sentences, the same
number of filler sentences was made. The half of
the filler sentences were constructed based on the
structure of the target items. However, they were
not related with the island constraints. The others
were composed of the filler sentences that had no
relation with the purpose of the experiment. Among
them, some sentences were grammatical and others
were ungrammatical. At the end, a total of 128
sentences were constructed in the experiments (4
island typesx4 sentence typesx4 repetitions).

After all the target and filler sentences were
constructed, random numbers were generated with
the R function (from 1 to 128; 64 target sentences
and 64 fillers), and each sentence was given the
generated random numbers. Then, the sentences
were given to the participants after the sentences
were sorted based on the random number.

3.3 Procedure

The data for a total of 20 native speakers were
collected from the experiment. All the participants
(m=23.40, sd=1.23) resided in and around Daejeon
area, South Korea. All of them were either current
university students or graduates of universities in
Korea.

All the participants were first asked to fill out a
simple one-page survey that contains biographical
information such as age, gender, and dialect(s),
together with the consent form for participating in
the experiment. Then they were asked to proceed
to take the main task.
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The main task used in the experiment was an
acceptability judgment task using Magnitude
Estimation (ME; Lodge, 1981; Johnson, 2008).

There are two types of ME methods: numerical
estimates and line drawing. However, as Bard et al.
(1996) pointed out, the participants sometimes
think of numeric estimates as academic test scores,
and so they tend to limit their responses to a
somewhat categorical scale, rather than using a
ratio scale as intended in the magnitude estimation.

Accordingly, the current study adopted a line
drawing method in which the participants were
asked to draw different lengths of lines to indicate
the naturalness (acceptability) of a given sentence
(after reading the given sentence). An acceptability
judgment task (also known as native speakers'
intuition test) was used in the study since this
method is known to be a psychological experiment
which can be used to get the subconscious
knowledge of native speakers in a given language
(Carnie, 2012). In the main task, participants were
required to draw a line for the given sentence,
according to the degree of naturalness of the given
sentence.

4 Statistical Analysis

4.1

After all the data were collected from acceptability
judgment tasks, the values were extracted for target
sentences Then, the normality tests (Baayen, 2008;
Gries, 2013; Lee, 2016) were performed to check
whether parametric tests were available or not. If
the distributions of the data follow the normal
distribution, the parametric tests are available, such
as r-tests, ANOVAs, or (ordinary) linear regression
tests. However, if the distributions do not follow
the normal distribution, the non-parametric tests
must be applied such as Wilcoxon tests, Friedman
tests, or generalized linear regression tests.

When the normality tests were performed, it was
found that all the data sets did not follow the
normal distribution. Some were positively skewed,
and other sets had a slightly bimodal distribution.
Consequently, non-parametric tests had to be used
in the analysis of our data.

After the normality tests were performed, a
(generalized) regression test (GLM) was performed.
According to Agresti (2007), a generalized
regression test is available when the distribution

Normality Tests and Regression Analysis

does not follow the normal distribution. Thus, the
test was adopted to examine how each factor
affects the acceptability of the sentences.

4.2 Complex NP Islands

Table 1 illustrated the analysis results of the GLM
analysis.

Estimate sd ! p
(Intercept) 145.1844 | 2.9011 50.045 | <<<.001
CLAUSE -0.1406 | 2.9011 -0.048 0.9614
ISLAND 17.3594 | 2.9011 5984 | <<<.001
CLAUSE:ISLAND 54719 | 2.9011 1.886 0.0602
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Table 1: GLM Analysis Results for Complex NP

As you can see in this table, the factor CLAUSE was
not significant (p=.9614), but the factor ISLAND
was highly significant (p<.001). The interaction
between these two factors was marginally
significant (p=.0602).

Figure 2 showed us an effect plot for this island
constraint.

ClauseType . E ClauseType . Main

T

Scores
&

Acceptabiity
5 .
1

100

2]

T
Ab Pres

Figure 2: Interaction Plot for Complex NP

As you can see in this interaction plot, the overall
acceptability scores became lower when the island
constraint existed (i.e., Presence). The difference in
the acceptability scores was bigger in the Embedded
clause than in the Matrix clause. It implies that the
Differences-in-Differences (DD) scores may have
the plus values and that the Korean EFL learners
surely identify the Complex NP island constraints
in English.

4.3 Whether Islands

Table 2 illustrated the analysis results of the GLM
analysis.




Estimate sd t 2
(Intercept) 135.153 3.115 | 43388 | <<<.001
CLAUSE -8.459 3.115 -2.716 .00698
ISLAND 12.641 3.115 4.058 | <<<.001
CLAUSE:ISLAND 6.066 3.115 1.947 .05239

Table 2: GLM Analysis Results for Whether

As you can see in this table, both factors CLAUSE
and ISLAND were significant (p=00698 and p<.001
respectively). The interaction between these two
factors was marginally significant (p=.05239).

Figure 3 showed us an effect plot for this island
constraint.
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Figure 3: Interaction Plot for Whether

As you can see in this interaction plot, the overall
acceptability scores became lower when the island
constraint existed (i.e., Presence). The difference in
the acceptability scores was bigger in the Embedded
clause than in the Matrix clause. It implies that the
DD scores may have the plus values and that the
Korean EFL learners surely identify the Whether
NP island constraints in English.

4.4 Subject Islands

Table 3 illustrated the analysis results of the GLM
analysis.

ClauseType ClauseType . Main

Acceptabikty Scores

Abgenc Fresence

Figure 4: Interaction Plot for Subject

As you can see in this interaction plot, the overall
acceptability scores became lower when the island
constraint existed (i.e., Presence). The difference in the
acceptability scores was bigger in the Embedded clause
than in the Matrix clause. It implies the DD scores
may have the plus values and that the Korean EFL
learners surely identify the Subject island constraints in
English.

4.5 Adjunct Islands

Table 5 illustrated the analysis results of the GLM
analysis.

Estimate sd t p
(Intercept) 138.006 2.907 | 47468 | <<<.001
CLAUSE -3.306 2907 | -1.137 0.256
ISLAND 13.931 2.907 4.792 | <<<.001
CLAUSE:ISLAND 2.819 2.907 0.970 0.333

Table 5: GLM Analysis Results for Adjunct

As you can see in this table, the factor CLAUSE was
not significant (p=.256), but the factor ISLAND was
highly significant (p<.001). The interaction was
not significant (p=.333).

Figure 6 showed us an effect plot for this island
constraint.
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Estimate sd t p
(Intercept) 123.2594 | 29104 | 42.351 | <<<.001
CLAUSE -3.0656 | 2.9104 | -1.053 293
ISLAND 21.3656 | 2.9104 7.341 | <<<.001
CLAUSE:ISLAND -0.1094 | 2.9104 | -0.038 .970
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Table 3: GLM Analysis Results for Subject

As you can see in this table, the factor CLAUSE was
not significant (p=.293), but the factor ISLAND was
highly significant (p<.001). The interaction was
not significant (p=.970).

Figure 4 showed us an effect plot for this island
constraint.
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Figure 6: Interaction Plot for Adjunct
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As you can see in this interaction plot, the overall
acceptability scores became lower when the island
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constraint existed (i.e., Presence). The difference in
the acceptability scores was bigger in the Embedded
clause than in the Matrix clause. It implies that the
DD scores may have the plus values and that the
Korean EFL learners surely identify the Adjunct
island constraints in English.

5 Discussion

The analysis results in Section 4.2-4.5 illustrated
different aspects that Kim H. (2015) observed in
her experimental studies. In her study, she found
that the Korean EFL learners clearly identified the
Whether island and the Subject island constraints
but they did not identify the Complex NP island and
the Adjunct island constraints. However, in this
study, the Korean EFL learners clearly identified
all of the island constraints.

Then, where did the differences come from?
There may be two types of sources which made the
differences. The first one might come from the
methods of measuring the acceptability scores.
Kim H. (2015) used a 5-point Likert scales, while
this paper adopted the ME method. Although the
Likert scales were widely used in previous studies,
they had some shortcomings as mentioned in
Section 2.2. Even though we did not take the
problems into consideration, the ME method had
more fine-grained scales than the Likert scale.
Accordingly, more fine-grained differences in the
acceptability scores were represented in the ME
method, whereas the differences might be lessened
or neutralized in the Likert scale, especially in the
Complex NP and the Adjunct island constraints.

The second origin came from the statistical method.

In Kim H. (2015), the collected data were analyzed
with z-transformation. Originally, the Likert scale
was an ordinal variable (Lee, 2016). Consequently
non-parametric tests had to be applied. In order to
solve the problem, Kim H. (2015) employed a z-
transformation, which made the ordinal variables
like the ratio variables. However, z-transformation
was also a transformation. That is, the data might
be distorted during the transformation processes.
This paper, on the other hand, did not apply any
kind of transformation to the collected data. Since
the acceptability scores were ratio variables (Lee,
2016), the normality tests were applied. Since the
result was that the distributions did not follow the
normal distributions, GLM methods were applied.
Therefore, no transformation was adopted here,

and the data were not distorted. Accordingly, the
analysis results in this paper could be said to be
more accurate than those in Kim H. (2015).

Now, let’s see what answers can be provided to
the research questions in (6) and Hypothesis in (7)
along with the analysis results.

For the first question, the analysis results said
that the Korean EFL learners clearly identified four
island constraints in English, which was different
from the analysis results in Kim H. (2015). For two
hypotheses in (7), it could be said that there was no
or little L1 transfer effect, since the Korean EFL
learners clearly identified four island constraints in
English. This implies that the unstable status of
island constructions in Korean did not affect the
acquisition of island construction in English.

6 Conclusion

In this paper, it was closely examined how the
Korean EFL learners identified the English island
constructions. Four types of island constructions
(Complex NP, Whether, Subject, and Adjunct)
were taken, and two linguistic factors (CLAUSE and
ISLAND) were taken in the analysis, which made
the experiment have a 2x2 design.

Based on this design, an acceptability judgment
task was performed, where the data for 20 Korean
native participants were collected with the ME
method. After the experiments, all the values were
extracted for target sentences and they were
analyzed with R.

Through the experiments, it was found that the
Korean EFL learners correctly identified all of the
English island constructions. This finding showed
that the island status of the Korean language did
not affect the acquisition of island constructions in
English.
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Abstract

In this paper, we present a method of pre-
dicting emotions from multi-label conversa-
tion transcripts. The transcripts are from a
movie dialog corpus and annotated partly by 3
annotators. The method includes building an
emotion lexicon bootstrapped from Wordnet
following the notion of Plutchik’s basic emo-
tions and dyads. The lexicon is then adapted
to the training data by using a simple Neural
Network to fine-tune the weights toward each
basic emotion. We then use the adapted lexi-
con to extract the features and use them for an-
other Deep Network which does the detection
of emotions in conversation transcripts. The
experiments were conducted to confirm the ef-
fectiveness of the method, which turned out to
be nearly as good as a human annotator.

1 Introduction

Along with the trend of ”Affective Computing”, the
task of Emotion Detection in text has received much
attention in the recent years. However, very little
research has been working on the detection of mul-
tiple emotion simultaneously. Instead, most of them
make simple assumption that emotions are mutually
exclusive and focus on multi-class classification. In
fact, the nature of human emotion is complicated:
emotions have connections, some are opposite of
each other, while some occur together at the same
time, resonate and create another emotional state -
dyads (Plutchik, 1980)

The survey by Dave and Diwanji (2015) predicted
the need for Emotion Detection in streaming data

and the study of emotion flow during chatting. In
this paper, we tackle the simplified version of this
task by detecting the emotions in conversation. The
corpus we used is made of conversations among
movie characters, who take turns in the conversa-
tion. Those turns are called utterances, which are
then manually annotated in a multi-label manner.

Emotion detection in conversation is essentially
different from identifying emotions in news head-
lines (Strapparava and Mihalcea, 2007) or Tweets
(Bollen et al., 2011) where each instance is inde-
pendent of each other. Generally, the expression
of Emotion in general depends on the words being
used. However, it also quite depends on the gram-
mar structure and syntactic variables such as: nega-
tions, embedded sentence, and the type of sentence -
question, exclamation, command or statement (Col-
lier, 2014). Therefore, similar to the detection of
emotions of sentences in a paragraph, the context in-
formation of the whole conversation and what is said
in the previous utterance should be taken into con-
sideration. The extraction of context features will be
further explained in sub-section 4.3.1

Unlike other works (Li et al., 2015; Wang et
al., 2015) where small sets of basic emotions are
used, we annotated the dataset using the notion of
Plutchik’s basic emotion and dyads (1980). This
eases the annotators’ task since it offers annotators
with wider range of emotion labels (8 basic and 23
combinations) to choose from.

Previous research often relied on a list of 6 ba-
sic emotions (Ekman et al., 1987) with some vari-
ants. However, this notion fails to show conflict side
of some emotions. For example, people should not
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[often felt] [sometimes felt] [seldom felt]
PRIMARY DYADS  SECONDARY DYADS TERTIARY DYADS OPPOSITES
B N - BN - A -
love quilt delight conflict
trust n trust m trust sadness trust disgust
submission curiosity sentimentality conflict
alarm despair shame conflict
e T el e
disappointment ! outrage conflict
remorse envy pessimism
contempt cynism morbidness
- - e
aggression pride dominance
optimism fatalism anxiety

Figure 1: Plutchik’s basic emotion and dyads - image
taken from http://twinklet8.blogspot. jp

feel happiness and sadness from the same incident
altogether. Furthermore, Ekman’s basic emotions
are the result of observation made on human facial
expressions so applying such notion in text classi-
fication task seems irrelevant. Newer works relies
on dimensional representation using valence-arousal
space (Calvo and Mac Kim, 2013; Yu et al., 2015)

Plutchik (1980) suggested 4 axes of bipolar ba-
sic emotions: Joy - Sadness, Fear - Anger, Trust -
Disgust, Surprise - Anticipatation. These primary
emotions may blend to form the full spectrum of hu-
man emotional experience. The new complex emo-
tions formed by them are called dyads (Figure 1).
Plutchik’s notion reasonably explains the connection
between emotions. Some emotions will not occur at
the same time since they are on the opposite side
of the axis. Complex emotions can also be viewed
as combinations of primary ones. The idea enables
us to approach emotion detection in a more compre-
hensive manner. In the future, we may address not
only complicating mixture of emotions but also the
intensity of each of them.

In this paper, we propose a three steps method for
the detection of emotions in conversation: 1)Build-
ing Emotion Lexicon from Wordnet (Miller, 1995).
2) Using simple Neural Network to adapt the lexicon
to the training data. 3) Using Deep Network with
features extracted from adapted lexicon and classify
the multi-label corpus.

The remainder of the paper is organized as fol-
lows. Section 2 summarizes related work on emo-
tion detection. Section 3 discusses the nature of our
dataset and explains the annotating scheme. Section
4 proposes our approach which includes the 3 steps
mentioned above. Section 5 evaluates the lexicon,
the effectiveness of the adapted lexicon and the pro-
posed method in general. Section 6 gives the con-
clusion and discusses future work.

2 Related Work

Most of the work in the field tried to define a small
set of emotions (D’Mello et al., 2006; Yang et
al., 2007) which involved only 3 and 4 emotional
states respectively. Another work by Hasegawa et
al. (2013) performed a multi-class classification on
dialog data from Twitter in Japanese. They auto-
matically labeled the obtained dialogs by using emo-
tional expression clues, which is similar to our col-
location list explained in sub-section 3.3. We pro-
pose a more comprehensive approach by exploiting
Plutchik’s notion which covers the full spectrum of
human emotions to work on challenging multi-label
conversation corpus.

Having the same notion, Buitinck et al. (2015)
proposed a simple Bag of Words approach and tuned
RAKEL for multi-label classification for movie re-
views. We go further and work on conversation data
where the exchange between characters and the con-
text of the whole dialog are of great importance. The
closest to our work is Li et al. (2015) on paragraphs
and documents which tried to improve the sentence-
level prediction of some special emotions which,
due to data sparseness and inherent multi-label clas-
sification, were very hard to predict. They incorpo-
rated label dependency among labels and context de-
pendency into the graph model to achieve such goal.
However, their work is for paragraphs in Chinese. In
our case, we take advantages of Deep Neural Net-
work to capture the abstract representation of con-
text information.

Our system is different from previous methods in
four main ways:

e Plutchik’s notion of primary emotions and
dyads is incorporated in our system and pro-
vides scalability to address more than just pri-
mary emotions if needed in the future.
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e We bootstrapped the lexicon and then adapted
it to the training data which improved the clas-
sification result

e The proposed method includes 2 neural net-
works, one for adapting the lexicon and the
other for multi-label classification of emotions.

e We use a set of manually constructed fea-
tures instead of word-embedding directly for
the Neural Network. The reason for that is fur-
ther discussed in sub-section 4.3.1

3 Corpus, Dataset & Annotation Scheme

3.1 Movie Dialog Corpus

The Cornell Movie Dialog dataset ! was originally
used for understanding the coordination of linguistic
style in dialogs (Danescu-Niculescu-Mizil and Lee,
2011). It includes in total 304,713 utterances (turns
in conversation) out of 220,579 conversational ex-
changes between 10,292 pairs of 9,035 movie char-
acters from 617 movies. The annotating scheme is
as follows:

e One utterance may hold zero, one or more emo-
tions at the same time. The list of emotions
to assign includes Plutchik’s 8 basic emotions
and 23 dyads. The sytem will treat the dyads
as combination of basic emotions. In case an
utterance holds no emotion, it should be anno-
tated with "None”

e The annotators need to assign the whole utter-
ance which may have two or more sentences in-
side with a set of all emotions expressed inside
it. There may be cases where confict emotions
according to Plutchik’s notion appear simulta-
neously in the same utterance.

The followings are some statistics of the corpus:
total of 11,610 utterances, 10,008 of which are in the
training data , 1,602 others are in the testing data, the
average number of label per utterance is 1.29. We
separated the training data which was annotated by
only one annotator and the testing data which was
annotated by all three annotators.

1http://www.mpi—sws.org/~cristian/Cornell_
Movie-Dialogs_Corpus.html

3.2 Inter-Annotator Agreement

One of the most common Inter-Annotator Agree-
ment measurement is the Kappa statistics (Cohen,
1960). Bhowmick et al. (2008) suggested a Kappa-
based measurement for multi-class classification.
However, none of them are applicable to our multi-
label corpus because their ways of computing causes
hypothetical probability of chance agreement P, to
be greater than 1 since there are cases where two or
more labels are annotated to a given instance. There-
fore, we measure the Kappa statistics for each emo-
tion class and then average them as shown in Table
1. The survey by Artstein and Poesio (2008) sug-
gested that low kappa scores are often observed in
multi-label annotating tasks even when the annota-
tors do not make much use of the ability to assign
multiple tags.

Some strong emotions: “Anger”, “Fear”, ”Sur-
prise” have better agreement scores as they have
indicators such as question marks and excalmation
forms. Nevertheless, they are easier for human to
identify because they are the basic emotions that we
- human inherits from animals. They are the emo-
tions that trigger the “fight or flight” and stop and
examine” response. (Plutchik, 1980)

Due to the time constraint, we had neither the time
to show annotators the movies footage nor an ade-
quate amount of sessions to work together and seek
a better degree of agreement. Because the annotators
only worked with the text data, it was very difficult
for them to visualize the situation and make correct
judgment.

3.3 ISEAR dataset for Collocation features

We also use ISEAR dataset ? for the process of pro-
ducing collocation features. In the ISEAR datase,
student respondents, both psychologists and non-
psychologists, were asked to report situations in
which they had experienced 7 major emotions. Five
out of them are completely identical to the basic
emotions of Plutchik’s . In each case, the ques-
tions covered the way they had appraised the situ-
ation and how they reacted. Therefore, to our belief,
this dataset would provide good collocation features
for the 5 identical emotions of our corpus. We mine

2http://www.affective—sciences.org/
researchmaterial
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Emotion class Kappa Stat
Anger* 0.300
Fear* 0.303
Disgust* 0.127
Trust 0.102
Joy* 0.101
Sadness* 0.131
Surprise 0.575
Anticipation 0.110
Average (by class) | 0.219
No. of utterances | 1,602

* indicates that these emotions are also in
ISEAR dataset

Table 1: Kappa Agreement score.

this dataset for words which frequently appear to-
gether with one emotion. If a word also appears in
other emotions situation, it loses its place as the in-
dicator toward one specific emotion and we discard
it from the collocation list. The use of this colloca-
tion list in our work is closely similar to emotional
expression clues in (Hasegawa et al., 2013).

4 The Proposed Method
4.1 Bulding Lexicon

Using Lexicon is proven to provide significant im-
provement in identifying the emotion conveyed by
a word (Mohammad, 2012). Therefore, in our case,
we built a new lexicon, each lexical item of which
displays not only its association with Plutchik’s ba-
sic emotions but also how strong the association is.

We define the primary emotions and dyads in
Plutchik’s theories as the seeds of our lexicon.
Throughout Wordnet, we search for synonyms, hy-
pernyms, hyponyms of the seeds. A reverse lem-
matisation is necessary to retrieve related verbs, ad-
jectives and adverbs and their derived forms (verb
forms and comparative, superlative adjectives) of the
seeds. We keep tracks of the original nouns and the
seeds where the new words were derived from (Ta-
ble 2). Note that sometimes a word was derived from
different nouns and seeds, which suggests mixed
emotional states.

Each lexical item in the lexicon has a vector of
values on each axis of the basic emotions: Joy -
Sadness, Fear - Anger, Trust - Disgust, Surprise -

Words Original Nouns - Seeds

joy (primary)- joy

sadness (primary)- sadness

fear (primary)- fear

love (dyad)- love

benevolent | benevolence- love

worship worship-fear , worship-love

Table 2: Wordnet expansion.

Anticipatation . We manually assign the primary
emotions with a value vector of 1, O or -1 and the
dyads with 0.5, 0 or -0.5, depending on the axes
they belong. For example, ’joy” came from the axis
of Joy-Sadness, thus, its vector is [1,0,0,0] while
the vector for ”sadness” is [-1,0,0,0] (Table 3). The
dyad ”love” came from primary emotions ”joy” and
“trust”, hence its vector is [0.5,0.5,0,0]. It is to be
noted that the minus sign only indicates that the
emotion is on the other side of the axis. It is not
a suggestion of negative emotion in any case.

In addition, we calculate the wup similarity (Wu
and Palmer, 1994) between a new word and the seed
it came from, based on the depth of the two senses in
the Wordnet taxonomy and that of their Least Com-
mon Subsumer.

2 x dep(les)
d d) =
wup(word, seed) dep(word) + dep(seed)

(1)
We assumed that the higher the similarity, the closer
emotional state of the word to the seed. Thus, the
value vector of a word is the sum of the products of
each seed vector and the similarity between the word
and such seed.

vector(word) = Y_}'_ vector(seedy,) 2

xwup(word, seedy,)’
For example, in the case of the word “worship”, we
first calculate the wup scores between the word and
its two seeds: fear and love (Table 2). Next, they are
multiplied by the vectors of the seeds fear-[0,0,1,0]
and love-[0.5,0.5,0,0], and then summed up to get
the result (Table 3).

4.2 Adapting Lexicon to Training data

We understand that a lexicon bootstrapped from a
general domain resource such as Wordnet has its ef-
fectiveness limited when it is applied on a specified
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Words J-S | T-D | F-A | S-An
joy 1 0 0 0
sadness -1 0 0 0
fear 0 0 1 0
love 0.5 05 |0 0
benevolent | 0.47 | 0.47 | O 0
worship 0.14 { 0.14 | 029 | O

Table 3: Value vector of some words. (J-S: Joy-Sadness,
T-D: Trust-Disgust, F-A: Fear-Anger, S-A: Surprise-
Anticipation )

domain. In order to partly solve this problem, we
built a simple neural network with one input layer
and one output softmax layer.

( ) \\
W .
[} y \\\
S \\ ke emotional state
. Ny

S sof tmax

input

n lexical items pr
. output

Figure 2: Adapting lexicon for emotional state ¢;

The input to the network is the Bag-of-Words fea-
tures of the training data. We then steps by steps, try
to do binary classification on the basic emotion e;.
Let each node of the network be corresponding to
each lexical item in the Lexicon. The biases a node
b; are initialized according to the value of each lexi-
cal items in the lexicon while the weights w; are ran-
domly initialized. After each step, we update the bi-
ases and weights and then repeat the process for the
whole 8 basic emotions. Figure 2 shows the struc-
ture of the network. We use the log-likelihood as the
cost function for the network input: C' = — ln(a5 )
where a’ is the output of the final layer and y is the
desired output. In the end, we updated the lexicon
with new values from the network. We will discuss
about the improvements made by the network later
in section 5.

4.3 Deep Network for Multi-label
Classification

4.3.1 Features Extraction

The process of feature selection for the network
is an heuristic one. We initially used a lot of fea-
tures and then through logistic regression, unimpor-
tant features such as the genre of the movie or n-
grams features were filtered out.

The core part of the extraction process is to take
advantages of the lexicon to transform an utterance
to a vector of values expressing the tendency to-
wards each emotion state. This task is done in a
rule-based manner (Algorithm 1 and Figure 3). Each
word in the utterance is mapped to the lexicon to re-
trieve the value vector. The representation vector of
an utterance is the sum vector of all the word in-
side it. The negation and word dependency are also
taken into account when we calculate the sum with
the help of NLTK (Bird et al., 2009) dependency
parsing.

Data: Movie Dialogs
Result: Tendency Features
utterance_value < 0
foreach word in utterance do
value < retrieve_from_lexicon(word)
dependencies
check _dependency(word, utterance)
if value & check negation(dependencies)
then

value < —value
end
utterance_value+ = value

end
Algorithm 1: Tendency Features extracting algo-
rithm

NOT
/_\ /l\
Don’t worship that disgusting person!

Worship (0.14,0.14,0.29,0)

‘ Disgusting (0,-1,0,0)
[Not_worship, disgusting]: -0.14,-1.14,-0.29,0

Figure 3: Extracting tendency features

Each utterance in the dataset is presented by the
following compact set of 22 features:
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1. The sum vector of the current utterance which
suggest the local tendency.

2. The sum vector of all the utterances in the lex-
icon that appear in the conversation which pro-
vides the context of the conversation.

3. The sum vector of the previous utterance in the
conversation which also provides the context of
previous exchange (of what triggered the cur-
rent emotion).

4. The polarity (negative/ positive) score of the
sentence.

5. Features such as: length, is_it.a_question,
is_it_an_exclamatory_sentence.

6. Collocation features which indicate the num-
ber of appearances of words inside the ISEAR
collocations list.

The reason for us to use extracted features is that
it is very hard to capture the context of both the con-
versation and previous exchange using direct word-
embedding. While using a recurrent neural network
can solve the latter, it is a challenge to address the
first. Each conversation has different number of ut-
terances, it may hurt the performance of the system
and result in network architecture complexity if we
use a non-fixed size window to monitor all the utter-
ances in a same conversation.

4.3.2 Building the Deep Network

The structure of the network is built as shown in
Figure 4. The raw input is generalized to produce a
small set of features. These features are fed to the
network as input layer. We have 2 fully connected
hidden layers and an output layer. Since the task is
a multi-label classification problem where softmax
cannot be used,the output layer is change into sig-
moid we add a set of threshold values (one for each
basic emotions). Only the labels, whose output val-
ues greater than the threshold are considered valid.
The thresholds are randomly initialized and then up-
dated after each epochs the same way we updated
the biases and weights. In our implementation of
the network, Theano (Bastien et al., 2012) was used
to take advantages of GPU computing power.

Multi — label output

Emotion classes

Threshoidser[ ‘ | ||
T

Two
hidden Hidden Layer
layer,
100 T
nodes | Hidden Layer ‘
each T
Input layer: Current Context Tendency ol
Instance Whole
22 Features : Features
Tendency | Conversation
‘ Raw Input |

Figure 4: Structure of the Deep Network

The global cost function, similar to Zhang and
Zhou (2006), is defined to reward the system for
right predictions and severely punish for wrong ones
in equation 3.

Ui 1
E=Y = _
2@_: Yi||Yi]

exp (—(cj, — 7))

D

(k1)EY; xY;
3)
Let X be the set of all m instances. Let Y =
{1,2,..,Q} be the set of all possible labels, Y; is
the set of true labels for ith instance z; and Y is
the set of the labels not belong to z;. Obviously,
Y;UY; = Y . We define E as the global cost function
of the network. ¢’ is the set of actual outputs of the
model for input x;, each label has its own output.
c}'C is the output of label k belongs to the set of true
labels, k € Y;. Meanwhile, c; is the output of label
for [ € Y;. The difference cj, — c; measure the output
of the system between the labels, which an instance
belong to and which it doesn’t. Naturally, we want
this difference to be as big as possible.

5 Experiments

5.1 Experiment Setting

Corpus

As mention above, we used the annotated movie
dialog corpus for testing our method. For the gold
standard of the test data, we applied the majority
rules on the annotation. If one emotion is annotated
by two or more annotators, we accept it as a true
label for the utterance.
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Evaluation Metrics In our study, 4 common
evaluation metrics which have been popularly used
in multi-label classification problems (Godbole and
Sarawagi, 2004; Li et al., 2015) are employed to
measure the performance of our system to the base-
lines. Let Y; be set of true labels for a given sample,
then Y] is the set the labels predicted by a system.
Let m be the total number of samples.

1. Hamming score or accuracy in multi-label clas-
sification, gives the degree of similarity be-
tween the ground truth set of labels and the pre-
dicted set of labels.

Y;nY/|
Y; UY/|

Z

“)

Hammingscore =

2. Precision: the fraction of correctly predicted
labels over all the predicted labels in the set.

nY/|

Y;
Precision = Z | |Y’|

®)

3. Recall: the fraction of correctly predicted la-
bels over all the true labels in the set.

nY/|

Y;
Recall = z | v

(6)

4. Fl-measure: the harmonic mean of Precision
and Recall. In our study, we gave equal impor-

tance to Precision and Recall.

2 x precision x recall

Fl= 7)

precision + recall

5.2 Experimental Results

To evaluate the system, we tried to replicate other
works and applied them on our new corpus. A simi-
lar work is Buitinck et al. (2015) which use the same
Plutchik’s basic emotions and work on multi-label
data. We used similar Meka’s > RAKEL method and
Bag-of-Words approach as the first baseline. We un-
derstand that Buitinck et al. (2015)’s system is fine-
tuned for their corpus, therefore, it is a little unfair to
apply it to our corpus and make comparison. There-
fore, the second baseline is Meka’s DBPNN which

3http: //meka.sourceforge.net/#about
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is reported as generally having better accuracy than
RAKEL (Fernandez-Gonzalez et al., 2015).

We decided that the most important baseline is
the human annotation. We calculated the evaluation
metrics based on the annotation made by each an-
notator against the gold standard and averaged the
result by the total number of annotators. Another
baseline is our own system using the lexicon before
adaptation. Figure 5 compares the performance of
our system to the baselines.

vs. Bag-of-Words Approaches: Our system,
with and without lexicon adaptation performed re-
markably better than the simple approaches using
Meka’s DBPNN and RAKEL. It exceeded the bet-
ter DBPNN significantly in Hamming Score by 7.28
and 7.19, Recall by 12.85 and 5.95, FI-measure by
7.33 and 4.33 respectively. We argue that the context
features played as an important factor here.

Lexicon Adaptation vs. No Adaptation: We can
clearly see the improvements made by the adapta-
tion on our system in Recall and F1-measure,which
are increased by 6.9 and 3.0. This confirmed the ne-
cessity of the adaptation step.

vs. Human Annotator: This is the most impor-
tant baseline, which explains how well our system
performs in comparison with a Human Annotator.
Please note that these values are averaged by the to-
tal number of annotators after the judgment made by
each annotator are compared to the gold standard.
Our system is slightly worse than a Human Annota-
tor in all 4 metrics by 0.43 in Hamming Score, 0.79,
1.67, 1.69 in Precision, Recall and FI-measure re-
spectively.

These results confirmed the performance of our
method which is slightly worse than such of an hu-
man annotator. On the other hand, our method
is more efficient than simple Bag-of-Words ap-
proaches. We also confirmed the improvement made
by the Lexicon Adaptation step to our system.

Classification result for each emotion class:
Table 4 shows the distribution of emotion classes
and reports the classification result of each emotion
class in the corpus. Imbalance can be seen among
classes in the corpus. We observed the expected
”All-No-Recurrence” problem for minority classes
of Joy and Sadness (high accuracy and near zero F1)
as the corpus is unbalanced. ”Surprise” is the class
with the highest Agreement score (Table 1), it also
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Figure 5: Evaluation of the system vs four baselines: 1) Human Annotators, 2) The system without lexicon adaptation,

3) DBPNN 4) RAKEL

Emotion Percentage | Accuracy | F1
Anger 18.48% 0.615 0.265
Fear 16.52% 0.70 0.285
Disgust 16.52% 0.65 0.275
Trust 13.35% 0.69 0.313
Joy 5.56% 0.92 0.01
Sadness 5.18% 0.92 0.01
Surprise 17.01% 0.605 0.34
Anticipation | 38.72% 0.395 0.27

Table 4: Accuracy and F1 for each emotion class.

achieves the highest F1 among other classes. While
” Anticipation” class is a dominant class in the cor-
pus, it suffers from low Agreement score. As a con-
sequence, the classification result for this class is
also not high. From this result, we can hope that in
the future when movie footage are included, not only
the agreement score but the system performance will
also go up as well.

6 Conclusion & Future Work

In this paper, we propose our method of detecting
and classifying emotions from a conversation cor-
pus. The corpus is a set of movie dialogs annotated
with multi-label emotions following Plutchik’s no-
tion of basic emotions and dyads. Our method in-
volves building a lexicon from Wordnet using some

seed emotion words, adapting the lexicon to the cor-
pus, extracting a feature set from the input and clas-
sifying the emotions accordingly with the help of a
deep neural network. The experiments show that our
method’s power to detecting emotion is comparable
to that of a human annotator. However, one may
argue that the disagreement among annotators may
have affected the result. As discussed above, we
hope to solve this problem by including the movies’
footage in our annotating scheme.

At the time of the submission, we are adding the
footages as well as improving annotating scheme to
have higher Kappa statistics and evaluate again our
method. Once finished, the corpus will be published
for other researchers to use. In the future, we also
want to further exploit the method by incorporating
emotion detection on voices and images and moni-
toring complex emotions other than the basic ones
and their intensity.
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Abstract

A major claim in the literature is that a distri-
bution of anaphoric elements either obeys or
disobeys locality conditions. In addition, it has
long been noted that the presence of a first (or
second) person pronoun intervening between
Chinese ziji and a higher potential antecedent
blocks long-distance binding. However, this
paper proposes that a third person antecedent
can be a blocker in a given discourse, based
on Kuno and Kaburaki’s (1977) system. If this
is on the right track, the blocking effect in
East Asian languages, especially Chinese ziji,
Korean caki, and Japanese zibun, can be ac-
counted for with a unified treatment.

1 Introduction

Anaphoric elements are generally claimed to fall
into two types: those that obey locality conditions
and those that do not. Reflexives in English and
their counterparts in East Asian languages, espe-
cially Chinese, Japanese, and Korean, display
characteristics of one or other type. For example,
while the English reflexive himself can only be
felicitously used when bound within the same
clause, as in (1), the Chinese reflexive ziji in (2)
can ambiguously refer to the matrix subject, the
intermediate subject, or the lowest subject across
the clause boundary, which has been called a long-
distance anaphor.

(1) Johnjs thinks Toms knows Bill; likes himselfsss
.

(2) Zhangsan; renwei Lisis zhidao Wangwu;
Zhangsan think Lisi know Wangwu
Xihuan ZIJ i3/5/7.
like  self
‘Zhangsans thinks Lisis knows Wangwu; likes

selfys7.”
(Cole et al. 1990:1)

The long-distance anaphor ziji also shows this
seemingly idiosyncratic property in some specific
contexts. The presence of a first (or second) person
pronoun intervening between ziji and the higher
potential antecedent blocks its long-distance bind-
ing, which refers to a blocking effect, as exempli-
fied in (3).

(3) Zhangsan; renwei wos zhidao Wangwuy
Zhangsan think [ know Wangwu
xihuan ziji=3/s/7.
like  self
‘Zhangsans thinks that Is know that Wangwuy
likes him+3/mexs/himself;.’
(Cole et al. 1990:15)
(4) Chelswus-nun nays-ka cakiss-lul
Chelswu-Top I-Nom self-Acc
cohaha-n-ta-ko sayngkakha-n-ta.
like-Pres-Decl-Comp think-Pres-Decl
‘Chelswus thinks Is like hims/myselfss.
(Cole et al. 1990:19)

However, no comparable cases, in which a block-
ing effect is triggered by the presence of first (or
second) person pronoun, have been reported for the
Korean long-distance anaphor caki.' A question

It has long been accepted that a feature mismatch between
potential antecedents does not induce the blocking effect for

95



arises at this point about the status of a blocking
effect. Cross-linguistically, is it a universal or par-
ticular property of the languages? The purpose of
this paper is to offer a unified account of long-
distance anaphors including blocking effects
among East Asian languages.

The organization of the paper is as follows. In
section 2, I review the previous analyses of block-
ing effects with the long-distance binding of Chi-
nese ziji. Then, in section 3, I introduce various
counter-examples to the existing accounts. And in
section 4, a unified account is given in order to
accommodate blocking effects of Japanese zibun
and Korean caki. Section 5 summarizes my find-
ings and conclusions, with a discussion of some
predictions that follow from the current analysis.

2  What has been said about blocking ef-
fects with ziji in Chinese

Huang and Liu (2001) argue that the blocking ef-
fect of the long-distance bound ziji can be attribut-
ed to the notion of logophoricity. They further
reason that the blocking effect is induced in terms
of conflicting perspectives, especially first or sec-
ond person, when binding between ziji and its po-
tential antecedents operates across an intermediate
antecedent of different person, as illustrated in (5)
and (6).

(5)*[3 [ 1 ziji ... 1]

6)*[3 [ 2 zZiji ... 1]

the long-distance binding of Japanese zibun, as shown in (i)

and (ii).

(1) Taroos-wa watasis-ga zibunsss-o sukida-to  omotte-riu.
Taroo-Top I-Nom self-Acc like-Comp think-Pres
‘Taroos thinks that Is like hims/myselfs.’

(ii) Johns-ga  watasis-ga Bill7-ni zibunss;7-no  sigoto-o
John-Nom I-Nom Bill-Dat self Gen job-Acc
sa-seta to omotte-iru-
do-Cau Comp think-Pres
‘John; thinks that Is made Bill7 do zibuns/s/7’s work.”

(Aikawa 1993:163)

However, the existence of the blocking effect of zibun has

been reported recently by Nishigauchi (2014) while Cole et al.

(1990) and Han and Storoshenko (2012) still claim that Kore-

an caki is not subject to the blocking effect at all. I will return

to this issue in section 3.

Huang and Liu propose, following Kuno’s (1972)
direct discourse representation hypothesis, that
sentences containing logophoric ziji in reported
discourse can be paraphrased in terms of direct
discourse, by assuming that the source of ziji in
indirect speech is basically equivalent to the first
person pronoun wo ‘I’ in direct speech.” As point-
ed out by Clements (1975), the use of logophoric
pronouns is quite similar to that of first person
forms in the sense that logophoric pronouns refer
to the internal speaker in reported discourse while
first person pronouns refer to the external speaker
in present discourse. To see how this works, con-
sider the following examples.

(7) a. Zhangsans juede Lisis zai piping  zijiss.
Zhangsan think Lisi at criticize self
‘Zhangsans thinks that Lisis is criticizing

hims/himselfs.’

b. Zhangsan; juede, “Lisis zai piping wo3.”
Zhangsan think Lisi at criticize me
‘Zhangsans thinks, “Lisis is criticizing mes.””

(8) a. Zhangsan; juede wos zai piping  ziji3s.
Zhangsan think I at criticize self
‘Zhangsan; thinks that Is am criticizing

hims/myselfs.

b. Zhangsans juede, “wos zai piping wo3”.
Zhangsan think 1 at criticize me
‘Zhangsans thinks, “Is am criticizing mes.”’

(Huang and Liu 2001:161-2)

In (7a), the logophoric ziji referring to the re-
ported speaker Zhangsan can be turned into the
first person pronoun wo ‘I’ as the actual speaker in
the direct discourse, as shown in (7b), without per-
spective clash between Zhangsan and Lisi since
they are both a third party. Thus, the logophoric
use of ziji is licensed in the indirect discourse. On
the other hand, as shown in (8b), there are two in-
stances of the first person wo ‘I’ when the logo-
phoric ziji is paraphrased in the direct discourse.

2 Kuno (1972) observes that the source of zibun in (i) is the
first person pronoun boku in the direct representation of John’s
internal feeling, as shown in (ii).

(i) Johns-wa, Marys-ga  zibuns-o mita toki-wa  byooki datta.
John-Top Mary-Nom self saw when-Top sick was
‘Johns was sick when Marys saw hims.’

(i1) John: “Boku-wa Mary-ga  boku-o mita toki-wa

I-Top  Mary-Nom I-Acc saw when-Top
byooki datta.”
‘I was sick when Mary saw me.’

(Kuno 1972:180-1)
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The two wo ‘I’ are anchored in different sources,
namely the external speaker and the internal
speaker Zhangsan respectively and such a reading
is not acceptable due to the perspective conflict it
would cause. This is the reason Huang and Liu
give to explain why a logophoric reading of ziji is
blocked.

In addition, Pan (2001) claims that the blocking
effect of ziji is not symmetrical in that intervening
first and second person pronouns may block third
person potential antecedents from long-distance
binding ziji, while third person potential anteced-
ents do not necessarily block first or second person
pronouns from long-distance binding ziji. Here are
the relevant judgments.

(9) a. Woz bu xihuan Lisis guan
I not like Lisi
de shi.

DE matter
‘I3 don’t like Lisis interfering in mys (own)
business.’

b. Lisi3 bu xihuan wos guan
Lisi not like I  interfere
de shi.

DE matter
‘Lisi3; does not like mes interfering in mys
(own) business.’

Zl] i3/5
interfere self

Ziji*3/5

self

(Pan 2001:283)

The first person pronoun as the matrix subject in
(9a) is a possible antecedent. However, in (9b), the
third person Lisi in the matrix subject position is
excluded from being a candidate of long-distance
antecedents in such a sentence because of a con-
flicting feature agreement. Hence, a logophoric
reading of ziji, in Huang and Liu’s (2001) system?,
is blocked here.

3 Contrary to what Huang and Liu argue, Pan (2001:290)
points out that the logophoric interpretation cannot properly
accommodate the peculiar properties of long-distance bound
ziji including the blocking effect. The following evidence
seems to point in that direction.
(1) Kofisnya  be mes-kpo yeés.

Kofi know Comp Pro-see Log

‘Kofis knew that Is had seen hims.” (Clements 1975: 170)
As we can see above, the blocking effect does not occur in
logophoric environments at all. See Park (2015b) for further
discussion.

3 Another type of blocker

As already pointed out above, the canonical view
on blocking effects of Chinese ziji has been ac-
counted for in terms of either presence or absence
of person feature agreement. In particular, a first or
second person pronoun induces blocking effects,
but not a third person pronoun. However, a closer
look reveals a much different situation, as shown
in (2) and (3), repeated below.

(10) Zhangsans renwei Lisis zhidao Wangwuy
Zhangsan think Lisi know Wangwu
xithuan Zij 13/5/7.
like  self
‘Zhangsans thinks Lisis knows Wangwuy likes

selfys.

(11) Zhangsan; renwei wos zhidao Wangwuy
Zhangsan think I  know Wangwu
xihuan zijiszs.
like  self
‘Zhangsans thinks that Is know that Wangwus

likes him+3/me+s/himself5.’

All the candidates of long-distance binding in (10)
are a third person and there is no blocking effect.
On the other hand, there is a person feature disa-
greement among the candidates in (11) and it
would give rise to the blocking effect. Obviously,
however, the blocker is not the first person pro-
noun wo ‘I’ but the third person proper noun
Wangwu.* Let us look at the following contrast.

4 There has been a great diversity of opinion about what really
triggers the blocking effects in the long-distance binding of ziji.
Many authors agree that blocking can be induced entirely by
the existence of an intervening first or second person pronoun,
but not a third person antecedent. However, how can we ex-
plain what is different between the following sentences.
(i) Zhangsans cong Lisis nar tingshuo naben shu

Zhangsan from Lisi there hear that-CL book

hai-le  zijiz»s.

hurt-Perf self

‘Zhangsans heard from Lisis that that book hurt hims/+s.”

(Pan 2001:291)

tingshuo zijis*s de erzi
DE son

(ii) Zhangsans cong wos nar
Zhangsan from I  there hear self
de-le  jiang.
get-Pref prize
‘Zhangsans heard from mes that hiss/my+s son didn’t win
the prize.’

The first person pronoun wo ‘I’ in (ii) looks the same as the

third person Lisi yet does not act as blocker for the long-

distance binding of ziji in (i).

3
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(12) Zhangsans renwei wos zhidao Wangwuy
Zhangsan think I  know Wangwu
xihuan zijis3os/7.
like  self
‘Zhangsans thinks that Is know that Wangwuy

likes him+3/me2»s/himself;.’

(13) Zhangsans renwei Wangwus zhidao wo~
Zhangsan think Wangwu know [
xihuan zijix3s.
like  self
‘Zhangsans thinks that Wangwus knows that I;

like hims3+s/myselfs.’
(Cole et al. 2006:63)

The biggest difference between (12) and (13) is
the fact that the third person antecedent Wangwu
blocks the first person pronoun wo ‘I’ from binding
ziji in (12) while a first person antecedent does in
(13). To be more exact, the blocker of the long-
distance binding in (12) is the third person
Wangwu and the same role in (13) is carried by the
first person pronoun wo ‘I’. If this account is on
the right track, the approach that long-distance
binding of ziji is blocked exclusively by the pres-
ence of a first or second person needs to be re-
viewed. Here are the relevant data.

(14) Zhangsans zhidao Lisis gaosu-guo niy
Zhangsan know Lisi tell-Guo you
youguan zijisys+; de  gongzuo.
about  self DE work
‘Zhangsans knew that Lisis told you; about
his«3syour«; work.’

(15) Zhangsans shuo Lisis gen ni; tan-guo
Zhangsan say Lisi with you talk-Guo
Ziji*3/5/*7 de shi.
self DE business
‘Zhangsans; said that Lisis talked
his«3syours; business with yous.’

(16) Zhangsans renwei Lisis cong wos nar
Zhangsan think Lisi from [ there
tingshuo-le  zijixys+; de  fenshu.
hear-say-Perf self DE score
‘Zhangsans thinks Lisis heard from mey
his+3smy= score.’

(17) Zhangsans zhidao Lisis zai wo7 jia — xi
Zhangsan know Lisi at [ home develop
ziji=y;s+7 de  zhaopian.
self DE photo
‘Zhangsans knew that Lisis was developing
his3;smy+; picture(s) at my home.’

about

(Pan 2001:281)

As we can see in (14) through (17), the first and
second person pronouns cannot bind ziji whereas
the intermediate antecedent can. Nonetheless, that
they have been treated as blocking elements is not
reasonable. The following example is acceptable as
well.

(18) Zhangsans cong wos nar  tingshuo
Zhangsan from [ there hear-say
laoshi7 ma-le Ziji3/*5/7.

teacher criticize-Perf self
‘Zhangsan; heard from mes that the teacher;
criticized hims/me+s/himself7.’

In (18), ziji can be bound by both third person an-
tecedents, but not by the first person pronoun.

Huang and Liu (2001) have argued that licens-
ing long-distance binding in Chinese is character-
ized as the logophoric use of ziji and thus the
blocking effect can be accounted for by means of
logophoric effects such as Kuno’s direct discourse
representation hypothesis as the logophoric pro-
noun yé in Ewe is generally used in reported con-
text while it is replaced by a first person form in
direct speech. However, there is no logophoric ef-
fectin (19).°

(19) Zhangsan; de biaoqing gaosu wos
Zhangsan DE expression tell me
Ziji3/*5 shi guwude.
self is innocent
‘Zhangsan’ss expression tells mes that hes/Ixs
am innocent.’
(Cole et al. 2006:37)

In (19), not only can ziji refer to the matrix subject
over the intervening first person pronoun but it also
occurs in the absence of a logophoric environment.

Besides, third person interveners may serve as a
blocker, as shown in (21).

> An anonymous reviewer pointed out that grammaticality of
the antecedents of the anaphors in sentences (19) through (26)
can be influenced by the predicates. I definitely agree with the
reviewer’s comment that the predicate semantics should be
considered in the analysis. Nonetheless, I would argue that the
verbs used in those examples are utterance verbs, as in (19)
through (25), and an attitude verb, as in (26), which makes
attitude holders to serve as the antecedent of logophors in the
embedded clauses.
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(20) Mamajs shuo jia  chuqu-de niiers
mother say marry go.out-DE daughter
yijing hui lai  zijisss-de jia = le.
already return come self-DE ~ home Asp
‘Mothers; said that the married daughters had
already come back to hers+s home.’

(21) Mamas shuo jia ~ chuqu-de niiers
mother say marry go.out-DE daughter
yijing hui qu zijisss-de jia le.
already return go self-DE  home Asp
‘Mother; said that the married daughters had
already gone back to her+3s home.’

(Liu 1999:39)

The lower subject niier ‘daughter’ in (21) can
be reported by the external speaker as the empathy
locus, in Kuno and Kaburaki’s (1977) system, to
which deictic elements such as ‘come’ and ‘go’
should refer.® Only niier ‘daughter’ in this case, not
mama ‘mother’, can be the antecedent for ziji and
thus blocks long-distance binding mama ‘mother’,
which means that the niier ‘daughter’ functions as
a blocker. The same situation occurs in Korean and
Japanese, as shown in (22) through (25).

(22) Emenis-nun sicip-ka-n ttals-i
mother-Top marry-go.out-Adn daughter-Nom
cakisss cip-ulo tola-o-ass-tako
self  home-to return-come-Past-Comp
malha-yss-ta.
say-Past-Decl
‘Mothers said that the married daughters had

already come back to herss home.’

(23) Emenis-nun sicip-ka-n ttals-i
mother-Top marry-go.out-Adn daughter-Nom
cakisys cip-ulo tola-ka-ass-tako
self  home-to return-go-Past-Comp
malha-yss-ta.
say-Past-Decl
‘Mothers said that the married daughters had

already gone back to her+3s home.’

(24) Hahas-wa yomeni itta musumes-ga
mother-Top marry go.out daughter-Nom

¢ Liu (1999:39-40) claims that the contrast between (20) and
(21) can be accounted for in terms of one of logophoric effects
like PIVOT in Sells’ (1987) term. However, this paper, along
the lines of Oshima (2004, 2007), argues that long distance
bindings in East Asian languages, especially of Chinese ziji,
Korean caki, and Japanese zibun, should be accounted for by
the notions of logophor and empathy.

zibunsz/«s-no ie-ni modotte ki-ta-to

self-Gen  home-to return.come-Past-Comp

hanasi-ta.

say-Past

‘Mothers; said that the married daughters had
already come back to hers+s home.’

(25) Hahas-wa yomeni itta  musumes-ga
mother-Top marry go.out daughter-Nom
zibunsys-no ie-ni modotte it-ta-to
self-Gen  home-to return.go-Past-Comp
hanasi-ta.
say-Past
‘Mothers said that the married daughters had
already gone back to her+3s home.’

The blocking effect related to an empathy locus
is also found in the environments with clausemate
long-distance anaphors, as pointed out by Huang
and Liu (2001) and Cole et al. (2006). Here is the
example.’

(26) Zhangsan renwei Lisi zhidao Wangwu
Zhangsan think Lisi know Wangwu
ba ziji; de shu song-gei-le
BA self DE book give-to-Perf
Zijio de pengyou.
self DE friend
‘Zhangsan thinks that Lisi knows that
Wangwu gave self’s books to self’s friends.’
(Cole et al. 2006:61)

In (26), there are two occurrences of long-distance
ziji, ziji’s books and ziji’s friends, in the same
clause. The two zijis referring to the books and the
friends should be bound to the same antecedent.
Thus, the sentence can only mean that Zhangsan
thinks that Lisi knows that Wangwu gave Zhang-
san’s book to Zhangsan’s friends, or that Zhangsan
thinks that Lisi knows that Wangwu gave Lisi’s
books to Lisi’s friends.® Either way, the blocker
will be a third person referent. This kind of block-
ing effect can be seen in Japanese and Korean as
well, as shown in (27) and (28) respectively.

(27) Naomis-wa Kens-ga zibun-no kuruma-de
Naomi-Top Ken-Nom self-Gen car-by

7 This example was first discovered by Pan (1997).

81t can be explained in terms of Kuno’s (1987:207) Ban on
Conflicting Empathy Foci: A single sentence cannot contain
logical conflicts in empathy relationships.
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zibun-no ie-ni kaetta  to itta.
self-Gen home-to returned Comp said
‘Naomis said that Kens had returned to her;
home in her; car.’
‘Naomis said that Kens had returned to hiss
home in hiss car.’
*‘Naomis said that Kens had returned to hiss
home in her; car.’
*‘Naomis said that Kens had returned to her;
home in hiss car.’ (lida 1996:81)
(28) John-i3  Bill-is caki-uy emma-ka
John-Nom Bill-Nom caki-Gen mother-Nom
caki-lul silhehanta-ko sayngkakhanta-ko
self-Acc hate-Comp  think-Comp
malhayssta.
said
‘Johns said that Bills thought that hiss mother
hates hims.’
‘John; said that Bills thought that hiss mother
hates hims.’
*¢Johnjs said that Bills thought that his; mother
hates hims.’
*‘Johns said that Bills thought that hiss mother
hates hims.’ (Park 2014)

4 Blocking effect revisited

As described in the preceding section, what licens-
es the long-distance binding, in Huang and Liu’s
(2001) system, is the logophoric reading of ziji and
the existence of the blocking effect is caused by
the result of the shifting of long-distance bound ziji
from the speaker-referring wo ‘I’ in the direct dis-
course. The examples between (7) and (8) illustrate
this claim, repeated below.

(29) a. Zhangsan; juede Lisis zai piping zijiss.
Zhangsan think Lisi at criticize self
‘Zhangsans thinks that Lisis is criticizing

hims/himselfs.’

b. Zhangsans juede, “Lisis zai piping wo3.”
Zhangsan think Lisi at criticize me
‘Zhangsans thinks, “Lisis is criticizing-
me;.”’

(30) a. Zhangsan; juede wos zai piping  zijix3s.
Zhangsan think I  at criticize self
‘Zhangsans thinks that Is am criticizing
hims3/myselfs.’

b. Zhangsans juede, “wos zai piping woz”.
Zhangsan think 1 at criticize me
‘Zhangsans thinks, “Is am criticizing mes.”’

(Huang and Liu 2001:161-2)

Huang and Liu consider that two instances of wo
‘I’ occurring in the same clause would refer to two
different individuals, either the reporter or the in-
ternal speaker and thus it can result in a blocking
effect. However, as pointed out by Chen (2009),
actually their analysis induces a distortion of the
truth-condition content of the source sentence, as
shown in (31).

(31) a. Zhangsans juede, “Lisis zai piping wos”.
Zhangsan think Lisi at criticize |
‘Zhangsans thinks, “Lisis is criticizing
me;.””

b. Zhangsan; juede, “nis zai piping wos”.
Zhangsan think you at criticize |
‘Zhangsans thinks, “Yous are criticizing
mes.”’

c. Zhangsan; juede, “tas zai piping wos”.
Zhangsan think he at criticize |
‘Zhangsans thinks, “Hes is criticizing mes.”

(Chen 2009: 477-8)

Presumably, a logophoric ziji can be paraphrased
by using a first person pronoun wo ‘I’ in the direct
discourse such as (30b), (31a), (31b), and (31c) but
a first person in the reported discourse should also
be replaced by an individual referring to an exter-
nal speaker such as Lisi in (31a), ni ‘you’ in (31b),
ta ‘he’ in (31c), not wo ‘I’ in (30b). Intuitively, this
is correct. Here is the relevant judgment in Ewe.

(32) a. Kofiz gblo na wos be yeés—a-dyi
Kofi speak to Pro that Log-T-seek
ga-a na wos
money-D for Pro
‘Kofis said to thems that he; would seek the
money for thems.’

b. Kofi; gblo na wos be: ma-dyi
Kofi speak to Pro that Pro-seek
ga-a na mi

money-D for Pro
‘Kofis said to thems: “I’ll seek the money
for you.”” (Clements 1975: 152)

The second person plural pronoun mi ‘you’ in
the direct discourse, as in (32b), is replaced by the
third person plural form wo ‘them’ in the reported
speech, as in (32a) even though the logophoric
pronoun ye is replaced by the first person pronoun
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ma ‘I’ in the direct speech. Hence, the reconstruc-
tion of Huang and Liu shown in (30b) is not ap-
propriate.

This would correspond precisely to the logo-
phoric reading of Japanese zibun, as illustrated in
(33).

(33) a. 7*Taroos-wa bokus-ga zibunsz-ni
Taroo-Top I-Nom  slef-Dat

o-kane-o  kasi-te kure-ta koto-o
money-Acc lend  Benef-Past that-Acc
sukkari wasure-ta  rasii.

completely forget-Past seem

‘Taroo seems to have completely forgot-
ten that 1 had done favor to loan self
money.’

b. Taroo: “Takasi-ga boku-ni o-kane-o
Taroo: Takashi-Nom I-Dat money-Acc
kasi-te kure-ta.”
lend benef-Past
‘Taroo: “Takashi did the favor of lending

me money.””’
(Nishigauchi 2014: 199)

The first person pronoun boku ‘I’ of the reported
discourse in (33a) is derived from the third party
Takashi, the external speaker, with respect to the
virtual speaker, using Huang and Liu’s (2001) term,
Taroo in (33Db), not the first person pronoun. Thus,
there are not two occurrences of the first person
pronoun wo ‘I’, contrary to Huang and Liu’s claim.
Additionally, it would be no surprise that a log-
ophoric pronoun does not exhibit the blocking ef-
fect, since a logophoric pronoun obligatorily
denotes the attitude holder that serves as its refer-
ent in the scope of an attitude predicate and since
the antecedent of a logophoric pronoun is strictly
restricted to third persons. Here are the relevant
examples, repeated below from footnote 3.

(34) Kofiznya  be mes-kpo yes.
Kofi know Comp Pro-see Log
‘Kofis; knew that Is had seen hims.’
(Clements 1975: 170)
(35) Mes-se tso Kofis gbo be yes-xo
Pro-hear from Kofi side that Log-receive
nunana.
gift
‘Iz heard from Kofis that hes had received a
gift.’ (Clements 1975: 158)

The first person pronoun me ‘I’ in (34) cannot
block the third person matrix subject Kofi from
binding ye. On the other hand, the first person pro-
noun me ‘I’ as the matrix subject in (35) cannot be
bound by the logophoric pronoun ye. The examples
of Korean counterparts below demonstrate con-
vincingly that the property of a logophoric pronoun
is not related to a blocking effect.

(36) Chelswus-nun nays-ka cakisss-lul
Chelswu-Top I-Nom self-Acc
po-n-kes-ul al-ass-ta.
see-Adn-Comp-Acc know-Past-Decl
‘Chelswus  knew that Is had
hims/myselfss.

(37) Nasz-nun Chelswus-lopwute cakixy;s-ka
I-Top  Chelswu-from self-Nom
senmwul-ul pat-ass-tako
gift-Acc  receive-Past-Comp
ttul-ess-ta.
hear-Past-Decl
‘I heard from Chelswus that *I3/hes had re-
ceived a gift.’

secn

As a matter of fact, the first person pronoun in
Chinese does not always serve as a blocker against
long-distance binding in a given context, as shown
in (38).

(38) Lisi; shengpa wos chaoguo zijis»s.
Lisi worry 1  surpass self
‘Lisis was afraid that Is would surpass
hims/myselfss.” (Pollard and Xue 2001: 321)

In (38), ziji can take the matrix subject Lisi as
its antecedent rather than the first person pronoun
wo ‘I’ within the same clause. This is because Lisi
here is the attitude holder that serves as the ante-
cedent of logophoric ziji in the scope of an attitude
predicate. At this point, it should be noted that a
logophoric reading can co-occur with a first person
pronoun, as illustrated in (39) through (41), respec-
tively Ewe, Japanese, and Korean.

(39) Amaz se be mes-kpoyes le asi-a me.
Ama hear that Pro-see Log at market-D in
‘Amas heard that Is had seen hers at the mar-

ket.’ (Clements 1975: 158)

(40) Taroos-wa bokus-ga zibunz-o but-ta

Taroo-Top I-Nom  self-Acc hit-Past
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koto-o mada urande-i-ru.
fact-Acc still resent-Asp-Pres
‘Taroos still resents that Is hit hims.’
(Kuno 1978: 212)
(41) Chelswus-nun nays-ka cakiss-lul
Chelswu-Top I-Nom self-Acc
piphanha-yess-tako sayngkakha-n-ta.
criticize-Past-Comp think-Pres-Decl
‘Chelswus thinks that Is criticized
hims/*myselfs.’

On the other hand, an empathic reading of long-
distance binding can exhibit the blocking effect’,
as shown in (42) and (43), respectively Japanese
and Korean.

(42) *Taroos-wa bokus-ga zibunsz-ni kasi-ta
Taroo-Top I-Nom  self-Dat lend-Past
okane-o  nakusite-simat-ta rasii.
money-Acc lose-end.up-Past it.seems
‘It seems that Taroos lost the money Is lent to

hims.’ (Kuno 1978: 213)

(43) *Hyengsas-nun nays-ka cakis pwumo-lul
detective-Top [-Nom self parents-Acc
salhayha-n phaylyunpem-i-lako
kill-Adn  reprobate-being-Comp
sayngkakha-n-ta.
think-Pres-Decl
‘The detectives; thinks that Is am a reprobate

who killed his (*the detective’ss) parents.’
(Park 2015a: 193)

It is worth noting that there is no attitude holder
associated with the reported attitude in (42). More-
over, the empathic use of long-distance binding
can empathize with the person in a given context in
terms of the external speaker even in the attitude
report, such as (43).!° These observed facts seem to

 Empathy theory in linguistics was first introduced by Kuno

and Kaburaki (1977:628). The key notion of empathy is de-

fined as follows:

(1) Empathy is the speaker’s identification, with varying de-
grees (ranging from degree 0 to 1), with a person who par-
ticipates in the event that he describes in a sentence.

To capture how the empathic use of Japanese zibun works in a
sentence, see Oshima (2007). It is beyond the scope of this
paper to explain how the alternative solution through empathy
works with respect to a blocking effect of long-distance
anaphors and the relationship, as an anonymous reviewer
pointed out, between logophors and indexicals. I leave these
issues to future research.

19 An anonymous reviewer suggests that long-distance ziji is,

or has a use as, a logophor and the felicitous use of ziji as a

indicate that logophoric use of long-distance bind-
ing does not exhibit the blocking effect. The rele-
vant data from Chinese support this claim.

(44) Taz shuo nis
he say you clearly
bu hui xihuan zijiss;.
not will like  self
‘He; said yous knew clearly that Mary;
wouldn’t like hims/yous/herself;.

(Xu 1993:136)

(45) Zongtongs qing wos Zuo zai zijizxs

mingming zhidao Mary,
know Mary

president ask I  sit at self
de shenbian.
DE side

‘The presidents asked mes to sit beside
hims/himselfss.” (Pollard and Xue 2001: 321)

In (44), there is no blocking effect in spite of
the mismatch of person features among the sub-
jects of the three clauses. In addition, (45) shows
that not only does ziji not occur in the scope of an
attitude predicate at all, there is no blocking effect
either.

5 Conclusion

Huang and Liu (2001) have argued that the block-
ing effect of long-distance binding in Chinese can
be accounted for in terms of logophoricity and the
direct discourse representation hypothesis. Fur-
thermore, they claim that the mismatch of person
features among possible antecedents induces the
blocking effect. However, this paper proposes that
a third person, in addition to a first or a second per-
son, can be an antecedent and that the blocking
effect is closely related to empathic use of long-
distance anaphors, especially in East Asian lan-
guages such as Chinese, Korean and Japanese.

logophor is constrained by the factor of empathy. However,
the domain of empathic use in long-distance binding should, I
think, be separated from that of logophoric use even though
empathic use occasionally overlaps the logophoric use in log-
ophoric environments, as the Korean example in (43). Fur-
thermore, given ziji is only characterized as a logophor, the
following example cannot be appropriately accounted for by
means of logophoricity.
(1) Johns mingling Bills [s PRO gei zijiz/s guahuzi].

John order  Bill to self shave

‘John; ordered Bills to shave hims/himselfs.’

(Pan 2001: 291)
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Abstract

This study focuses on using hybrid n-grams
as grammar rules for detecting grammatical
errors and providing corrections in Filipino.
These grammar rules are derived from
grammatically-correct and tagged texts which
are made up of part-of-speech (POS) tags,
lemmas, and surface words sequences. Due to
the structure of the rules used by this system,
it presents an opportunity to have an
unsupervised grammar checker for Filipino
when coupled with existing POS taggers and
morphological analyzers. The approach is
also customized to cover different error types
present in the Filipino language. The system
achieved 82% accuracy when tested on
checking erroneous and error-free texts.

1. Introduction

According to the philosopher and educator Kevin
Browne, poor grammar implies two negative
sentiments towards the writer: either he is not
intelligent or he just does not care about his
writing any better. Backing on this problem,
there has been many researches and advances in
the field of computer-aided grammar checking
such as Microsoft Word, Google Docs,
Grammarly, LanguageTool, and Ginger. These
software solutions can detect syntactical errors
such as spelling, punctuation, word forms, and
word usages. However, most of these solutions
have focused on the English language. There has
been very few works in the Filipino language
despite being a language of at least 100 million
people'. Additionally, it is difficult to use an
existing grammar checker system of one
language and apply it on another since the
system would have its specific design and

"http://www.philstar.com/headlines/2016/01/03/1538653/ph
ilippines-population-seen-hit-104m

Allan Borra
De la Salle University
2401 Taft Avenue,
Manila, Philippines
allan.borra@dlsu.edu.ph

functionalities tackling the unique phenomena of
its target language.

The Filipino language, just like any other
language, has its own unique phenomena which
serve as a challenge in developing its own
grammar checker system. It has a ‘large
vocabulary of root, borrowed, and derived
words’ caused by the arrival and/or colonization
of foreign countries including: Spain, USA, and
China in the Filipino land®. It also has a high
degree of inflection and uses variety of affixes to
change the part-of-speech of a root word (ex.
root: tira ‘live [on a house]’, tira + han = tirahan
‘house’) or change the focus and aspect of a verb
(tirhan ‘live’ — neutral aspect/object focus, titira
‘will live’ — contemplative aspect/ actor focus,
tumira ‘lived’ — perfective aspect/ actor focus.
Another linguistic phenomenon in Filipino is its
free-word order structure. Filipino sentences, in
its natural form, follow the predicate-subject
sentence format (ex. Masaya ako — word-per-
word is translated as ‘Happy I’) or as subject-
predicate sentence format (ex. Ako ay masaya —
word-per-word is translated as ‘I [none] happy’)
where the word ay acts as a lexical marker and is
usually placed after the subject and before the
predicate. In the Filipino language, direct objects,
adjectives and adverbs may also be written as
phrases and including prepositional phrases, they
also follow the free-word order and not being
limited to just one position in the sentence
(Ramos, 1971). For example, the sentence ‘Mark
ate an apple.” can be translated to: Si Mark ay
kumain ng mansanas., Kumain si Mark ng
mansanas., and Kumain ng mansanas si Mark.
As seen in the last two translations, the direct
object phrase ng mansanas ‘apple’ can be placed
directly after the verb or after the subject yet both
produce the exact same meaning.

% http://ffemagazine.com/the-origin-of-the-filipino-
language-wikang-filipino/
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As of this writing, there are still no
grammar-checking software systems for Filipino
that is publicly available that cover broad-range
of grammatical errors. This fact may be
associated with the complex structure of the
Filipino language which makes it difficult in
constructing (error) grammar rules. Among the
few existing grammar checkers in Filipino are:
Panuring Pampanitikan (PanPam) by Jasa et al.
(2007) and Language Tool for Filipino (LTF) by
Oco & Borra (2011). PanPam is a syntax and
semantics-based grammar checker for Filipino
that makes use of error patterns as rules and
lexical functional grammar as its parsing
algorithm. LTF, on the other hand, uses a rule
file containing error patterns in the form of
regular expressions and part-of-speech tags and a
dictionary file in detecting its errors and
providing corresponding suggestions. Although
these systems, especially LTF, could distinctly
recognize grammatical errors from correct text
by using error patterns, the main concern with
these systems is that the parser rules,
dictionaries, affix-to-root-word mappings, word-
to-part-of-speech mappings, error patterns, and
other files are manually defined which is a very
tedious task to cover the entire language and all
possible errors in it especially that the language
is ever growing and the number of errors
committed by writers are directly proportional to
it. This concern is evident on the systems’
presented limitations and results where only a
small subset of errors was covered.

In other languages such as English, there
are existing works such as Lexbar (Tsao &
Wible, 2009), EdIt (Huang et al., 2011), Google
books n-gram corpus as grammar checker (Nazar
& Renau, 2012), and Chunk-based grammar
checker for translated sentences (Lin et al., 2011)
which are unsupervised grammar checker
systems that make use of grammatically correct
texts, their corresponding part-of-speech (POS)
tags, and/or lemmas converted into n-gram
sequences and used as grammar rules.

The Lexbar application (Tsao & Wible,
2009) generated hybrid n-grams, which are n-
grams composed of words, POS tags, and
lemmas. These hybrid n-grams are generated
from actual tagged word sequences. For
example, given phrases such as ‘from her point
of view’ and ‘from his point of view’, the system
will be able to generate the hybrid rule ‘from

[dps]’ point of view’. This rule can be used to
flag the phrase ‘from my point of view’ as
grammatically correct and the phrase ‘from him
point of view’ as incorrect. The Lexbar app was
only tested on substitution-correctable errors.
The EdIt system (Huang et al., 2011) also made
use of hybrid n-grams (called pattern rules) as
grammar rules but only generates the rules such
as ‘play ~ role in [Noun]’, ‘play ~ role in [V-
ing]’, and ‘look forward to [V-ing]*’ from
specific lexical collocations such as ‘play ~ role’
and ‘look forward’. These types of rules tackle
much more specific error types in English. The
key difference of EdIt with Lexbar is that it only
limits the number of POS tokens in an n-gram
rule to one while Lexbar can have one or more
POS tokens such as the rule: ‘from [dps] [nn0]’’
derived from the phrases like ‘from his house’
and ‘from her balcony’. EdIt applied its rules in
detecting errors correctable by substitution,
insertion, and deletion. Both Lexbar and EdIt
used weighted Levenshtein edit distance
algorithm in prioritizing its suggestions.

This research aims to build an unsupervised
grammar checker system for Filipino using
hybrid n-grams as grammar rules following a
similar format as Lexbar’s grammar rules. These
rules will be used to detect grammatical errors in
Filipino and provide suggestions such as
substitution, insertion, deletion, merging, and
unmerging extending the existing suggestions
made by both Lexbar and EdIt.

2. Filipino Linguistic Phenomena
Aside from the free-word order structure in
Filipino, there are other linguistic phenomena
such as being morphologically rich, existence of
compound words, and the rule in Filipino: “Kung
ano ang bigkas, siyang sulat” ‘Spell as you
pronounce it’ (Ortograpiyang Pambansa, 2013).
There are at least 50 affixes and other
morphologies such as partial reduplication, full
reduplication, and compounding that are used in
Filipino. These morphologies are categorized
into three: inflectional — changes in word form
that ‘accompany case, gender, number, tense,
person, mood, or voice that have no effect in the
word’s part-of-speech’; derivational — changes in

3 dps is the part-of-speech (POS) tag for possessive
pronouns such as his, her, my, their, etc in the CLAWSS
tagset.

* V-ing is the POS tag for verbs followed by —ing in the
CLAWSS tagset.

> nn0 is the POS tag for neutral nouns in the CLAWS5
tagset.
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word form that changes the word’s part-of-
speech category; and compounding — ‘where
independent words are concatenated in some way
to form a new word’ (Bonus, 2003). See Table 1
for some of the different forms of the root word
kain ‘eat’.

Word | Translation

Verbs

ikakain will just eat

ikain just eat

ipakain feed

ipapakain will feed

kainin eat (something)

kinain ate (something)

kinakain eating (something)

kumain (somebody) eating

Nouns

hapagkainan eating/dinner table

kainan eating place

kakainan eating place (where
do-er will go later)

kinakainan eating place (where
do-er is right now)

pagkain food

Adjective

palakain | loves eating

Table 1: Different forms of kain ‘eat’

There are also affixes that are separated by a
hyphen (-) from its root word or morpheme (ex.
mang-akit ‘to entice’ from the root akit ‘entice’).
There are also cases wherein addition or insertion
of an affix to a word could alter the spelling of its
base form (ex. The prefix pang- + palit ‘change’
= pamalit ‘item for changing”). However, not all
affixes and reduplication can be applied to any
word. For instance, the root word /uto ‘cook’ can
use ‘nag-‘ as prefix but kain ‘eat’ cannot. It
should also be noted that there are assimilated
words from English in Filipino wherein affixes
are also appended to it (ex. magce-cellphone
‘will use a cellphone’, ifile ‘to file (a
document)’). The Filipino language also has its
own set of compound words. There are two ways
to combine words together, either with the use of
a hyphen (ex. halo-halo ‘(a type of Filipino
dessert)’ from the word halo ‘mix’, and kisap-
mata ‘instant’ from the words kisap ‘blink’ &
mata ‘eye’) or just combining them as is (ex.
kapitbahay ‘neighbor’ from the words kapit
‘hold onto’ & bahay ‘house’, and hanapbuhay
‘livelihood’ from the words hanap ‘find’® &
buhay ‘life’) (Paz, 2003).

Another important linguistic phenomenon in
Filipino is the rule: “Kung ano ang bigkas,
siyang sulat” ‘Spell as you pronounce it’
(Ortograpiyang Pambansa, 2013). As the rule
states, the words in Filipino are usually spelled as
they are pronounced with some exceptions. This
phenomenon simplifies the way Filipino words
are spelled out (ex. Filipinized form of
‘computer’ as kompyuter) but also causes some
spelling confusion which will be discussed in the
next section.

3. Error Types

In understanding the error types that exist in
Filipino writing, three references were used: The
Cambridge Learner Corpus (Nicholls, 1999),
Wikapedia (2015), and a parallel corpus of 1252
erroneous-and-correct word and phrase pairs
from sentences written by Filipino university
students.

The Cambridge Learner Corpus contains 16
million words from English examination scripts
by learners of English containing different types
of errors. The corpus categorized the error types
into general and specific errors. The proponents
noticed that some error categories would have its
Filipino counterpart such as wrong form used,
missing  word/phrase, = word/phrase  needs
replacing, unnecessary word/phrase, punctuation
errors, countability errors, determiner agreement,
incorrect verb inflection, spelling errors, and
other error categories also exist in Filipino.

Wikapedia (2015) is a booklet created by
the Presidential Communications Development
and Strategic Planning Office of the Philippines
containing correct usage of affixes, words, and
phrases in Filipino which people may find
confusing. One example described in the book
would be the use of ng, a function word defining
possession (ex. aso ng kapitbahay ‘dog of
neighbor’) and in a direct object phrase (ex.
kumain ng mansanas ‘ate an apple’) vs the use of
nang which is commonly used before an adverb
(ex. kumain nang mabilis ‘ate fast’). The usage
of these two words is confusing because it is
pronounced almost exactly the same. Other
examples contained in the booklet are proper
usage of affixes and words, morphophonemics,
usage of hyphens and spaces, and others.

After analyzing the parallel corpus of 1252
erroneous-correct word/phrase pairs, it is found
that majority of the errors fall under spelling
errors, incorrect usage of affixes/reduplication
which is mostly caused by usage of hyphens and
spaces, and wrong word usage.
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It is observed that one reason the students
made spelling errors is because of the way a
word is pronounced which is usually simplified
for conversational use. Some of these simplified
words, see Table 2, are still not accepted in
formal Filipino writing which cause spelling
errors. Another cause of spelling errors is the
confusion whether to spell an English borrowed
word in its English version or convert it to its
Filipinized spelling version.

There were many instances of affix errors
where the students were confused whether a
word is an affix of a word, a separate word, or if
there should be a hyphen between the affix and
the root word. A few of the affix errors also show
the confusion of students in selecting an
appropriate affix of a verb when used for a
certain focus and/or aspect. See Table 3.

The students also committed several
mistakes in identifying which word to use in
certain  situations which is caused by

unfamiliarity with Filipino syntax rules. See
Table 4.

Other errors that exist in the parallel corpus
include the lack of space between words (ex. pa
rin ‘still’ incorrectly written as parin), compound
words that was separated by a space (ex. araw-
araw ‘everyday’ incorrectly written as araw

Correct Misspelled Reason

Word as

Pangkain Pang kain Extra Space

‘used for

eating’

Tagtuyo Tag-tuyo Extra Hyphen

‘drought’

lkawalo Ika-walo Extra Hyphen

‘eighth’

i-predict  ‘to | ipredict Missing

predict’ Hyphen

mas  malaki | masmalaki Missing Space

‘bigger’

inilagay sa | nilagay sa | Incorrect

kahon ‘placed | kahon Affix used for

in a box’ a verb focus
Table 3: Affix Errors

Confused between:

ng ‘of’ nang ‘(function word

before an adverb)’

may ‘has (used before
nouns, verbs,
adjectives and

mayroon ‘has (used
before grammatical
particles, personal

adverbs)’ pronouns, and adverbs
of place’
suffix —ng ‘used in na ‘(type of

place of na if word
preceding it ends in a
vowel

grammatical particle)’

araw) and punctuation errors where some
commas or periods are missing.

Correct Misspelled Reason

Word as

noon nuon Pronounciation
‘before’

mayroon meron Pronounciation
‘have’

anong ‘what’ | anung Pronounciation
iyong yung Pronounciation
tingnan ‘look’ | tignan Pronounciation
kumpanya companya Filipinization
‘company’

iskolarship scholarship Filipinization
‘scholarship’

risertser researcher Filipinization
‘researcher’

Table 2: Spelling Errors

Table 4: Wrong Word Usage

4. Overview of the Grammar Checker
The grammar checker named Gramatika that is
discussed in this paper utilizes the existing
implementation of the Lexbar application by
Tsao & Wible (2009) and extends it to cover
more error types, some of which are unique in
the Filipino language. It uses n-grams as rules,
commonly referred to as hybrid n-grams, from
grammatically correct texts consisting of words,
POS tags, and lemmas to detect grammatical
errors and provide suggestions containing
possible corrections. The production of POS
tags, and lemmas can be produced by existing
POS taggers and morphological analyzers® for
Filipino making the system unsupervised such
that new grammatically correct texts can be fed
through these systems and to Gramatika to easily
increase the number of grammar rules.

% See Rabo & Cheng (2006) and Bonus (2003)
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4.1 Rules Learning

Even though Gramatika also uses hybrid n-grams
similar to Lexbar’s (Tsao & Wible, 2009) and
slightly similar to EdIt’s (Huang et al., 2011), the
approach in deriving the hybrid n-grams is
different. Gramatika uses a clustering approach
as opposed to Lexbar’s pruning and EdIt’s
collocations-based approaches. The n-gram sizes
used as rules range from 2 to 7. For example,
given an incorrect phrase para sa bata ang
laruan ni iyon. ‘?that? toy is for the kid’, if
Gramatika has the hybrid 7-gram ‘para sa
[NNC] [DTC] [NNC] na [PRO].’’, then it can
immediately suggest to change the word ni ‘(a
grammatical particle used before a personal
proper noun)’ to na ‘(a grammatical particle used
around adjectives, pointing pronouns, and
others)’ which produces the corrected version:
para sa bata ang laruan na iyon ‘that toy is for
the kid” which is a more appropriate suggestion
than the suggestion produced by the trigram
[NNC] ni [NNP]® to change iyon to a proper
noun (ex. Mark) producing the -corrected
version: para sa bata ang laruan ni Mark
‘Mark’s toy is for the kid’. The use of larger n-
gram sizes increases the context from which a
suggestion can be based from.

In the clustering approach, all n-gram
sequences are retrieved from grammatically
correct texts and are stored in the database.
During the storing process, the frequency of all
POS tag sequences is counted. POS tag sequences
exceeding the threshold of 2 are retrieved and the
word n-grams are grouped as clusters. For each
n-gram clusters, the module checks if there are
any token slot that can be generalized to POS
level. For example, if a cluster has the instances
nagpunta sa bayan ‘went to the town’ and
bumisita sa bahay ‘visited the house’, the first
and third tokens can be generalized because it
meets the minimum difference threshold of 2.
This produces the hybrid n-gram [VBTS] sa
[NNC] which can be used to flag the phrase
umupo sa silya ‘sat on the chair’ as
grammatically correct or wused to detect
grammatical errors. The n-gram rules are stored
in the database as sequences of words, POS tags,
lemmas, and a Boolean sequence denoting which
token slots are generalized. This is done to allow
Gramatika to provide word-specific suggestions

7" Based from the Rabo & Cheng (2006) tag set, NNC =
common noun, DTC = determiner for common nouns, PRO
= pronoun pointing to an object

S NNP = proper noun

and to also identify the appropriate transformed
word to a specific POS -lemma mapping.

4.2 Error Detection

In detecting grammatical errors and producing
suggestions based on the hybrid n-grams, a
weighted Levenshtein edit distance algorithm is
used. This algorithm is commonly used in spell
checking to compute how many edits it will take
to convert a potentially misspelled word to a
correct word in the dictionary. It has also been
used by EdIt (Huang et al., 2011) in providing
corrections by substitution, insertion, and
deletion. In Gramatika, the edit distance
algorithm is extended to detect errors and
provide suggestions correctable by substitution,
insertion,  deletion,  spelling  correction,
unmerging, and merging. The error types that
exists in Filipino are grouped based on the six
suggestion types, see Table 5.

Correction | Error Types

Substitution | Affix/Form errors, wrong
word/punctuation usage (includes
preposition, determiners, and
others)

Spelling Misspelled words, misuse/lack of

Correction | hyphens

Insertion Missing words and punctuations

Deletion Unnecessary words and
punctuations

Unmerging | Incorrectly merged words
requiring unmerging of words or
removal of hyphens

Merging Incorrectly  unmerged  word
requiring removal of space or
insertion of hyphen between texts

Table 5: Correction and Error Types

In producing suggestions, Gramatika parses
the input, which is POS and lemma-tagged, into
n-grams starting from size 7 down to 2. For each
input n-gram, it retrieves hybrid n-gram rules
“similar” to the input n-gram from the database.
A rule is considered “similar” to an input n-gram
if at least n»—2 POS tokens of it are equal to the
POS tokens in the input n-gram. Three sizes of
the rules are also retrieved for each input n-gram:
rules that are of equal size to the input n-gram to
be used for substitution and spelling correction
suggestions, rules that are one token size larger
to produce insertion and unmerging suggestions,
and rules that are one token size smaller to
produce deletion and merging suggestions. If an
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input n-gram is “equal” to a rule n-gram of the
same size, then it is considered grammatically
correct, which is denoted by an edit distance
value of 0. “Equal” tokens, in this context, are
defined as tokens having the same POS tag if the
POS tag of the rule n-gram token is generalized
or tokens that are equal in surface word level.

A substitution suggestion is outputted when
all tokens in the rule n-gram except one are equal
to its respective tokens in the input n-gram in the
same index. The unequal token is categorized
depending on its error type: affix errors or wrong
word usage. In detecting affix errors, the system
checks if the lemma of the unequal input token is
equal to the respective rule token. If the lemmas
are equal but the words and/or POS tags are not
equal, then it is assumed that there is an affix
usage error with respect to the rule n-gram used.
For example, given the input kumain siya bukas
‘he ate tomorrow’ is compared against the rule n-
gram [VBTF] [PRS] bukas’, where one instance
of the POS tag [VBTF] is the word kakain ‘will
eat’, since kumain ‘ate’ and kakain has the same
lemma kain ‘eat’, the error is classified as an
affix usage error which will produce a suggestion
‘Change kumain to kakain’ to produce the phrase
kakain siya bukas ‘He will eat tomorrow’. For
wrong word usage errors, Gramatika suggests
that the unequal rule token should replace the
unequal input token. Consider the example:
Bumili si bata ng laruan ‘?the? child bought a
toy’. It is considered grammatically incorrect
because the word si is used as a determiner for
proper nouns. Using the trigram rule /VBTS] ang
J/NNC]', the correct determiner for common
nouns ang will be suggested to replace the
incorrect word si. Corresponding edit distance
values will be assigned to the outputted
substitution suggestions as seen in Table 6.

Error Type | Weight | Error Type | Weight
Incorrect 0.6 Wrong 0.8
Affix/ Form Word Same

POS
Spelling 0.65 Wrong 0.95
Error Word Diff.

POS
Incorrectly | 0.7 Missing 1.0
Merged Word
Incorrectly | 0.7 Unnecessary | 1.0
Unmerged Word

Table 6: Edit Distance Values

 VBTF = contemplative verb, PRS = singular pronoun
0 VBTS = perfective verb, NNC = common noun

A spelling suggestion is similar to the
substitution suggestion criteria where in all
tokens except one should be equal to its
respective tokens. The unequal tokens are
compared using a character-level edit distance
algorithm. If it meets the spelling difference
threshold, then the token in the rule n-gram is
outputted as a spelling correction suggestion.
This approach is slightly similar to the traditional
way of spell checking which is dictionary look
up, but this uses context in providing an
appropriate suggestion. For example, given the
input Bakt ?, using dictionary look-up alone, two
possible suggestions can be produced: Bakat ‘a
mark/trace’ or Bakit ‘why’. Using a context-
based approach and the rule /PRQ] ?"' where the
word bakit is an instance of the POS tag /PR,
Gramatika will suggest the word Bakit to form
the correct sentence Bakit? ‘Why?’. This
suggestion is assigned an edit distance value of
0.65, as seen in Table 6.

An insertion suggestion is outputted when
all tokens in the input n-gram find their
corresponding equal tokens in the rule n-gram
and one token from the rule n-gram does not
have a matched token. For example, given the
input n-gram a b d and rule n-gram a b ¢ d,
tokens a, b, and d are equal tokens and ¢ does not
have a match which is outputted as an insertion
suggestion. This suggestion is given an edit
distance value of 1.0, as seen in Table 6.

A deletion suggestion is outputted when all
tokens in the rule n-gram find their
corresponding equal tokens in the input n-gram
and one token from the input n-gram does not
have a matched token. This one token will be
suggested to be deleted. This suggestion is also
given an edit distance value of 1.0, as seen in
Table 6.

An unmerging suggestion is outputted when
n-1 tokens in the input n-gram are equal to its
respective tokens in the rule n-gram leaving one
token in the input n-gram and two adjacent
tokens in the rule n-gram without matching equal
tokens. The system concatenates the two adjacent
tokens in the rule n-gram together using a
hyphen or removal of the space and checks if it
equates to the spelling of the input token. If
equal, then an unmerging suggestion is produced.
For example, given the input four-gram a b cd e,
and rule five-gram a b ¢ d e, the tokens a, b, and
e are equal tokens. After which, the tokens ¢ and

' PRQ = question/interrogative pronoun
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d in the rule n-gram is concatenated, since it
equals the token cd in the input n-gram, then the
unmerging suggestion is outputted. This
suggestion is given an edit distance value of 0.7,
as seen in Table 6.

A merging suggestion is outputted when n -
1 tokens in the rule n-gram are equal to its
respective tokens in the input n-gram leaving one
token in the rule n-gram and two adjacent tokens
in the input n-gram without matching equal
tokens. The system concatenates the two adjacent
tokens in the input n-gram together using a
hyphen or removal of the space and checks if it
equates to the spelling of the rule token. If yes,
then a merging suggestion is produced. For
example, given the input five-gram a b ¢ d e, and
rule four-gram a b cd e, the tokens a, b, and e are
equal tokens. After which, the tokens ¢ and d in
the input n-gram is concatenated, since it equals
the token cd in the rule n-gram, then a merging
suggestion is outputted. This suggestion is also
given an edit distance value of 0.7, as seen in
Table 6.

It should be noted that the edit distance
values used are arbitrary and is mainly used for
prioritization of suggestions only as the edit
distance threshold is set to 1. In cases that there
would be ties in terms of edit distance values (ex.
three wrong word different POS tag suggestions),
the frequency of how many times each
suggestion is produced by the n-gram rules is
also considered.

5. Results and Analysis

The Gramatika system is tested on 70 phrases
(35 erroneous and 35 error-free) retrieved from
PanPam (Jasa et al., 2007) Wikapedia (2015),
translated documents by Filipino university
students, and news articles. A small corpus of
2,668 complex sentences which consists of
70,312 tokens (14,575 unique tokens) is used in
training of the n-gram rules which result to 83%
accuracy, 93% precision, and 71% recall. Table 7
shows a summary of figures. 18 out of 25
erroneous phrases were marked as erroneous, and
23 out of 25 error-free phrases were marked as
error-free.

Sentences | Correctly | Incorrectly | Total
Flagged Flagged

Erroneous | 25 10 35

Error-free | 33 2 35

Total 58 12 70

Table 7: Grammar Checking Results

This result shows significant potential for an
unsupervised grammar checker that currently
only uses a small corpus of grammatically
correct sentences.

In detecting errors, the system was able to
produce word-specific suggestions for most
errors except for one instance: Noong 2006,
mananalo ang ‘Last 2006, (something/someone)
will win’, having a verb aspect/tense and adverb
of time disagreement, where the system only
suggest to replace the word mananalo ‘will win’
with any perfective verb [VBTS] because it did
not have the word- POS-lemma mapping nanalo
‘won’-[VBTS] panalo ‘win’. Other detected
errors with produced word suggestions include
affix errors (ex. /inaan — root word laan ‘allot’
cannot use the infix ‘-in-* -> naglaan ‘alloted’),
wrong word usages (ex. nang vs ng, para_sa vs
para_kay), spelling errors (ex. kikumpara ->
kinukumpara ‘comparing’, lalake -> lalaki
‘man’, nag-simula -> nagsimula ‘started’,
nagka-loob -> nagkaloob ‘given’, skolar ->
iskolar ‘scholar’, pwesto -> puwesto ‘position’),
merging/unmerging errors (ex maka kuha ->
makakuha ‘to get’, parin -> pa rin ‘still’), and
missing punctuation (ex. Mayo 31 2016 -> Mayo
31,2016 ‘May 31,2016°).

Gramatika failed to produce correct
suggestions for some erroneous inputs because of
several reasons. One reason is that some tags in
the Rabo & Cheng (2006) tag set are foo
generalized. For instance, the sequence para sa
Mark ‘for the Mark’ was incorrectly flagged as
grammatically correct which is supposedly para
kay Mark ‘for Mark’ because para sa is used for
common nouns and proper nouns of place. This
occurred because all proper nouns only use the
tag [NNP] and an n-gram rule para sa [NNP]
was produced from phrases with proper nouns of
place such as para sa Amerika, and para sa
Taiwan. Another reason is that some words or
phrase sequences were not part of the training
corpus. For example, the phrase taga Manila siya
was not corrected to taga-Manila siya ‘He’s from
Manila’ because the word faga-Manila was not
in the database, thus preventing a merging
suggestion. The system also failed to detect the
grammatical error in the phrase Maganda si. ‘is
beautiful.” which can be corrected as Maganda si
Maria. ‘Maria is beautiful.” because the corpus
sentences were all complex sentences and thus
the correction for the simple sentence was not
produced. The system also incorrectly flagged
the phrase na bibigay ang where bibigay is an
invalid contemplative form [VBTF] of the word
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bigay ‘give’ which is supposedly magbibigay
‘will give’ because there is no magbibigay-
[VBTF]-bigay mapping in the database. This is
caused by the word bibigay being given the tag
[VBTF] since it follows the partial reduplication
rule for the said tag and the hybrid sequence na
[VBTF] ang being considered grammatically-
correct based from sequences such as na
gagampanan ang ‘will take the role of”.

The system performed well in correctly
flagging error-free phrases even though many of
the words were not in the training corpus. This
result can be attributed to the POS tags of the
input phrases and the generalized rules. For
instance, the phrase ang pagtakbo ng mayor
‘mayor’s candidacy’ was flagged correctly
because of the n-gram rule ang [NNC] ng [NNC]
that came from instances such as ang kulay ng
apoy ‘fire’s color’, ang proseso ng produksyon
‘production’s process’. However, there are two
instances wherein the system incorrectly flagged
error-free phrases: Siya ay masaya. ‘She is
happy’ because simple sentences that contain the
word ay did not occur in the training corpus and
Kinuha ko ito dito. ‘1 got it from here’ because
neither the word sequence ko ifo nor the POS
sequence [PRS] [PRO] is not in the n-gram
rules.

6. Summary & Future Works

This paper presents an unsupervised grammar
checker system for Filipino that uses
grammatically correct texts as grammar rules in
the form of hybrid n-grams. It achieved 83%
accuracy, 93% precision, and 71% recall in
detecting broad-range of grammar errors in
Filipino using only a small corpus of 2,668
sentences which can potentially be further
improved as the size and variety of training
sentences increases.

Future works for this system includes
exploring other tag sets or modifying existing
ones to create more specific tag groups for the
system to avoid errors caused by tag groups that
are foo general. Corpus size may also be
increased to produce more n-gram rules and
word- POS-lemma mappings used for grammar
checking.
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Abstract

In this paper, we propose a method that em-
ploys sentences similarities from context word
embeddings for supervised word sense disam-
biguation. In particular, if N example sen-
tences exist in training data, an N-dimensional
vector with N similarities between each pair of
example sentences is added to a basic feature
vector. This new feature vector is used to train
a classifier and identification. We evaluated
the proposed method using the feature vec-
tors based on Bag-of-Words, SemEval-2 base-
line as basic feature vectors and SemEval-2
Japanese task. The experimental results sug-
gest that the method is more effective than the
method with only basic vectors.

1 Introduction

Conventionally, the meaning of a word has been rep-
resented using a high-dimensional sparse Bag-of-
Words (BoW) vector. Recently, there has been con-
siderable interest in word embeddings, where words
meanings are represented by low-dimensional and
dense vectors using deep learning. With word em-
beddings, the distance between words can be mea-
sured more precisely than that provided by a vec-
tor based on the BoW model. Therefore, word
embeddings has been used effectively for various
natural language processing tasks. With regard
to word sense disambiguation (WSD) tasks, some
studies have considered that the word embeddings
comprise embeddings of word senses(Chen et al.,
2014)(Neelakantan et al., 2014)(Sakaizawa and Ko-
machi, 2015)(Bhingardive et al., 2015);however,
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these studies only consider unsupervised WSD. To
the best of our knowledge, the only study that ad-
dresses supervised WSD with word embeddings
is by Sugawara(Sugawara et al., 2015). In Sug-
awara’s method, one BoW-based vector and one
vector based on context word embeddings (CWE)
are merged, and they are used for training a classifier
and identification. The method proposed by Sug-
awara is more effective than the method that only
uses a vector based on the BoW model. However,
we have found two problems with this method. First,
it restricts the position of the word in the context.
Second, it includes function words. In this paper,
we propose a method that addresses both problems.
Specifically, if N example sentences exist in train-
ing data, an N-dimensional vector that consists of
the similarities between each pair of example sen-
tences is added to a basic feature vector. This new
feature vector is used for training a classifier and
identification. The similarity between sentences is
calculated using CWE. This solves the first problem.
In addition, the proposed method only uses content
words to calculate similarities between example sen-
tences, which solves the second problem. We used
SemEval-2 Japanese task to compare Sugawara’s
method and the proposed method. We found that
the proposed method demonstrated higher precision.
Furthermore, we performed experiments with basic
features used in SemEval-2 baseline system and de-
termined that the proposed method gave better re-
sults.



2 Word Embedding for WSD

Feature vectors can be created using the words
around a target word in a sentence. This method can
present a context of the target word with the vec-
tor in a binary representation. Therefore, unknown
words cannot be handled.

To address this problem, superordinate concepts
in a thesaurus are used because it provides the simi-
larities between different words.

Thus, using a thesaurus is effective for WSD. In
this paper, we propose to increase the accuracy of
WSD using word embedding as a thesaurus.

3 Sentences Similarities

Sugawara’s supervised WSD method represents fea-
tures using one vector based on the BoW model and
another vector that consists of CWE (the context is
five words before and after a target word). For ex-
ample, when the five words before a target word
are (w_5,w_4,w_3,w_o,w_1) and the five words
after the target word are (wj,ws, ws, wy, ws), the
features vector comprises a binary vector based on
the BoW model (1,0,0,1,0,---,1) and a vector
with word embeddings (vy—1, Vw—2," " , Vwd, Vus)
as shown in Figure 1. Sugawara’s experimental
results suggested that word embeddings useful for
WSD. However, we found following 2 problems in
his method;

1. It restricts a position of a word in the context.
2. Itincludes function words.

Therefore, we propose a method that uses the sim-
ilarities between example sentences from word em-
beddings to address these problems.

The similarities between two sentences are de-
fined as the average of the cosine of each word em-
bedding in sentences, then i-th sentence (V;) and j-
th sentence (V) in training data, and the similarities
between V; and V; are expressed as follows:

Vi = (Vwi—1, Owi—2; -+, Vwid; Vwis)
Vi = (Vwj—1,Vwj—2, -+, Vwjd, Vwjs)

Zi‘fw ZZJJM cos(Viy, Vi)

Vil - [Vl

sim(i,§) =
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When only content words are used to calculate
similarities, all function words are removed from
Vi, Vj.

4 Proposed Method

The proposed method employs a new features vector
comprising the basic vector and a vector using the
similarities between example sentences with word
embedding. As mentioned previously, Sugawara’s
method employs a features vector comprising a vec-
tor based on the BoW model and a vector compris-
ing CWE. However, the proposed method employs a
new features vector comprising a vector based on the
BoW model and a vector comprising the similarities
between sentences from CWE (Figure 2).

In our experiments, we denote the method that in-
cludes content words and function words in features
words to calculate similarities as “Proposed Method
(1)” and the method that does not include function
words as “Proposed Method (2).”

5 Features with Thesaurus

The grain size of thesaurus is the important problem
in WSD (Shinnou et al., 2015). On the other hand,
concepts of words are continuance because distance
between words can be calculated with word embed-
dings. Therefore, it is assumed that using word em-
bedding instead of thesaurus can increase accuracy
of WSD.

We implement the SemEval-2 baseline system as
a general method using thesaurus. The training algo-
rithm is linear SVM (Support Vector Machine) and
features are following twenty things (PoS; Part of
Speech, w;; a word positioned in context)

el=2 previous word, e2=the PoS,
e3=the sub PoS,

e4=1 previous word,
e6=the sub PoS,
e7=target word,

e9=the sub PoS,

e5=the PoS,

e8=the PoS,

el0=1 following word, ell=the PoS,
el2=the sub PoS,
el3=2 following word, eld4=the PoS,

el5=the sub PoS,
elé=relation,
el7=ID of 2 previous word



/

K VsV 4, V3V, V, W ViV, ViV, Vs

Target word

W W WiW, W, W W, Wy W, W

\

V. 1 Embedding of w;

/

4

Feature vector

A BoW-based vector of W;

A vector of Vi

Figure 1: Feature vector in Sugawara’s method

in thesaurus,

el8=ID of 1 previous word
in thesaurus,

el19=ID of 1 following word
in thesaurus,

e20=ID of 2 following word
in thesaurus

We use only the five character ID in thesaurus al-
though both of the four and five character ID are
used in the conventional baseline system. Moreover,
the features vector for e17, el8, el9, e20
are multiple because there are several ID for one
word.

This features can be divided into two features;
non-thesaurus features from el to e16 (std-0) and
thesaurus features from el to e20 (std-1). We use
two vectors based on std-0 and std-1 as the basic
vectors to create the new features vector that the
each of basic vectors and the similarities vector are
merged. The new features vector are used in the
experiments to confirm whether it can increase ac-
curacy of WSD using word embeddings instead of
thesaurus.
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6 Experiments

6.1 Set-up

We used the SemEval-2 Japanese task in the experi-
ments. This data consists of fifty multivocals. Fifty
training data and fifty test data are for each multivo-
cals. Both of training data and test data are adopted
morpheme analysis and saved as XML format.

Word embeddings are 200-dimensional vectors
calculated by word2vec ! with Japanese articles in
wikipedia.

We used the linearSVC of scikit-learn® to make
the classifier and set its normalize parameter C to
1.0.

In addition, we defined content words to the
words whose the part of speech is noun, verb, ad-
jective or adverb.

6.2 Results

First, we performed an experiment to confirm that
Sugawara’s method is to determine whether it is
valid for the SemEval-2 Japanese task. The accu-

"https://code.google.com/p/word2vec/
“http://scikit-learn.org/stable/index.html



Training data

s, BoW, CWE,
S, BoW, CWE,
s | BoW, [ cwe
M| BoW,, [ cwe,
Feature vector of S;
s, BoW, sim(i.1) | sim(i,2) | =« + |sim(i, N)

l )
!

A similarities vector using word embeddings

Figure 2: Features vector of training data in the proposal method

racy of the BoW features and the BoW+CWE fea-
tures are shown in Table 1.

features \ accuracy
BoW 0.716
BoW + CWE | 0.745

Table 1: Result of the BoW and the BoW+CWE

The result suggested that the method can obtain
higher accuracy than the BoW.

Second, we performed an experiment to compare
the method using the BoOW+CWE and our proposed
method. The result is shown in Table 2.

features \ accuracy
BoW + CWE 0.745
Proposal method (1) 0.753
Proposal method (2) 0.754

Table 2: Result of the BoOW+CWE and the proposed
method

The result suggested that the proposed method
can obtain better accuracy than the BoW+CWE
method. It was found that the proposed method (2)
has obtained higher accuracy than proposed method
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(1). The accuracy for each of the target words is
summarized in Table 4. The numbers in bold rep-
resents the maximum values for each of the target
words, and the underlined numbers represents the
number of the strictly larger by comparing the pro-
posed method and the BoW+CWE.

Likewise, the experimental result using std-0 and
std-1 as the basic vectors are shown in Table 3

features accuracy
std-0 0.757
std-1 0.769
std-0 + similarities 0.761
std-1 + similarities 0.771

Table 3: Accuracy of std-0, std-1 and similarities

The result suggested that using the vectors com-
prising the each of basic vectors and the similarities
vector can be obtained the higher accuracy than only
using the basic vector. The accuracy for each of the
target words is summarized in Table 5.

7 Discussions

We performed the experiment using the vectors
based on the BoW, std-0 and std-1 as the basic vec-



tors, it was found that the vector merged the basic
vectors and sentence similarities vectors can pro-
duce higher accuracy than only the basic vectors.
By comparing the result of BoOW+CWE and the pro-
posed method for each of the target words, the pro-
posed method got strictly higher accuracy than the
BoW+CWE in sixteen words and got lower accu-
racy in twelve words. Furthermore, by comparing
the result of the std-0 and the proposed method, the
proposed method got strictly higher accuracy than
std-0 in ten words and got lower accuracy in three
words. Likewise, by comparing the result of std-1
and the proposed method, the proposed method got
higher accuracy in five words and got lower accu-
racy in one word. Therefore, the proposed method
is considered to be effective in improving accuracy
of WSD.

By comparing the result of the proposed method
(1) and (2) in Table 4, the proposed method (1) got
higher accuracy than the proposed method (2) in
three words and got lower accuracy in four words.
The accuracy rate of the method (2) was higher than
the method (1) by 0.001. Therefore, we found that
the superiority of the proposed method (2) was very
slight.

A purpose of this experiment is to confirm
whether that using word embeddings instead of a
thesaurus can improve the accuracy of WSD. Ac-
cording to the accuracy rate in Table 3, the accuracy
of the std-1 (0.769) is lower than the accuracy of the
std-0 + similarities (0.761). This result suggested
that the method using thesaurus is more effective
for WSD than the method using the similarities be-
tween example sentences. However, it is assumed
that the method using word embeddings instead of a
thesaurus can improve the accuracy of WSD because
of following reasons; there are a lot of methods other
our proposing, and the quality of word embeddings
depend on quality and quantity of text corpora.

8 Conclusion

In this paper, we have proposed a method that
uses sentences similarities from CWE for supervised
WSD. Specifically, if N example sentences exist in
training data, an N-dimensional vector with N sim-
ilarities between each pair of example sentences is
added to a basic feature vector. We performed ex-
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periments with basic features used in a SemEval-2
baseline system and determined that the proposed
method gave more accurate results than a previous
method with only the basic features vector. The re-
sults suggested that the proposed method improves
the accuracy of WSD. In future, we plan to confirm
whether the method can further improve WSD by
using word embeddings trained from other text cor-
pora.
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Table 4: Accuracy of the each target words (1)

target words | BoW [ BoW+CWE | proposed method (1) | proposed method(2) |
AT (aite) 0.82 0.82 0.82 0.82
29 (au) 0.60 0.70 0.70 0.70
7% (ageru) 0.36 0.36 0.44 0.42
5.2 % (ataeru) 0.64 0.64 0.66 0.68
%7 (ki) | 0.94 0.94 0.94 0.94
B (m) 038 0.52 0.64 0.68
ANIVS (reru) | 0.72 0.74 0.74 0.74
KX (ookii) 0.94 0.94 0.94 0.94
# % 5 (oshieru) | 0.22 0.34 0.38 0.38
] HE (kanou) 0.68 0.74 0.62 0.60
% % % (kangaeru) | 0.98 0.98 0.98 0.98
B4% (kanket) 0.82 0.88 0.96 0.96
T (gijutsu) | 0.84 0.84 0.86 0.86
& (keizai) 0.98 0.98 0.98 0.98
B15; (genba) 0.74 0.74 0.74 0.74
it (kodomo) 0.60 0.54 0.44 0.42
W (jikan) 0.86 0.84 0.88 0.88
%5 (shijou) 0.58 0.64 0.60 0.60
12 (shakai) 0.86 0.86 0.86 0.86
T ¥ (jouhou) 0.70 0.76 0.82 0.82
# 6 5 (susumeru) | 0.44 0.58 0.86 0.86
95 (suru) 0.54 0.66 0.72 0.72
U (takai) 0.86 0.86 0.86 0.86
7 (dasu) 0.40 0.46 0.40 0.40
75 (tatsu) 0.46 0.50 0.58 0.60
TRV (tsuyol) 0.92 0.92 0.92 0.92
=+ (te) 0.78 0.78 0.78 0.78
M5 (deru) 0.62 0.66 0.58 0.58
et (denwa) 0.78 0.78 0.78 0.78
% (toru) 0.4 0.26 032 0.32
5% (noru) 0.56 0.58 0.60 0.60
5% (baai) 0.86 0.88 0.84 0.84
A% (hairu) 0.66 0.66 0.66 0.66
I T (hajime) | 0.90 0.96 0.96 0.96
158 % (hajimeru) | 0.78 0.80 0.78 0.78
5Pt (basho) 0.94 0.96 0.96 0.96
FLU~ (hayai) 0.58 0.66 0.62 0.62
— (ichi) 0.92 0.92 0.92 0.92
i< (hiraku) 0.90 0.90 0.88 0.88
31k (bunka) 0.98 0.98 0.98 0.98
i (hoka) 1.00 1.00 1.00 1.00
BT (mac) 0.66 0.76 0.78 0.78
.2 % (mieru) | 0.60 0.60 0.58 0.58
8% % (mitomeru) | 0.80 0.80 0.78 0.78
L% (miru) 0.80 0.80 0.80 0.80
FF-> (motsu) 0.64 0.74 0.76 0.76
K 5 (motomeru) | 0.76 0.74 0.74 0.76
T (mono) 0.88 0.88 0.88 0.88
7% (yaru) 0.94 0.96 0.96 0.96
B (yoi) 0.36 0.40 0.38 0.38
average | 0716 | 0.745 0.753 0.754
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Table 5: Accuracy of each target words (2)

target words std-0 | std-1 | std-O + similarities | std-1 + similarities
FAF (aite) 0.78 | 0.80 0.78 0.80
29 (au) 0.88 0.92 0.90 0.92
EF % (ageru) 0.44 | 0.52 0.48 0.56
5-% 5 (ataeru) 0.76 | 0.70 0.74 0.70
A% % (ikiru) 094 | 094 0.94 0.94
I (imi) 048 | 0.44 0.46 0.46
AT (ireru) 0.74 | 0.74 0.74 0.74
K&\ (ooki) 0.94 0.94 0.94 0.94
# % % (oshieru) 0.36 | 0.52 0.40 0.52
A (kanou) 0.68 | 0.64 0.68 0.64
# 2z % (kangaeru) | 0.98 | 0.98 0.98 0.98
BE£% (kankei) 0.96 | 0.96 0.96 0.96
AR (gijutsu) 0.84 | 0.82 0.84 0.82
T2 (keizai) 0.98 | 0.98 0.98 0.98
H155 (genba) 0.74 | 0.76 0.74 0.76
T (kodomo) 0.60 | 0.62 0.60 0.60
IR (jikan) 0.86 | 0.84 0.86 0.86
%5 (shijou) 0.52 0.56 0.52 0.56
#£2> (shakai) 0.86 | 0.86 0.86 0.86
T4 (jouhou) 0.86 | 0.84 0.86 0.84
D 5 (susumeru) | 0.92 | 0.92 0.92 0.92
F % (suru) 0.64 | 0.72 0.66 0.72
&\ (takai) 0.86 | 0.88 0.86 0.88
9~ (dasu) 0.40 | 0.50 0.42 0.50
ST (tatsu) 0.52 | 0.50 0.52 0.52
R (tsuyol) 0.92 | 0.90 0.92 0.90
F (te) 0.78 | 0.78 0.78 0.78
% (deru) 0.52 0.52 0.52 0.52
ik (denwa) 0.84 | 0.78 0.80 0.78
% (toru) 0.26 | 0.28 0.26 0.28
% (noru) 0.78 | 0.78 0.78 0.78
YA (baai) 0.84 | 0.84 0.84 0.84
A% (hairu) 0.54 | 0.56 0.54 0.56
[ZT® (hajime) | 0.88 | 0.88 0.88 0.88
15 % (hajimeru) | 0.88 | 0.86 0.88 0.86
5Pt (basho) 0.90 0.96 0.92 0.96
U (hayai) 0.70 | 0.70 0.72 0.72
— (ichi) 0.92 | 0.90 0.92 0.90
B < (hiraku) 0.78 0.84 0.80 0.84
A (bunka) 0.98 | 0.98 0.98 0.98
ftti (hoka) 1.00 1.00 1.00 1.00
All (mae) 0.76 | 0.76 0.76 0.76
W% % (mieru) 0.68 | 0.70 0.68 0.70
R % (mitomeru) | 0.76 | 0.82 0.78 0.82
L% (miru) 0.78 0.78 0.78 0.78
£ (motsu) 0.78 | 0.80 0.78 0.80
K2 (motomeru) | 0.64 | 0.76 0.68 0.76
% @ (mono) 0.88 0.88 0.88 0.88
<% (yaru) 0.96 | 0.96 0.96 0.96
LU (yoi) 0.56 | 0.54 0.56 0.54
average | 0.757 [ 0.769 | 0.761 \ 0.771
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Abstract

The Hierarchical Sub-Sentential Alignment
(HSSA) method is a method to obtain aligned
binary tree structures for two aligned sen-
tences in translation correspondence. We pro-
pose to use the binary aligned tree struc-
tures delivered by this method as training data
for preordering prior to machine translation.
For that, we learn a Bracketing Transduction
Grammar (BTG) from these binary aligned
tree structures. In two oracle experiments in
English to Japanese and Japanese to English
translation, we show that it is theoretically
possible to outperform a baseline system with
a default distortion limit of 6, by about 2.5 and
5 BLEU points and, 7 and 10 RIBES points
respectively, when preordering the source sen-
tences using the learnt preordering model and
using a distortion limit of 0. An attempt at
learning a preordering model and its results
are also reported.

1 Introduction

One of the major common challenges for machine
translation (MT) is the different order of the same
conceptual units in the source and target languages.
In order to get a fluent and adequate translation in
the target language, the default phrase-based statis-
tical machine translation (PB-SMT) system imple-
mented in MOSES has a simple distortion model
using position (Koehn et al., 2003) and lexical in-
formation (Tillmann, 2004) to allow reordering dur-
ing decoding. Other solutions exist: e.g., the distor-
tion model in (Al-Onaizan and Papineni, 2006) han-
dles n-gram language model limitations; Setiawan et
al. (2007) propose a function word centered syntax-
based (FWS) solution; Zhang et al. (2007) propose

areordering model integrating syntactic knowledge.
Also, other models than the phrase-based model
have been proposed to address the reordering prob-
lem, like hierarchical phrase-based SMT (Chiang,
2007) or syntax-based SMT (Yamada and Knight,
2001).

Preordering (Xia and McCord, 2004; Collins et
al., 2005) has been proposed primarily to solve
the problems encountered when translating between
languages with widely divergent syntax, for in-
stance, from a subject-verb-object (SVO) language
(like English and Mandarin Chinese) to a subject-
object-verb (SOV) language (like Japanese and Ko-
rean), Preordering is a pre-processing task that aims
to rearrange the word order of a source sentence
to fit the word order of the target language. It is
separated from the core translation task. Recent
approaches (DeNero and Uszkoreit, 2011; Neubig
et al., 2012; Nakagawa, 2015) learn a preordering
model based on Bracketing Transduction Grammar
(BTG) (Wu, 1997) from parallel texts to score per-
mutations by using tree structures as latent variables.
They build the needed tree structures and the pre-
ordering model (i.e., a BTG) at the same time us-
ing word alignments. However it is needed to check
whether a given sentence can fit the desired tree
structures.

It seems of course more difficult to build both
the tree structures and the preordering model at the
same time than to build only a preordering model
if the tree structures are given. In this paper, we
rapidly obtain tree structures using word-to-word as-
sociations taking advantage of the hierarchical sub-
sentential alignment (HSSA) method (Lardilleux et
al., 2012). This method computes a recursive bi-
nary segmentation in both languages at the same
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S He enjoys beautiful scenery in Kyoto .

S’ He Kyoto in beautiful scenery enjoys .
T HEARMTELLREZRELT

Figure 1: Example of preordering.

time, judging whether two spans with the same con-
cepts in both languages are inverted or not. We
conduct oracle experiments to show that these tree
structures may be beneficial for PB-SMT. We then
use these tree structures as the training data to build
a preordering model without checking the validity
by modifying the top-down BTG parsing method
introduced in (Nakagawa, 2015). Oracle experi-
ments show that if we reorder source sentences ex-
actly, translation scores can be improved by around
2.5 BLEU points and 7 RIBES points in English to
Japanese) and 5 BLEU points and 10 RIBES points
in Japanese to English. Experiments with our tree
structures show that better RIBES scores can be eas-
ily obtained.

The rest of this paper is organized as follows:
Section 2 describes related work in preordering and
BTG-based preordering. Section 3 shows how to
obtain tree structures using word-to-word associa-
tions. Section 4 reports oracle preordering experi-
ments. Section 5 gives a method to build a preorder-
ing model using tree structures. Section 6 presents
the results of our experiments and their analysis.

2 Related Work
2.1 Preordering for SMT

Preordering in statistical machine translation (SMT)
converts a source sentence S, before translation, into
a reordered source sentence S’, where the word or-
der is similar to that of the target sentence 71" (Fig-
ure 1).

Preordering can be seen as an optimization prob-
lem, where we want to find the best reordered source
sentence that maximizes the probability among all
possible reordering of the sentence.

S’ = argmax P(9'|9)
S/€4(S)

ey

S’ represents the best reordered source sentence, and

~(.S) stands for the set of all possible reordering of
the source sentence.

Syntax-based preordering based on the existence
parsers has been proposed to pre-process the source
sentences by using automatically learned rewriting
patterns (Xia and McCord, 2004). Several meth-
ods have been proposed methods, such as con-
stituent parsing by automatically extracting pre-
ordering rules from a parallel corpus (Xia and Mc-
Cord, 2004; Wu et al., 2011) or by creating rules
manually (Wang et al., 2007; Han et al., 2012),
or dependency parsing with automatically created
rules (Habash, 2012; Cai et al., 2014) or manually
generated rules (Xu et al., 2009; Isozaki et al., 2010).

Another trend of research is to try to solve the
preordering problem without relying on parsers.
Tromble and Eisner (2009) propose sophisticated re-
ordering models based on the Linear Ordering Prob-
lem. Visweswariah et al. (2011) learn a preorder-
ing model by similarity with the Traveling Sales-
man Problem. Lerner and Petrovs (2013) present
a source-side classifier-based preordering model.
Several pieces of research (DeNero and Uszkoreit,
2011; Neubig et al., 2012; Nakagawa, 2015) are
mainly about using tree structures as latent variables
for preordering models. This is detailed in the next
subsection.

2.2 BTG-based Preordering

BTG-based preordering is based on Bracketing
Transduction Grammar (BTG), also called Inversion
Transduction Grammar (ITG) (Wu, 1997). Whereas
Chomsky Normal Form of context-free rules has two
types of rules (X — X1 X5 and X — x) and the
grammar is monolingual, BTG has three types of
rules, Straight, Inverted and Terminal, to cope with
the possible correspondences between a source lan-
guage and a target language.

Straight keeps the same order in the source and
the target languages; Inverted exchanges the order;
Terminal just stands for the production of a non-
terminal symbol both in the source and target lan-
guages. The corresponding tree structures are illus-
trated in Figure 3 from (a) to (c) in the same order.
The parse tree obtained by applying a BTG to parse
a pair of sentences, provides the necessary informa-
tion to reorder the source sentence in conformity to
the word order of the target sentence, as it suffices to
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He enjoys beautiful

at the same time

_|_

scenery in Kyoto . :
wERETEL Preordering :
LWREZRLT ! model |
° : He enjoys beautiful scenery in Kyoto . !
Obtainment of HSSA
tree structure Building .
P _— Preordering
model

He enjoys beautiful scenery in Kyoto .

Figure 2: The difference between previous methods (Neubig et al., 2012; Nakagawa, 2015) and our proposed method
when building a preordering model. In previous work, the tree structures and the preordering model should be deduced
at the same time from the parallel text. Our work firstly produces the tree structures from parallel text, and then

computes a preordering model.

@ X b X © X
Xy Xo X4 Xo s/t
X=X Xo/XXp X =XXo/XoX; X-=sh
Straight Inverted  Terminal

Figure 3: Tree structures related to bracketing transduc-
tion grammar.

read the type of rules applied, straight or inverted.

Neubig et al. (2012) present a discriminative
parser using the derivations of tree structures as un-
derlying variables from word alignment with the
parallel corpus. However, the computation complex-
ity is O(n?) for a sentence length of n because the
method guesses the tree structure using the Coke-
Younger-Kasami (CYK) algorithm, which complex-
ity is O(n?). In order to reduce complexity, Naka-
gawa (2015) proposes a top-down BTG parsing ap-
proach instead of the bottom-up CYK algorithm.
The computation complexity reduces to O(kn?) for
a sentence length of n and a beam width of k.

Both methods need to predict the possible tree
structures for each sentence when building the pre-
ordering model. Word alignments are used to check
whether a pair of sentences can yield a valid tree
structure.! Predicting tree structures while building

'A sentence pair which cannot be represented by a BTG tree

the preordering model at the same time is difficult.
In the present paper, we propose to directly gener-
ate the tree structures from the word-to-word asso-
ciation matrices, and to use these tree structures to
build the preordering model afterwards. Figure 2 il-
lustrates the differences between the two previous
methods and our proposed method.

3 Obtaining HSSA Tree Structures

In our proposed method, the tree structures are
obtained by using soft alignment matrices and
recursively segmenting these matrices with Ncut
scores (Zha et al., 2001) using the hierarchical sub-
sentential alignment (HSSA) method (Lardilleux et
al., 2012).

The HSSA method delivers tree structures which
are similar to parse trees obtained by the application
of a BTG. Figure 4 shows that segmenting along
the second diagonal with the HSSA method corre-
sponds to an Inverted rule in the BTG formalism and
that segmenting according to the first diagonal corre-
sponds to Straight. The column S,,.5,% and the row
T,.T,, of the matrix in Figure 4 are related to part of
the source sentence and part of the target sentence
respectively.

The HSSA method uses soft alignment matrices

structure is: Bo D4 A1C3 to A1 BoCsDy.

>The symbol “” stands for the concatenation of word
strings.
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Figure 4: Hierarchical sub-sentential alignment and gen-
eration of tree structures. (a) a best segmentation accord-
ing to the second diagonal in the soft alignment matrix
using the HSSA method coresponds to an Inverted rule in
the BTG formalism; (b) a best segmentation according to
the main diagonal corresponds to a Straight rule. (b) is a
sub-part in (a) to illustrate recursivity.

where each cell for a source word s and a target
word ¢ has a score w(s, t) computed as the geomet-
ric mean of the word-to-word translation probabil-
ities in both directions (see Equation (2)). In Fig-
ure 4, the saturation of the cells represents the score
w(s, t): the darker the color, the higher the score.

w(s,t) = \/p(s[t) x p(t]s) 2)

Each segmentation iteration segments the soft
alignment matrix in both horizontal and vertical di-
rections to decompose the matrix recursively into
two corresponding sub-parts. There are two cases:
the two sub-parts follow the main diagonal, (S, T})
and (S, T,), this is similar to the BTG rule Straight
(see Figure 4(b)); or they follow the second diago-
nal, (Sp, T},) and (Sp, T},), this is similar to the BTG
rule Inverted (see Figure 4(a)). In order to decide
for the segmentation point and for the direction in
a submatrix (X, Y) € {S,, Sy} x {T}, T, }, Ncut
scores (Zha et al., 2001) of crossing points in the
matrix (Sp.Si, Tp.Tp) are calculated in both direc-
tions.

WX, Y)= Y w(st) 3)

seX teYy

cut(X,Y)=W(X,Y)+W(X,Y) &

cut(X,Y)
Neut(X,Y) + 2 x W(X,Y)
N cut(X,Y)
Neut(X,Y) + 2 x W(X,Y)
(5)

Neut(X,Y) =

One tree structure for one sentence is generated
with sub-sentential alignments at the same time by
remembering the best segmentation point of each
iteration in a sentence, using the HSSA method.
In our proposed method, all the tree structures ob-
tained from a training bilingual corpus become a
training data set to learn a preordering model. The
HSSA approach allows to get tree structures easily
and rapidly, by using only a parallel corpus and the
word-to-word associations obtained from it. No fur-
ther annotation is needed.

4 Oracle Experiments: Upper Bounds

So as to check whether our proposed method is
promising, in a first step, we perform oracle ex-
periments. The purpose is to determine the upper
bounds that can be obtained in translation evaluation
scores. This will offer a judgment on the theoretical
effectiveness of utilizing tree structures generated by
the hierarchical sub-sentential alignment method.

In the oracle experiments, we apply the HSSA
method on the sentence pairs of the test set to obtain
their tree structures and then use these tree structures
to reorder the source sentences of the test set. In a
real experiment, this is impossible, because the tar-
get sentence, and hence the soft alignment matrices
are unknown.

To reorder the words in a source sentence, as ex-
plained above, we recursively traverse the tree struc-
ture in a top-down manner. The order of the words
in the source sentence is changed according to the
types of nodes encountered in the tree structures.
When the type of node is Straight, the two spans in
the source sentence keep the original order; when
it is Inverted, the two spans in the source sentence
are inverted. After reordering, the alignment be-
tween the reordered source sentence and the target
sentence follows the main diagonal, up to the cases
where one word corresponds to several words. Fig-
ure 5 shows an example.
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Figure 5: Example for oracle experiment. (a) a soft alignment matrix between a source sentence (left) and a target
sentence (above); (b) a tree structure with Straight or Inverted nodes; (c) the alignment between the reordered source
sentence and the target sentence. The arrow from (a) to (b) represents the generation of tree structures from word-to-
word associations by use of the HSSA method; the arrow from (b) to (c) is reordering. In the oracle experiment, this
is applied on test data. In a real experiment, this is applied on test data and development data, while the scheme given

in Figure 6 is applied on the test data.

After reordering all source sentences in the train-
ing, tuning, and test sets, a standard PB-SMT system
is built as usual with the reordered source sentences
in place of the original sources sentences, and with
their corresponding target sentences.

S Building and Applying a Preordering
Model

A preordering model is built by using the tree struc-
tures obtained on the parallel corpus used as train-
ing data for machine translation, as its training data.
On test data, i.e., source sentences alone, the role
of the pre-ordering model is to guess a new order
for the words of the source sentences in the absence
of corresponding target sentences. Figure 6 illus-
trates the process of building the preordering model
with the tree structures obtained as explained in Fig-
ure 1 from the sentence pairs of the training data
of a machine translation system. We now present
a method to learn and apply a preordering model.
This method is a modification of the top-down BTG
parsing method presented in (Nakagawa, 2015). The
main difference is that, in our present configuration,
tree structures are available from a parallel corpus.

In Nakagawa’s method, word alignments are used
to predict the tree structures, so that, after segment-
ing one span into two, whether a word in one of
two spans aligns to another word in the other span
is checked in each iteration. However, in our con-
figuration, we are able to directly get the separating
points because we know the tree structure produced
by the HSSA method.

The best derivation d for a sentence is important
for both learning and applying a preordering model.
Because one derivation leads to one parse tree, find-
ing the best derivation can be regarded as finding the
best parse tree. To assess the quality of a parse tree,
we compare it with the tree structure output by the
HSSA method. The best parse tree is the tree with
the maximal score defined by the following formula:

d = argmax
deD(T)

o(m) ©6)

me&Nodes(T)

where d represents one derivation in the set of all
possible derivations D(T') for the tree structure T
m represents one node in the set of nodes Nodes(T')
of the tree structure 7', and o(m) represents the
score of the node.

The score of a node in a tree structure is computed
by applying the perceptron algorithm (Collins and
Roark, 2004), i.e., by taking each node of trees as
a latent variable (Nakagawa, 2015). This algorithm
is an online learning algorithm, and processes nodes
in an available tree structure one by one, by using
the following formula to calculate the score of each
node o(m):

o(m)=A-®(m), m € Nodes(T)

where ®(m) represents the feature vector of this
node, and A represents the vector of feature weights.

Due to iterated binary decomposition, an increas-
ing number of iterations for one sentence results
in many derivations that wait for being checked
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Preordering
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Figure 6: Example of building and applying preordering model using tree structures as the reference. (a), (b) and the
arrow from (a) to (b) are the same with Figure 5. The difference is that both (a) and (b) generating from only a training
set. (c) a sentence from test set becomes a target-like source sentence in the solid line and in dotted line it shows
corresponding target sentence. The arrow from (b) to (c) represents building preordering model.

whether they are the best ones or not, both while
building and while applying the preordering model.
In order to control the size of the search space, a
beam search is used.

We need to enable the system to output d to be-
come as similar as possible as the derivation d found
in the tree structure obtained by the HSSA model
while building the preordering model. To do so, we
learn the feature vectors and adjust their weight vec-
tors by using the Expectation—-Maximization (EM)
algorithm on the training data. In the end, we obtain
a preordering model with features and correspond-
ing weights.

We then apply the preordering model on all the
source sentences of all three data sets, training, tun-
ing, and test, to reorder their words. A standard PB-
SMT system is then built as usual with reordered
source sentences in place of the original sources
sentences, and with their corresponding target sen-
tences.

6 Experiments

6.1 Experimental Settings

We build our PB-SMT systems in a standard way us-
ing the Moses system (Koehn et al., 2007), KenLM
for language modelling (Heafield, 2011), and stan-
dard lexical reordering model (Koehn et al., 2005).
This lexical reordering model allows local reorder-
ing with a given distortion limit during decoding.
The default of the distortion limit in Moses is 6.
When set to 0, the system does not perform any lex-
ical reordering.

Sentence Words
Pairs Japanese | English
Train 330,000 6.09M | 591 M
Tune 1,235 344k | 30.8k
Test 1,160 285k | 26.7k

Table 1: Number of sentences and words in the training,
tuning and test sets of the KFTT corpus.

The language pair we work on is Japanese—
English in both directions. The data sets are the
training, tuning and test sets from the Kyoto Free
Translation Task (KFTT) corpus.®> In this corpus,
Japanese sentences have been segmented and tok-
enized by KyTea.* Table 1 gives statistics on these
data sets.

For the generation of tree structures, word-to-
word associations are extracted from the training set
andused to the hierarchical sub-sentential alignment
method, are extracted only from the training set.

For our preordering model, we carried out exper-
iments by following the experimental settings re-
ported in (Nakagawa, 2015) with a beam search of
20, a number of iteration of 20 and 100,000 sen-
tences pairs as preordering training extracted at ran-
dom from the training set. We use three kinds of
features, LEX, POS, and CLASS. LEX consists in
the lexical items inside a given window around the
current word in the source language. POS are the
parts-of-speech of the lexical items of the LEX fea-

3http://www.phontron.com/kftt/index.html
*http://www.phontron.com/kytea/
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ture words. The CLASS features are their semantic
classes. The POS tagging information is provided
by KyTea for Japanese, and the Lookahead Part-Of-
Speech Tagger (Tsuruoka et al., 2011) for English.’
We use the Brown clustering algorithm (Brown et
al., 1992; Liang, 2005) for word class information
in English and Japanese.

6.2 Evaluation Metrics

In order to evaluate the efficiency of reordering,
we use a modified version of the Fuzzy Reorder-
ing Score (FRS) (Talbot et al., 2011) and Kendall’s
7 (Kendall, 1938) as intrinsic evaluation metrics.
The modified version of FRS (see Equation (7))
is inspired by (Nakagawa, 2015) because only two
words are considered and the indices of the first and
the last words are also considered (Neubig et al.,
2012).

B
S| +1

mod FRS = (7
B represents the number of word bigrams which ap-
pear in both the reordered sentence and the golden
reference, and | S| represents the length of the source
sentence S in words.

We also change the formula for calculating
Kendall’s 7 to a normalized Kendall’s 7 following
(Isozaki et al., 2010). Equation (8) gives the defini-
tion.

B E
|51 (1S = 1)/2

E represents the number of not increasing word
pairs and |S| x (|S| — 1)/2 is the total number of
pairs.

Being a metric to evaluate the quality of machine
translation, RIBES (Isozaki et al., 2010) is an ex-
trinsic metric in our work. However, given the fact
that RIBES takes order into account, it can also be
considered an intrinsic metric in our work. As a mat-
ter of fact, RIBES bases on the computation of FRS
and 7.

In addition, we of course use BLEU (Papineni et
al., 2002) for the evaluation of machine translation
quality as it is the de facto standard metric.

®)

norm7 =1

Shttp://www.logos.ic.i.u-tokyo.ac.jp/
~tsuruoka/lapos/

6.3 Experimental Results and Analysis

Table 2 shows the evaluation results in all intrin-
sic evaluation metrics (modified FRS and normal-
ized 7), the intrinsic and extrinsic evaluation met-
ric (RIBES) and in the extrinsic evaluation metric
(BLEU). We use all these metrics in the language
pair English-Japanese in both directions. In both di-
rections, the seven other BLEU scores are all statis-
tically significantly different (p-value < 0.05) from
the BLEU score of the baseline system with a dis-
tortion limit of 6.

For the oracle experiments, all the scores are
much higher than those of the baseline. The small-
est improvement in extrinsic evaluation is in RIBES,
around 6.5, when dl is equal to 6 in the language pair
English to Japanese, but the difference is still statis-
tically significant. The increase in BLEU scores is 4
points with a distortion limit of 0 and 3 points with a
distortion limit of 6 in English to Japanese, 7 points
with distortion limit of 0 and 5.5 points with distor-
tion limit of 6 in Japanese to English, which is sta-
tistically significant. We also compare the results of
the oracle experiments when the distortion limit is
0 to the baseline with a default distortion limit of 6.
We get almost 2.5 BLEU point improvement in En-
glish to Japanese and 5 BLEU point improvement in
Japanese to English. The oracle experiments outper-
form Nakagawa’s top-down BTG parsing method,
except in FRS and normalized 7 scores for the lan-
guage pair English to Japanese.

These results demonstrate the theoretical effec-
tiveness of utilizing the tree structures generated
by the HSSA method. In other words, the tree
structures automatically generated using the HSSA
method CAN benefit PB-SMT systems.

Our preordering model tries to reproduce the re-
sults of the oracle experiments. The scores for in-
trinsic evaluation metrics in both directions are bet-
ter than those of the baseline, with large improve-
ment. We obtain slight but statistically significant
increases in the extrinsic evaluation with the same
distortion limit. However, when compared to the
baseline system with a default distortion limit of
6, the PB-SMT systems with a distortion limit of
0 that were built with our preordering models still
lag behind, by around 1 BLEU point in English to
Japanese and less than 0.5 BLEU point in Japanese
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Language Intrinsic Intrinsic & Extrinsic Extrinsic
pair mod FRS | norm 7 RIBES BLEU

dl=0 dl=6 | dl=0 | dl=6
Baseline 51.12 | 73.99 65.83 68.10 | 19.45 | 21.51
Tree-based . 66.12 83.08 69.31 70.11 | 2043 | 21.97
Top-down | 9% 7559 | 87.68 | 7156 | 7228 | 22.56 | 23.31
Oracle 66.60 87.39 75.17 74.74 | 23.75 | 24.23
Baseline 59.41 72.98 64.87 65.87 | 16.01 | 18.10
Tree-based . 64.87 80.14 66.23 66.63 | 17.55 | 18.76
Top-down | 14" 6640 | 8145 | 6853 | 68.69 | 19.10 | 19.07
Oracle 68.18 85.81 75.44 75.18 | 23.20 | 23.87

Table 2: Intrinsic and extrinsic evaluation scores in English to Japanese and Japanese to English (mod FRS is the
modified Fuzzy Reordering Score; norm 7 is normalized Kendall’s 7; dl stands for distortion limits). Baseline is a
default PB-SMT system; Tree-based is our proposed preordering model; Top-down is the top-down BTG parsing-
based reordering model; Oracle is an oracle system that uses HSSA tree structures obtained for the test set. The gray
cells indicate the results to compare in translation: systems with preordering methods and with a distortion limit of 0
should be compared with the corresponding baseline system with a default distortion limit of 6; other results are given

for completeness.

to English. However, the comparison is in favor
of our system (preordering, distortion limit 0) in
RIBES by 1 point. This seems natural as RIBES is a
metric for machine translation which takes reorder-
ing into account.

The reasons for these mitigated results are listed
below. Firstly, our preordering models do not simu-
lates the HSS A method so well, because this method
considers all words in the two parts at hand, while
the learning models we used rely only on the fea-
tures of two words in the beginning and the ending
position of each part. Secondly, there may be several
segmentation points with similar Ncut values when
building the tree structures. We choose only one. To
memorize other alternatives, the use of forests in-
stead of trees would be required. Memorizing these
alternatives may lead to larger increases in evalua-
tion scores.

7 Conclusion

In this paper, we firstly automatically generate
tree structures using the hierarchical sub-sentential
alignment (HSSA) method. These tree structures
are equivalent to parse trees obtained by Bracketing
Transduction Grammars (BTG). Secondly, based on
these tree structures, we build a preordering model.
Thirdly, using this preordering model, source sen-
tences are reordered. In an oracle experiment, we

show that we may expect to outperform a baseline
system with the default distortion limit of 6 by 2.5
(English to Japanese) or 5 (Japanese to English)
BLEU points if we are able to reorder the text sen-
tences exactly, without the need of any distortion
limit. Other experiments show that tree structures
generated by the HSSA method help in getting better
RIBES scores than a baseline system without pre-
ordering.

In future work, we will try different features,
times of iteration and sizes of beam. In addition, we
would also like to try to the use of forest structures
instead of tree structures.
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Abstract

Rappaport Hovav and Levin (1998, 2010) propose
manner/result complementarity hypothesis (MRC), i.e.
verbs can not lexicalize manner and result
simultaneously at a time. As to the encoding of motion
events, Levin et al. (2009) also claim that manner of
motion verbs across languages simply lexicalize
manner and no direction is entailed. However, three
basic motion verbs in Chinese--zdu ‘walk’, pdo ‘run’
and féi‘fly’, which are regarded as prototypical
manner of motion verbs but also seem to lexicalize
directed motion when used in some constructions.
Then the questions are: do these verbs lexicalize
direction of motion and are they counterexamples of
the MRC? The answers to the questions are important
as they can provide cross-linguistic evidence for or
against the MRC hypothesis and reveal the possible
lexicalization patterns of motion verbs in Chinese.
Based on evidence gained from a series of linguistic
tests, this study argues that on the one hand different
from views of Levin et al. (2009), the three manner of
motion verbs can indeed lexicalize directed motion,
but on the other hand they never encode the manner
and direction of motion simultaneously and thus they

are not counterexamples of the MRC.

1 Introduction

Are there any constraints on the complexity
of verb meaning? Can we explain verbs’ varied

grammatical behaviors by looking at their
meaning? At least to lexical semanticists, the
answers to both questions are “yes”. As advocates
of lexical semantic approach, Rappaport Hovav
and Levin (2010) propose that verbs’ ontological
categorization constrains the complexity of verb
meaning and the lexical property of a verb
associated with its ontological type is important
to determining or constraining its argument
expressions. Based on their observation of the
meaning components lexicalized in ontologically
different types of verbs and their distinct
grammatical behaviors, Rappaport Hovav and
Levin (1998, 2010) suggest a systematic lexical
gap in verbal meaning: manner and result
meaning components can not be encoded
simultaneously and thus the two meaning
components are in complementary distribution.
Though the proposal of this hypothesis is
primarily based on English data, Rappaport
Hovav and Levin (2010) also claim that the
manner/result ~ complementarity is  cross-
linguistically relevant.

Lexicalization patterns of motion verbs in
Chinese have been studied mainly based Talmy’s
framework of motion events (Talmy, 1985, 2000).
(2011)

investigates lexicalized meaning in Chinese

Among many other studies, Lin

motion verbs in the light of the MRC in particular.
Based on her observation of the syntactic
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distribution of Chinese motion verbs, Lin (2011)
argues that the lexicalization patterns of motion
verbs in Chinese conform to the MRC. However,
some inconsistent grammatical behaviors of three
basic motion verbs zdu ‘walk’, pdo ‘run’ and féi
‘fly’ are neglected by previous researchers. The
three verbs, though all regarded as manner of
motion verbs by researchers, also behave like
directed motion verbs in some constructions. For
example, the three verbs can be found in subject
inversion construction, as in (1)---a property they
share with directed motion verbs such as /di
‘come’ and gu ‘go’ in (2), but not with other
manner of motion verbs such as tido ‘jump’ and p
d ‘crawl’ in (3), as without getting combined
with other path morphemes manner of motion
verbs generally can not be wused in this
construction. (Yuan, 1999)
(1) a. Zou le yi gé xuésheng.
walk ASP one CL student
A student left.
b. Féile yi zhl gézi
fly ASP one CL pigeon
A pigeon flew away.
(2) a. Ldi
come ASP one CL employee

le yi gé zhiyudn.

Here came an employee.
b. Qule yi gé ldoshi.

g0 ASP one CL teacher

There went a teacher.

(3) a. *Tido le yi gé xidohai.
jump ASP one CL child
(Intended) a child jumped.

b. *Pd
crawl ASP one CL catepillar

le yI tido mdomdochong.

(Intended) A caterpillar crawled.
Then questions arise: do these verbs
lexicalized directed motion in these cases; are
these verbs counterexamples of the MRC? The
answers to the questions are important as they can

provide direct evidence for or against the

cross-linguistic validity of the MRC. The present
study intends to have a closer look at the
lexicalized meaning and grammatical behaviors
of these three motion verbs and determine
whether they are counterexamples of the MRC in
order to further check the cross-linguistic validity
of the hypothesis on one hand, and to reveal the
possible lexicalization patterns of motion verbs in
Chinese on the other. In the following part, the
main tenets of the MRC will be presented in
Section 2. Previous studies on lexicalization
patterns of Chinese motion verbs will also be
briefly reviewed in Section 3 before the three
motion verbs zdu ‘walk’ pdo ‘run’ and féi ‘fly’ are
discussed in detail in Section 4. Section 5

concludes the whole study.

2 The manner/result complementarity
as a lexical constraint

Assuming the argument realization of a verb

is largely determined by event structure
decomposition, in particular the association
between event schemas and verb roots, Rappaport
Hovav and Levin (1998, 2010) propose the
ontological categorization of verb roots such as
manner and result determines the way the root
integrates into an event schema and that a root
can only be associated with a single position in an
event, as is illustrated in (4). Since manner and
result roots occupy distinct positions in event
schemas: manner roots are modifiers of the
primitive predicate ACT and result roots are
arguments of BECOME, the MRC follows.

(4) a.[x ACT<MANNER>]

b. [[x ACT] CAUSE [y BECOME
<RESULT>]]

Rappaport Hovav and Levin (2010) also
refine the semantic notions of manner and result
verbs as involving non-scalar and scalar changes.
In both change-of-state and motion domains

result verbs involve scalar changes, as they
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lexicalize change in the value of some scalar

attribute, while manner verbs lexicalize
non-scalar changes which are complex and
cannot be characterized by an ordered set of
values of a single attribute.

The MRC is claimed to be grammatically
relevant as manner and result verbs show distinct
argument realization patterns and aspectual
features. For example, manner rather than result
verbs allow unspecified or unsubcategorized
objects. While manner verbs are generally atelic

activity verbs, result verbs associated with

two-point scales are necessarily punctual and telic.

Even result verbs involving multiple-point scales
can be interpreted telically without supporting
context. (Rappaport Hovav, 2014)

3 Previous studies on the lexicalization
patterns of Chinese motion verbs

Rappaport Hovav and Levin’s proposal of the
MRC is also consonant with Talmy’s well-known
classification of motion verbs based on what
semantic  component--path  vs.  manner--is
conflated into the verb. Lexicalization patterns of
Chinese motion verbs have been studied mainly
based on Talmy’s framework. However, as Lin
(2011) points out, motion verbs in Chinese are
classified primarily via an intuition-based
semantic  grouping, so there are some
controversies over some less prototypical motion
verbs. For example, in Guo and Chen (2009), zud
n ‘squeeze/get into’ and dido ‘fall’ are classified
as manner of motion verbs but directed motion
verbs in Lamarre (2008). Some motion verbs
such as déng ‘climb’ and tdo ‘escape’ are also
cited as counterexamples of the MRC to encode
both manner and direction of motion (Ma, 2008;
Shi, 2014). Therefore it is necessary to reexamine
the classification of Chinese motion verbs based
on systematic and consistent criteria.

Based on the lexical property of manner and

result verbs suggested by Rappaport Hovav and
Levin (2010), Lin (2011) introduces several tests
to identify manner or direction of motion verbs
via their syntactic distribution. For example,
according to Lin (2011), manner and direction of
motion verbs exhibit different compatibility with
other elements expressing manner or result: only
manner of motion verbs are compatible with a
variety of result and path phrases and only
directed motion verbs can be modified by
various manner adverbials or co-occur with a
variety of manner verbs. As illustrated in (5), tido
‘jump’ as a manner verb is compatible with a
variety of path and result phrases such as cha
‘exit’ and dudn tui ‘break legs’. Nevertheless, it
can not be modified by adverbials or verbs
expressing other manners such as gin ‘roll’ or pd
‘crawl’.
(5) a. Ta tido-chi-le shuikeéng

he jump-exit-ASP puddle

‘He jumped out of the puddle.’

b. Ta tido-dudn-le tui

he jump-break-AsP leg

‘His leg was broken as a result of his
(Peck et al., 2013, p.683)
c.*Ta gin/pd tico

jumping.’

he roll/crawl jump

(Intended) ‘He jumped by rolling /crawling.’
However, directed motion verbs show
contrastive grammatical behaviors. For example,
directed motion verb Aui ‘recede’, as illustrated
by Lin (2011) in (6), can co-occur with a variety
of manner verbs such as gidn ‘roll’ and #ido
‘jump’, but it is incompatible with path or result
phrases which are not related to the path
lexicalized in the verb itself.

(6) a. Diréntico/gin-zhe hui  guanwdi
enemy jump/roll-IMP return pass.outside
‘The enemy returned to the outside of the
pass jumping/rolling’

b. *Dirén  hui-léi le
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enemy return-be.tired ASP
(Intended) ‘The enemy became tired as a
result of returning’
(Lin, 2011, p.37)
As can be seen, linguistic tests introduced by
Lin (2011) can distinguish manner of motion and
directed motion verbs in Chinese in a consistent
manner so far. However, when we check the actual
uses of the three manner of motion verbs zodu
‘walk’ pdo ‘run’ and féi ‘fly’, they also pose a
problem to Lin’s tests: though in their basic uses
they can pass the tests for manner of motion verbs,
in some other cases their syntactic distribution just
contradicts the property of manner of motion
verbs. For example, as prototypical manner of
motion verbs, they are not expected to co-occur
with other manner verbs, since verbs specifying
different manners should not be compatible.
Nevertheless, as illustrated in (7), in their actual
uses they can co-occur with other manner verbs.
In (7a) zou ‘walk’ co-occurs with another manner
verb pido ‘float’, in (7b) pdo ‘run’ also co-occurs
with another manner verb gin ‘roll’ and in (7c)
féi ‘fly’ follows another manner verb ¢7 ‘kick’.
(7) a. Qiqiu
balloon float-walk ASP
‘The balloon flew away.’
b. Pigiu giin-pdo le.
rubber ball roll-run ASP
‘The rubber ball rolled away.’
d.Xiezi bei ti-féi e
shoe PASS kick-fly ASP
“The shoe was kicked away.’

pido-zou le.

The inconsistent grammatical behaviors of
these verbs illustrated in (7), together with the
evidence that they can enter subject inversion
construction as mentioned in Introduction section
force us to ask whether they can indeed encode
direction of motion and then contribute to
counterexamples of the MRC. Following the
tenets of the MRC and Lin’s (2011) study I will

look at the semantics and grammatical behaviors
of these verbs in detail to clarify their ontological
status in next section.

4 Case studies of motion verbs zou
‘walk’ pdo ‘run’ and fei ‘fly’

In this section, the lexicalized meaning
components and the grammatical properties of the
three motion verbs zdu ‘walk’ pdo ‘run’ and féi
‘fly” will be looked at in detail. Besides using
Lin’s linguistic tests to distinguish manner verbs
from result verbs, I will also take the aspectual
property of manner and direction of motion verbs
into account, as different aspectual features of
manner and result verbs are also crucial to their
syntactic distribution. As mentioned in Section 3,
Rapapport Hovav and Levin (2010) suggest
distinct scalar notions underlying manner and
result verbs. In case of motion verbs, manner of
motion verbs encode non-scalar changes, they are
atelic. Directed motion verbs can be further
divided into two subtypes depending on whether
they entail two-point or multi-point scalar
changes: verbs lexicalizing two-point scalar
changes are necessarily telic and punctual and
verbs lexicalizing multi-point scales have either
telic or atelic readings depending on contexts.

4.1 zou ‘walk’ pdo ‘run’ and féi ‘fly’ used as
manner of motion verbs

In their basic uses, there is no doubt that the
three verbs show hallmarks of manner verbs. As
they lexicalize non-scalar changes, they are
necessarily atelic and compatible with durative
time adverbial. As illustrated in (8a), zdu ‘walk’ is
compatible with durative time adverbial san gé
xidoshi ‘three hours’. In (8b) féi ‘fly’ can be
used with durative time adverbial san fian ‘three
days’.

(8) a.Ta zdu le sangeé xidoshi
he walk ASP three CL hour
‘He walked for three hours.’
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b. Xidonido féile santidn
little bird  fly ASP three days
“The little bird flew for three days’

Since they do not entail any direction or
result information, they can take as their
complements varied result and path phrases. As
illustrated in (9a), pdo ‘run’ is compatible with
both upward and downward directions. It is also
shown that in (9b) féi ‘fly’ can take dudn ‘break
(wings)’ and in (9¢) pdo ‘run’ can take diu xié
‘lose shoes’ as their resultant complements
respectively.

(9) a. Zhanshi méitian p do-shdng-p do-xid
soldier everyday run-ascend-run-descend
‘Soldiers run up and down everyday.’
féi-ducn le
fly-break ASP
‘They (pigeons) almost broke their wings as

b.Ta&men de chibdng doukuai
they-PL DE wings almost

a result of flying (continuously)’
xiézile

shoe ASP

‘He lost his shoes as a result of running’

c. Ta pdo-diu
he run-lose

To conclude, it can be seen that in their basic
uses the lexicalized meaning and grammatical
behaviors of the three verbs conform to the
property of manner of motion verbs.

4.2 zou ‘walk’ pdo ‘run’ and féi ‘fly’ used as

directed motion verbs

As mentioned in previous sections, the three
verbs can be found to exhibit grammatical
behaviors distinct from manner of motion verbs,
as they can be used in subject inversion
construction and they can also follow another
manner of motion verb to form a verbal
compound without contradiction. Focusing on the
two specific cases, this section uses a series of
syntactic and semantic tests to check what lexical
meaning they actually encode and to clarify their
ontological status.

First, I will show when the three motion
verbs are used in subject inversion constructions

they only encode directed motion and their
manner of motion sense is dropped out. In
Chinese, it is generally accepted by scholars
(Huang, 1990; Li, 1990; Yu, 1995) that verbs
which are used with perfective aspectual marker
in subject inversion construction are prototypical
These
describe non-volitional change-of-state/location
of the theme. As illustrated in (10a), the verb s7
‘die’ describing a non-volitional change of state is

unaccusative  verbs. verbs generally

unaccusative verb, so it can be used in the subject
inversion construction. Nevertheless in (10b) chad
ng ‘sing’ expressing a volitional action is an
unergative verb, so it can not be used in the
construction.
(10)a.S7 le yi gé rén
die ASP one CL person
‘A person died.’
b. *Chdngle yi gé rén.
Sing ASP one CL person
(Intended) ‘A person sang.’

Though generally manner of motion verbs
are regarded as unergative verbs which without
getting combined with other path morphemes can
not enter the subject inversion construction, the
three verbs can be used in the construction, as
shown in the example sentences of (1).

With regard to these cases I suggest that
these verbs entail only the directed motion as
‘being away from the reference object’. Crucially
as is shown by their grammatical properties in
this construction, they lose their manner meaning
components. First, when they are used in this
construction, they lose the atelic aspectual feature
of manner verbs and encode punctual and telic
changes. The examples in (11) show that they are
not compatible with durative aspectual marker
zhe.

(11) *a. Zou zhe yi gé xuésheng
walk DUR one CL student
(Intended) ‘A student is leaving.’
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*b. Pdo zheyi gé fanrén
run DUR one CL prisoner
(Intended) ‘A prisoner is running away’
*c. Féizhe yi zhi gézi
fly DUR one CL pigeon
(Intended) ‘A pigeon is flying away.’

In addition, when the three verbs are used in
subject inversion construction they can not be
modified by subject-oriented manner adverbials,
as shown in (12). This also indicates that the
manner of motion sense of the verbs is dropped
out and they encode only the directed motion.
(12) *a. Xunsu de zou le

swiftly DE walk ASP one CL student
(Intended) ‘A student left swiftly’.
*b. Pinming de pdo le yi gé fanréen

yi gé xuésheng

desperately DE run ASP one CL prisoner
(Intended)
desperately’
*c. Minjié de féi
nimbly DE fly ASP one CL pigeon

‘A prisoner ran away

le yi zhi gézi

(Intended) ‘A pigeon flew away nimbly’

Furthermore, = the  subject inversion
construction is not the only construction in which
the tree verbs behave like directed motion verbs.
They can also follow another verb specifying
different manner to form a verbal compound.
Based on Chinese morphology when two verbs
co-occur to form a verbal compound there are
two types of possible relationship between the
two verbs. One type is that the two verbs hold a
coordinating  relation and they express
synonymous information such as ji d ng-lu o
‘descend-fall’. Nevertheless in case of examples
in (7) the two verbs express different manners of
motion and they are not synonymous, so the
possibility of adopting this explanation has been
ruled out.

The other type of relation is that the two
verbs form a resultative verbal compound, in

which the first verb (V1) specifies the manner or

cause of the action and the second verb (V2)
indicates the result of the action. As for motion
events, the two juxtaposing verbs form
directional verbal compound (henceforth DVC)
in which the first verb usually specifies the
manner or cause of the motion and the second
verb expresses the direction of motion. If it is true
for the two juxtaposing verbs in (7), the verbs
holding V1 position pido ‘float’, gim ‘roll’ and ¢1
‘kick’ should specify the manner of motion, and
the verbs occupying the V2 position zdu ‘walk’
and pdo ‘run’ should describe the direction of the
motion. The contrastive semantic entailments of
example sentences in (13) and (14) show that it is
indeed the case. As shown in (13), the manner of
motion verbs pido ‘float’, giin ‘roll’ and ¢7 ‘kick’
do not entail displacement of the theme. In the
sentence of (13a), pido ‘float’ describes that flags
were floating on the top of the pole where flags
were tied and thus no displacement was possible.
Similarly, in (13b) gdn ‘roll’ and ¢7 ‘kick’
describe actions

in place, so there is no

displacement either.
(13)a. Qigan
flagpole LOC float IMP small flag
‘small flags were floating on the top of

shang pido zhé xido q1

the pole’
b.Ta zdi yudndi gun/ti
he at original place kick/roll
‘He rolled/kicked in place.’

However, when zdu ‘walk’ pdo ‘run’ and
féi “fly’ are added following these verbs to form
verbal compounds, displacement of the theme as
‘being away from the deictic object’ is entailed.
In (14a) pido-zou ‘float-walk’ entails that the
flags floated away and they were not on the top of
the pole anymore. Similarly, the verbal
compounds g n-p do ‘roll-run’ and ¢ 7-féi
‘kick-fly’ also entail the themes have left the
deictic object, as illustrated in (14b) and (14c).

(14) a. Xido qi pido-zdu le,
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small flat float-walk ASP,

*dan ta hdizdai qigan shang.
butit stillat flagpole LOC
‘Flags floated away, #but they were still
on the top of the pole.’
b. Pigiu gtn-pdo le,
rubber ball roll-run ASP

*dan t@ hdi zdi yudndi.

but it still at original place
“The rubber ball rolled away, #but it still
stays at its original place.’

c. Xiézi bei ti-féile,

shoe PASS kick-fly ASP
*dan xiézi hdi zdi jido shang
but shoe still at foot LOC
‘The shoe was kicked off, #but it was still
on the foot.’

Furthermore, distinct lexical entailments can
also be attested by looking at the aspectual
features of these DVCs. As illustrated in (15),
when the three verbs are used as V2 to form
DVCs, these DVCs are incompatible with the
progressive aspectual marker zh éngz di. This
indicates that though all the components verbs of
these DVCs are typically atelic, these DVCs have
lost their atelic aspectual feature and telic change
is entailed.

(15) a. *Qiqiu zhéngzdi pido-zdu.
balloon PROG float-walk
(Intended) ‘The ballon is floating away.’
b. *Piqiu  zhéngzdi giin-pdo.
rubber ball PROG roll-run
(Intended) ‘The rubber ball is rolling away’
c. *Xiezi zhéngzdi bei ti-féi.
shoe PROG  PASS kick-fly
(Intended) ‘The shoe is being kicked off.’
The change of aspectual feature can also be
supported by the contrastive readings of the
post-verbal adverbial ‘for X time’ when it
co-occurs with only the manner verbs in V1
position or with the DVCs. To be specific, as in

(16) when the manner verbs holding V1 position

co-occur with a post-verbal adverbial ‘for X time’,
there is only an atelic process reading.

(16) a. Qigiu pido le

balloon float PERF one hour ASP

‘The balloon has floated for an hour.’

yI xidoshi le.

b. Piqiu ginle yi fénzhong le.
rubber ball roll PERF one minute ASP
‘The rubber ball has rolled for a minute.’

c.Xi&ibei ti le yi fénzhongle.

shoe PASS kick PERF one minute ASP
‘The shoe has been kicked for a minute.’
In contrast, when the post-verbal adverbial ‘for

X time’ co-occurs with the DVCs, the time period
indicated by the adverbial only has a ‘after X
time’ reading which specifies the length of time
the result state of ‘being away from the deictic
object’ holds; see (17). This further indicates that
the DVC as a whole describes a two-point scalar
change.

(17)a. Qigiu pido-zdu

Balloon float-walk PERF one hour ASP
‘It had been an hour since the balloon

le yI xidoshi le.

floated away.’
b. Pigiu
rubber ball roll-run PERF one minute ASP

giin-pdo le  yI fénzhong le.
‘It had been a minute since the rubber ball
rolled away.’
ti-féile yi fénzhong le.
shoe PASS kick-fly PERF one minute ASP
‘It had been a minute since the shoe was
kicked off.’
Thus it is safe to believe that the change of

c. Xie&zi bei

the aspectual feature from atelic to telic is
attributed to the three verbs holding V2 position.
The puzzling problem that the three verbs violate
Lin’s linguistic tests for manner of motion verb is
also clear now. In these cases, the three verbs do
not encode the manner of motion at all, but only
express the direction of the motion. That’s why
they can co-occur with another manner of motion
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verb without contradiction.

Summarizing, when the three prototypical
exhibit different
they also lexicalize

manner of motion verbs
grammatical behaviors,
distinct meaning components. To be specific,
when used in subject inversion constructions and
when they follow another manner of motion verb
to form a DVC, they lose their manner sense and
lexicalize only the sense of directed motion.

4.3 Two distinct senses of zou ‘walk’ pdo
‘run’ and féi ‘fly’ in complementary
distribution
Some may argue the directed motion sense of

the three motion verbs may not be the lexical

entailment of the verb, and it may be derived from
the meaning of the construction they are found in
or from other pragmatic factors. In Section 4.2 the
directed motion sense of the three verbs has been
examined based on two typical constructions in

Chinese, so it is natural to assume that the directed

motion sense is derived from the constructions. In

(2009)

cross-linguistically manner of motion verbs share

addition, Levin et al. argue that
the same type of verb root: they all specify only
the manner of motion and the sense of directed
motion arises from pragmatic factors. However, I
suggest neither case is true for the three motion
verbs in Chinese. The directed motion sense is not
derived from other elements of the sentence and it
is indeed the lexicalized meaning in the verbs
because the three verbs can have directed motion
reading even though they are not used in the two
constructions and without pragmatic support from
context. For example, as illustrated in (18),
without any contextual support the simple
sentence with the verb zdu ‘walk’ as its only verb
is ambiguous. It has two possible interpretations:
either ‘I am capable of walking.” or ‘I can leave’.
Therefore, it can be seen that the directed motion
sense is not derived from the two constructions;

rather it is because the three verbs can possibly

lexicalize directed motion that they can enter the
two constructions.
(18) Wo néngzou le

I  can walk ASP

a. ‘I am capable of walking.’

b. ‘I can leave.’

Interestingly, with the former reading ‘I am
capable of walking’ the verb zdu ‘walk’ only
encodes the manner of motion and for the latter
reading ‘I can leave’ the verb only lexicalizes
directed motion as ‘leaving the deictic center’.
Though the verb can potentially encode both
manner and direction of motion, the sentence
never entails ‘I can leave by walking’. In fact, it is
just the direct evidence for the MRC as a general
principle constraining how much meaning a verb
can possibly lexicalize. Following Levin and
Rappaport Hovav (2013), a lexicalized meaning
component is one which is entailed across all uses
of a verb. Though the three motion verbs can
potentially lexicalize manner and result, but there
is never a single use of the verb which entails both
meaning components together. The MRC is a
valid cross-linguistic principle that constrains the
possible lexicalization patterns of the lexicon.

5 Conclusion

Focusing on three Chinese motion verbs zdu
' this study
investigates the lexicalization patterns of Chinese

‘walk’, pdo ‘run’ and féi ‘fly’

motion verbs. Different from the view of Levin et al.
(2009) that manner of motion verbs only lexicalize
the sense of manner, I suggest the three Chinese
motion verbs can indeed lexicalize direction of
motion. However, they never encode manner and
direction of motion simultaneously and thus do not
falsify the MRC. As far as the actual uses are
concerned the lexicalization pattern of these three
verbs confirms the validity of MRC as a significant
observation about how much meaning can be

lexicalized in a verb.
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Note

" An anonymous reviewer suggests more Chinese
verbs with similar lexicalization patterns be
investigated. Though there is little agreement upon
the classification of some less prototypical motion
verbs, e.g, tdo escape, luo fall, déng, ascend, these
verbs hardly fall into the same group as the three
verbs discussed in this paper. The complexity of the
lexicalization patterns of Chinese motion verbs is
probably due to the diachronic development of
Chinese language, in particular its typological
evolvement from verb-framed language to
satellite-framed language (Lamarre, 2008; Shi,
2014). I have to leave those verbs for future
research.
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Abstract

Symmetrization of word alignments is the fun-
damental issue in statistical machine trans-
lation (SMT). In this paper, we describe
an novel reformulation of Hierarchical Sub-
sentential Alignment (HSSA) method using
F-measure. Starting with a soft alignment
matrix, we use the F-measure to recursively
split the matrix into two soft alignment sub-
matrices. A direction is chosen as the same
time on the basis of Inversion Transduction
Grammar (ITG). In other words, our method
simplifies the processing of word alignment
as recursive segmentation in a bipartite graph,
which is simple and easy to implement. It
can be considered as an alternative of grow-
diag-final-and heuristic. We show its applica-
tion on phrase-based SMT systems combined
with the state-of-the-art approaches. In addi-
tion, by feeding with word-to-word associa-
tions, it also can be a real-time word aligner.
Our experiments show that, given a reliable
lexicon translation table, this simple method
can yield comparable results with state-of-the-
art approaches.

1 Introduction

Since most of state-of-the-art Statistical Machine
Translation (SMT) approaches require word-to-
word aligned data on a parallel corpus, word align-
ment is a fundamental issue to perform this task
rapidly. In order to extract translation fragments
for various purposes, e.g., word pairs (Brown et
al., 1988), phrase pairs (Koehn et al., 2003), hierar-
chical rules (Chiang, 2005), tree-to-tree correspon-

dences (Zhang et al., 2007), reliable and accurate
word aligners are essential.

There exist several problems in state-of-the-art
methods for word alignment. Present word align-
ment approaches are usually based on IBM mod-
els (Brown et al., 1993), which parameters are es-
timated using the Expectation-Maximization (EM)
algorithm. Sometimes, they are augmented with an
HMM-based model (Vogel et al., 1996). Since IBM
Models is the restriction to one-to-many alignments,
some multi-word units cannot be correctly aligned.
It is necessary to train models in both directions, and
merge the outcome of mono-directional alignments
using some symmetrization methods can overcome
this deficiency to some degree.

It results, even using the standard open source tool
aligner, called GT zA++! (Och, 2003), which consist
of the widely used IBM models and their extensions,
still will spend lots of time to obtain word align-
ments. A recent development of word alignment
approach fast_align? (Dyer et al., 2013), based
on the variation of the IBM model 2, has been re-
ported faster than baseline GI ZA++ but with compa-
rable results. However, both mentioned approaches
generate asymmetric alignments. In order to obtain
the symmetrical word alignments, these approaches
symmetrize the alignments in both forward and re-
verse directions using a symmetrization heuristic
called grow-diag-final-and (Och, 2003). Starting
with the intersection alignment points that occur in
both of the two directional alignments, grow-diag-
final-and expands the alignment in the union of

"http://www.statmt.org/moses/giza/GI ZA++.html
“https://github.com/clab/fast_align
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the alignment in either of the two directional align-
ments. Although it has been shown to be most ef-
fective for phrase extraction for phrased-based SMT
(Wu and Wang, 2007), there lacks a principled ex-
planation.

Recently, development in mining large parallel
patent or document collections increase the needs
in fast methods for word alignment. Besides, in
the real scenario of Computer Assisted Translation
(CAT) (Kay, 1997), in conjunction with SMT system
(Farajian et al., 2014) for translation or post-editing
(reference) (Guerberof, 2009), real-time word align-
ment methods become necessary.

In this paper, we propose a novel method based
on the use of F-measure for symmetrization of word
alignment, at the same time which can be regarded
as an real-time word alignment approach. We jus-
tify this approach with mathematical principles. The
paper is organized as follows: in Section 2, we dis-
cuss the motivation. In Section 3, we summarize
the related work like Viterbi alignment and inver-
sion transduction grammar. In Section 4, we formu-
late our method and give a mathematical justifica-
tion. The Section 5 reports experiments and results.
Finally, we give some conclusion and points for the
future research.

2 Motivation

There exist several purposes that drive us to intro-
duce such a new method which differs the previous
approach. Absolutely, time cost is the first our con-
sideration. Consider the case when huge parallel
documents are handed to the computer. It will be
a very interesting question that how to align these
parallel sentences in a large number of documents
while have spent the minimal time. Nowadays, since
most of the public available word aligners are based
on EM algorithm in order to get the global optimal
alignments, the real-time cost of the processing of
word alignment can not be estimated.

Another realistic problem is, in the most real sit-
uation of machine translation task, a bilingual lex-
icon dictionary even longer phrase translation frag-
ments table is given or available, while reusing the
pre-built knowledge base, rather than aligning data
using some machine learning technique to guess the
probable Viterbi alignment again, is a more advis-

able solution to employ a real-time aligner to align
words automatically.

There are also some drawbacks of the previous
approach likes IBM models and their variations. All
these models are based on restricted alignments in
the sense that a source word can be aligned to at
most one target word. This constraint is necessary
to reduce the computational complexity of the mod-
els, but it makes it impossible to align phrase in the
target language (English) such as “a car” to a sin-
gle word in the source language (Japanese/Chinese)
“EH/ZZ”. Beside, a variation of IBM model 2 was
used in fast_align. It introduces a “tension” to
model the overall accordance of word orders, but it
has proved by (Ding et al., 2015) that it performs
not well when applied to the very distinct language
pairs, e.g., English and Japanese.

3 Related Work

3.1 Viterbi alignment and symmetrization

The basic idea of the previous approaches is to de-
velop a model treating the word alignment as a hid-
den variables (Och, 2003), by applying some sta-
tistical estimation theory to obtain the most possi-
ble/Viterbi alignments. The problem of translation
can be defined as:

Pr(fflet) =Y _ Pr(fl,aflel) (D

Here we use the symbol Pr(-) to denote general
probability distributions. a{ is a “hidden” alignment
which is mapping from a source position j to a tar-
get position a;. It is always possible to find a best
alignment by maximizing the likelihood on the given
parallel training corpus.
aj = argmaxalJPr(fl‘], ailel) (2)
Since Viterbi alignment model is based on condi-
tional probabilities, it only returns one directional
alignment in each direction (F' — E and vice-
versa). In other words, this process is asymmetric.
The complementary part of Viterbi alignment model
before phrase extraction is grow-diag-final-and, in
which the symmetrical word alignments are gener-
ated using simple growing heuristics. Given two sets
of alignments &‘1] and b7 , in order to increase the

144



inverted

straight

S: born in bicchu province
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Bipartite graph

Figure 1: Alignments representations using ITG and bi-
partite graph. None of the structure contains cycles. The
Japanese phrase fif ' [ |2 4= £ 11 means born in bic-
chu province in English.

quality of the alignments, they combine a{ and 13‘1]
into one alignment matrix A using grow-diag-final-
and algorithm.

A widely used approach to get word alignments is
estimating the alignment using IBM models because
word alignments are the by-production of estimating
lexicon translation probabilities. However, this gen-
erative story looks like a “chicken or the egg” prob-
lem. On the one hand, given alignments with proba-
bilities it is possible to compute translation probabil-
ities. On the other hand, if knowing which words are
a probable translation of another one makes it possi-
ble to guess which alignment is probable and which
one is improbable.

3.2 ITG-based word alignment

Since the search space of word alignment will grow
exponentially with the length of source and target
sentences (Brown et al., 1993), Wu (1997) pro-
posed an approach to constraining the search space
for word alignment, namely inversion transduction
grammars (ITG). Generally, ITG is a family of
grammars in which the right part of the rule is ei-
ther two non-terminals or a terminal sequence. ITG
is a special case of synchronous context-free gram-
mar, also called Bracketing Transduction Grammar
(BTG). There are three simple generation rules, S
(straight), I (inverted) and terminal (7).

S v — [XY] 3)
I: 7 =< XY > 4)
T: v = w = (s,t) (5)

The algorithm used by (Wu, 1997) synchronously
parses the source and the target sentence to build

a synchronous parse tree. This ITG tree indicates
the same underlying structure but the ordering of
constituents may be different. Due to its simplicity
and effectiveness of modelling bilingual correspon-
dence, ITG can be used to model the bilingual sen-
tences in very distinct ordering. In fact, an ITG-style
Tree is a bitree consists of one tree in the source side
and another tree in the target side (see Figure 1.a),
here, two trees are compressed as a single tree. Be-
sides, an ITG-style Tree is also able to be displayed
in a soft alignment matrix (see Figure 2) with the
representation of bipartite graph (see Figure 1.b) .

3.3 Hierarchical sub-sentential alignment

Hierarchical sub-sentential alignment (HSSA) is
yet another alignment approach, introduced by
(Lardilleux et al., 2012). This method does not
rely on the EM algorithm as other alignment mod-
els. With a recursive binary segmentation process of
searching the segment point in a soft alignment ma-
trix (as Figure 2) between a source sentence and its
corresponding target sentence, this approach aims to
minimize Ncut score (Zha et al., 2001), which can
yield acceptable and accurate 1-to-many or many-
to-1 word alignments.

In order to build soft alignment matrices be-
fore the step of aligning words, Lardilleux et al.
(2012) employed Anymalign® to obtain the pre-
pared translation table of lexicon translation prob-
abilities. Since the training times and the quality of
translation table changed considerably depending on
the timeouts for Anymalign, an easy and fair com-
parison to state-of-the-art approaches is difficult.

Given the grey-scale graph of soft alignment, Hi-
erarchical Sub-sentential Alignment (hereafter re-
ferred to as HSSA) approach takes all cells in the
soft alignment matrix into consideration and seeks
the precise criterion for a good partition same as im-
age segmentation. It makes use of a popular modern
clustering algorithm called normalized cuts (Zha et
al., 2001; Shi and Malik, 2000), i.e., spectral cluster-
ing, or N cut for short, to binary segment the matrix
recursively.

In the following section, we will refine the pro-
posal of hierarchical sub-sentential alignment. We
will not use the notion of Ncut, so as to give a sim-

3https://anymalign.limsi.fr/

145



D,
. oy, n
N e, heeSup  to O"eg he

S
e
M

=S

1g ¢ tTg 0g

wg bt

Ze, 3%04’-
My

Straight

Figure 2: Translation strengths on a logarithmic scale in a English-Japanese sentence pair matrix as a grey graph.

ple and convincing justification using F-measure for
this symmetrical word alignment approach.

4 Proposed Method

4.1 Soft alignment matrices

We propose to regard the alignment associations be-
tween a source sentence S and a target word 1" as
a contingency matrix (Matusov et al., 2004; Moore,
2005) as in Figure 2, noted as M (I, .J), in which I
is the length of source sentence in words and .J for
target side. We define a function w which measur-
ing the strength of the translation link between any
source and target pair of words (s;,%;). The sym-
metric alignment between word s; and ¢; presents
a greyed cell (7,7) in this matrix. In this paper,
the score w(s;, t;) is defined as the geometric mean
of the bidirectional lexical translation probabilities
p(silt;) and p(tj]s;). For a given sub-sentential
alignment A(X,Y) C I x J, we define the weight
of this alignment W(X,Y) as the summation of asso-
ciation scores between each source and target words
of a block (X,Y) in such a matrix.

(6)

WX, Y) =) > w(s,t)

seX teY

Since we have to calculate all cells in the block
(X,Y), the time complexity here is in O(I x J).

4.2 Reformulation: from Ncut to F-measure
Ncut can be computed as the following formula
same as in (Zha et al., 2001), :

cut(X,Y)
cut(X,Y)+2xw (X.Y)

o XY)
cut(X,Y)+2xw(X,Y)

(N

Actually, minimizing Ncut(X,Y") is equivalent
to maximizing the arithmetic mean of the F-measure
(also called F-score) of X relatively to Y and X rel-
atively to Y. It can be derived as following. In gen-
eral, Fi-measure (Kim et al., 1999) of block (X,Y)
is defined as the harmonic mean of precision P and
recall R:

1

Fi(X,Y)

Neut(X,Y) =

cut(X,Y) =W(X,Y)+W(X,Y)

1 1
PX.Y)  RX.Y)

1
=5 X ( (3)
To interpret sentence pair matrices as contingency
matrices, it suffices to read trans- lation strengths
as reflecting the contribution of a source word to a
target word and reciprocally. With this interpreta-
tion, the precision (P) and the recall (R) for two
sub-parts of the source and the target sentences can
easily be expressed using the sum of all the transla-
tion strengths inside a block. These two measures
can thus be defined as following Equations.

PXY) = — ) ©)
’ W(X,Y)+W(X,Y)
RX,Y) = — VXY (10)

W(X,Y)+ W(X,Y)
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Now, it suffices to replace precision and recall by
their values in terms of cut to derive the following
formula.

L 1 (WEYWXY) | WY)W XY)
F(X)Y) 2 W(XY) W(XY)
(11)
o 2xW(X)Y)
WX Y)rcut(X,Y) (13)
o 2xW(X)Y)

By using Equation 13 and Equation 7, for (X,Y),
we obtain:

WX Y)+W(X)Y)

F(X,Y)=1- XWX YY)+ WX Y)+W(XY)
(14)
=1— Ncutiee(X,Y) (15)

In a contingency matrix, where balanced F;-score
can be used regularly for binary classification, es-
pecially on the scenario of binary segmentation of
bilingual sentence pair under the ITG framework.
With this interpretation, for the straight case of ITG,
we can get the Fi-score for the remaining block
(X,Y) as,

Fi(X,Y) =1— Necutpignt(X,Y) (16)

Absolutely, an equivalent way of writing is:

Neut(X,Y) =2 x [1 — DR 7,

To summarize, minimizing Ncut equals finding
the best point with the maximum value in the ma-
trix of arithmetic means of F;-score. This in fact
makes sense intuitively if we look for the best possi-
ble way for parts of the source and target sentences
to correspond. These parts should cover one another
in both directions as much as possible, that is to say,
they should exhibit the best recall and precision at
the same time.

4.3 Reducing time complexity

In order to reduce the time complexity in calculate
the value of W(X,Y), we make use of a specialized
data structure for fast computation. For each given
sentence pair, a summed area table (SAT) was cre-
ated for fast calculating the summation of cells in the

corresponding soft alignment matrix M(1, J). The
preprocessing step is to build a new (/ + 1,J + 1)
matrix M’, where each entry is the sum of the sub-
matrix to the upper-left of that entry. Any arbitrary

) sub-matrix sum can be calculated by looking up and

mixing only 4 entries in the SAT.

Assume XY starts from point (¢, jo), Where
X, X and Y,Y are splitting at i, and j; separately.
We have,

WX, Y)= >

10 <1 <1
Jo<J)<n
= M (i1, j1) — M'(io, j1)
— M (i1, jo) + M'(io, jo)

w(i, j)

Time complexity here is reduced from O(I x J) to
O(1) when calculating the summation of cells in the
block of X, Y, and similar to the remaining. Due to
data sparsity, a simple Laplace smoothing was used
here to handle the unseen alignments with a very
small smoothing parameter o = 107",

5 Experiments

5.1 Alignment Experiments

We evaluate the performance of our proposed meth-
ods. We conduct the experiments on KFTT cor-
pus®, in which applied Japanese-to-English word
alignment. We report the performance of various
alignment approach in terms of precision, recall and
alignment error rate (AER) as (Och, 2003) defined.
The quality of an alignment A = {(j, a;)|a; > 0}is
then computed by appropriately redefined precision
and recall measures:

A P
Recall = | mS|,Preciszon = 40 |,S cP
S| 1P|
(18)
and the following alignment error rate:
ANS|+|ANP
AER(S, P A) — 1 — AOSIHIAOPL (o)

Al +15]

The details are shown in Table 1. Figure 3 plots
the average run-time of the currently available align-
ment approaches as a function of the number of in-
put English-French sentence pairs. The HSSA ap-
proach is far more efficient. In total, aligning the

“http://www.phontron.com/kftt/index.html
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# | MatchRef  Prec Rec AER
Ref 33,377
GIZA++ + GDFA | 31,342 18,641 5948 55.85 42.39
fast_align + GDFA | 25,368 14,076  55.49 42.17 52.08
GIZA++ + HSSA | 43,257 15,209 35.16 45.57 60.31
fast_align + HSSA | 43,070 14,950 3471 44.79 60.89

Table 1: Word alignments comparison on Japanese-English data in terms of matches number, precision, recall and
alignment error rate (AER). GDFA: an abbreviation of grow-diag-final-and. HSSA: an abbreviation of hierarchical

sub-sentential alignment.

soft alignment matrix

born born
in in
bicchu bicchu
provincef . provincef
hef . o hel
moved| moved|
tof- tof-
suof suof-
provincef . .. provincef
after after
entering entering
sshokoku-jif sshokoku-jit
temple | . temple
inf
kyotol . kyotol
| L T B R B L T E_L - -
+HY L a H < 0NV LOBRHEHLBPR °
& o ® B | m
#H
fast_align + grow-diag-final-and
born born
in in
bicchu o bicchu
provincef provincef
B | ; t
hel C hef
moved| . moved|
tor . tof-
suof : suof
provincef provincef
after after
entering - h. entering
sshokoku-jit sshokoku-jit
temple| - templel
inr- .
kyotof . kyotof
| L T B R B L - E_L L -
+HY L @ H < OMVMOBEHLZRO °
& ﬁ ® B | m

inF

GIZA++ + grow-diag-final-and

inF
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& #oo® B |E

H

Hierarchical Subsentential Alignment
FHYLS §F H#HULI<LSOVLIBEHULIRC °
& m ® B |RE

Figure 3: Comparison of alignments output by various tools. The test sentence pair is sampled from KFTT corpus. We
fed HSSA with the lexical translation table relying on the output of GIZA++. In this example, our proposed approach

(GIZA++ + HSSA) generates a better alignment than GIZA++ + GDFAor fast_align + GDFA.
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Figure 4: Average word alignment run-time (in seconds)
as a function of the size of a corpus (in sentence pairs).
Remember that, given the lexical translation probabili-
ties, HSSA runs only in one iteration.

10K sentence pairs in the corpus completed in nearly
20 second with the HSSA approach but required
more time with the other EM-based approaches.

In Table 1, Precision of our proposed approach
are lower than baseline system, but Recall are bet-
ter than fast_align + GDFA. However, it has
been proved (Fraser and Marcu, 2007; Ganchev et
al., 2008) that AER does not imply a better transla-
tion accuracy (see Table 3).

5.2 Translation Experiments

In this section, we first describe the data used in
our experiments. We then perform to extract the
lexical translation probabilities. Finally, we con-
duct translation experiments using both the baseline
system (GIZA++) and the system using HSSA ap-
proach combined with to show, given a reliable lex-
ical translation table for soft alignment matrix, the
effectiveness of our proposed integrated system. We
also investigate the time cost and the influence on
the SMT frameworks.

In order to evaluate the proposed method, we
conducted translation experiments on two corpora:
Europarl Corpus and KFTT corpus. For English-
Japanese (en-ja) and Japanese-English (ja-en), we
evaluated on the KFTT corpus. For English-Finnish
(en-fi), Spanish-Portuguese (es-pt) and English-
French (en-fr), we measure the translation metrics

Train Tune Test
Europarl v7 | 183K IK 2K
KFTT 330K 12K 1.2K

Table 2: Statistics on the parallel corpus used in the ex-
periments (K=1,000 lines).

on Europarl Corpus v7°. The baseline systems are
using GIZA++ to train as generally.

In our experiments, standard phrase-based statis-
tical machine translation systems were built by using
the Moses toolkit (Koehn et al., 2007), Minimum
Error Rate Training (Och, 2003), and the KenLM
language model (Heafield, 2011). Default training
pipeline for phrase-based SMT in is adopt with de-
fault distortion-limit 6. For the evaluation of ma-
chine translation quality, some standard automatic
evaluation metrics have been used, like BLEU (Pa-
pineni et al., 2002), NIST (Doddington, 2002) and
RIBES (Isozaki et al., 2010) in all experiments.
When compared with the baseline system (GI ZA++
+ GDFA), there is no significant difference on the
final results of machine translation between using
the alignments output by the proposed approach and
GIZA++.

6 Conclusion

In this paper, we studied an ITG-based bilingual
word alignment method which recursively segments
the sentence pair on the basis of a soft alignment ma-
trix. There are several advantages in our proposed
method. Firstly, when combining the proposed
method with word association probabilities (lexical
translation table), it is more reasonable to obtain
symmetrical alignments using the proposed method
rather than grow-diag-final-and. In other words,
this method provides an alternative to grow-diag-
final-and for symmetrization of word alignments. It
achieves a similar speed compared to the simplest
IBM model 1. Second, HSSA points a new way to
real-time word alignment. For the tasks of process-
ing same domain document, HSSA makes it possi-
ble to reuse the pre-built crossing-language informa-
tion, likes bilingual lexical translation table. In our
experiment, it has demonstrated that our proposed
method achieves comparable accuracies compared

Shttp://www.statmt.org/europarl/
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Figure 5: Our proposed approach starts from alignment associations with some probabilities, which is different from
the standard phrase-based SMT pipeline.

BLEU | NIST | TER | WER | RIBES

GIZA++ + GDFA | 5440 9483 3437 30.19 91.22

gy | GTZATH + HSSA | 5442 9542 3407 30.08 91.25
fast_align + GDFA | 54.10 9438 34.63 3045 91.14
fast_align + HSSA | 54.051 9417 3472 3058 91.11
GIZA++ + GDFA | 4934 9.182 3597 31.74 90.62

es.pt | CTZAH + HSSA | 4932 8980 3699 3244 90.30
fast_align + GDFA |49.70 9206 3546 3130 90.79
fast_align + HSSA | 4951 9203 3559 31.38 90.79
GIZA+T + GDFA | 36.61 6.608 47.08 4136 87.03

g | GTZATE + HSSA | 3515t 6.448 4771 42.18 86.60
fast_.align + GDFA | 36.11 6.669 46.69 4129 87.01
fast_align + HSSA | 35887 6492 4732 41.69 86.75
GIZA++ + GDFA | 21.59 5632 74.12 7499 68.10

ena | G122+ + HSSA | 2122 5585 7426 7330 67.84
fast_.align + GDFA |20.80' 5592 74.50 74.33 68.13
fast_.align + HSSA |2123 5590 7435 7548 68.01
GIZA++ + GDFA | 1878 5730 7125 6830 65.87

. GIZA++ + HSSA | 1838 5659 70.61 6840 65.53
JAEN | fast align + GDFA | 1823 5628 7126 68.01 6525
fast_align + HSSA | 1824 5659 7061 6827 65.46

Table 3: Comparison of translation results using various configurations, GIZA++ or fast_align with grow-diag-
final-and (GDFA) or hierarchical subsentential alignment (HSSA). Bold surfaces indicate the best BIEU score in each
group. No significant difference between directly GI ZA++ + GDFA with our proposed method except en-fi. Statistical
significantly difference in BLEU score at *: p < 0.01 and : p < 0.05 compared with GTZA++ + GDFA.
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with a state-of-the-art baseline. Finally, compared
with original HSSA, the advantages of our imple-
mentation includes well-formulated, shorter compu-
tation times spent, armed with smoothing technique.

For future work, we think of designing a beam-
search variation to make it possible to generate sev-
eral parsing derivations during recursive segmenta-
tion. This will allow us to investigate recombina-
tions of different derivations in order to obtain more
possible alignments.
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Abstract

Reading of news articles can trigger emotional
reactions from its readers. But comparing
to other genre of text, news articles that are
mainly used to report events, lack emotion
linked words and other features for emotion
classification. In this paper, we propose an
event anchor based method for emotion classi-
fication for news articles. Firstly, we build an
emotion linked news corpus through crowd-
sourcing. Then we propose a CRF based
event anchor extraction method to identify
event related anchor words that can poten-
tially trigger emotions. These anchor words
are then used as features to train a classifier
for emotion classification. Experiment shows
that our proposed anchor word based method
achieves comparable performance to bag-of-
word based method and it also performs bet-
ter than emotion lexicon features. Combining
anchor words with bag-of-words can increase
the performance by 7.0% under weighted F-
score. Evaluation on the SemEval 2007 news
headlines task shows that our method outper-
forms most of other methods.

1 Introduction

Emotion classification from text, an extension of
sentiment analysis, aims at assigning emotional la-
bels to a given text. It has wide applications such
as customer review (Pang et al., 2002), emotion
based recommendation (Cambria et al., 2011), emo-
tional human-computer interaction (Hollinger et al.,
2006), eLearning (Rodriguez et al., 2012), etc. It
is also important to understand reader’s emotion re-
actions for reading news articles as they may trigger

emotionally charged reactions which may lead to se-
rious social and political consequences. However,
news articles are normally used to describe recent
events. To maintain objectivity, writers normally
avoid using subjectivity and emotion-linked words.
Thus, current works on emotion analysis, which use
more social media type of text, would not work well
for news text.

Generally speaking, emotion classification can be
done either at document level or at sentence level. In
this paper, we focus on document level emotion clas-
sification for news articles. Due to the nature of new
articles, we need to address two main issues: 1) How
to obtain sufficiently high quality labeled news cor-
pus for training and prediction; and 2) How to iden-
tify suitable features for this genre of text. To ad-
dress the first issue, we make use of the crowdsourc-
ing method to obtain labeled data for a set of news
articles provided in ACE 2005 (Walker et al., 2006)
and through appropriate filtering, to obtain a reason-
ably good emotion-labeled corpus. To address the
second issue, we first investigate the commonly used
features for emotion prediction, including N-gram,
Part-Of-Speech (POS), and emotion lexicons (Lin
et al., 2007). However, these features, suited for
sentence level classification, seem to be noisy for
document level classification. Since news articles
mainly describe a specific event and based on psy-
chological studies that event can trigger emotions
(Cacioppo and Gardner, 1999), we further explore
event related features for emotion classification. Our
hypothesis is that for news articles, a specific set of
event linked anchor words can trigger emotions of
readers and are therefore more important than most
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of the other words which may not have relations to
emotions. Here the anchor word means the keyword
of an event, such as "die”, "accident”, “bomb”,
etc. Our proposed approach identifies event anchor
words and use them as features for emotion classi-
fication. The main steps involved in event anchor
word extraction involves three steps: First, we make
use of the ACE 2005 data as our raw source cor-
pus where event information was already annotated
and crowdsourcing is used to obtain emotion linked
labels for the news articles. Second, we use the an-
notated event information to train a CRF model for
event anchor words extraction. Last, the extracted
event anchor words can then be used as features to
train a classifier for emotion prediction. This is dif-
ferent from lexicon based method because lexicon
based method relies on externally prepared knowl-
edge. In contrast, anchor words are automatically
extracted from training data to be used as features.

The main contributions of this work include:

1. The construction of an important annotated re-

source for event based emotion analysis based
on ACE 2005 English news articles which can
be made available to the research community.

. The identification of more suitable features
for document level emotion classification of
news articles without emotion lexicon, and a
feasible feature extraction method, which can
also be used by other event based applications.
The proposed features are more effective than
emotion lexicon features and can improve the
performance when combined with the bag-of-
word features.

The rest of the paper is organized as follows: Sec-
tion 2 discusses related works for emotion classifi-
cation. Section 3 introduces the construction of the
annotated corpus as a training data resource. Sec-
tion 4 presents our event anchor word extraction and
emotion analysis framework. Section 5 gives perfor-
mance evaluation. The conclusion and future work
are summarized in section 6.

2 Related Works

Any method on emotion analysis must rely on an
emotion model to provide a framework for emo-
tion classification. Emotion models can be char-
acterized as discrete models and coordinate based

models. Discrete models include the most com-
monly used six emotions (Ekman, 1993), the eight
emotion model (Plutchik, 1980), Ortonys 22 emo-
tions (Ortony, 1990), and Xu’s seven emotion mod-
els (Xu and Lin, 2008), etc. Dimension based
models include evaluation-activation based mod-
els (Whissell, 1989) and valence-arousal based mod-
els (Russell, 1980; Mehrabian, 1996; Wang et al.,
2015), which is widely used for emotion classifica-
tion. When using dimension based models, emotion
prediction becomes a regression problem to predict
the values in the two axis (Wu et al., 2013). When
using discrete models, emotion prediction becomes
a multi-class classification problem, which is the
most commonly used methods in literature. This two
representation methods are well compared in (Calvo
and Mac Kim, 2013).

One of the problems that hinder emotion analysis
is the lack of training data. Annotated emotion cor-
pus is relative scarce compared to other NLP tasks.
Manually labeled emotion corpora include SemEval
2007 for news headlines (Strapparava and Mihal-
cea, 2007), RenCECps for blogs in both sentence
and document levels (Quan and Ren, 2009), and
NLP&CC 2013 for Chinese microblogs. Because
of the rapid development of social networks, many
studies also try to automatically construct emotion
corpus from the web using reader added emotion
tags as labels. Lin crawled a news article corpus
based on the emotion related tags by readers from
Yahoo!s news (Lin et al., 2007). Hashtags, emoti-
cons, and emoji characters are also used as naturally
annotated labels to construct large emotion corpus
from social media (Bandhakavi et al., 2014; Mo-
hammad et al., 2013; Wang et al., 2012). However,
these naturally annotated labels often contain noise.
A recent trend is to make use of crowdsourcing to
obtain annotated data. Crowdsourcing can be re-
liable if some control strategies are properly used.
Example of resources obtained by crowdsourcing in-
clude lexicons constructed by Hutto (2013) and Mo-
hammad (2013).

Emotion classification can be categorized into
1) rule based methods and machine learning based
methods. As an example of rule based systems,
the work by Chaumartin (2007) uses a set of hand
crafted rules based on common knowledge to an-
alyze the emotions of news headlines. In another
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system, Strapparava (2008) represents each emo-
tion and text using latent semantic analysis (LSA)
and analyzes the corresponding emotion based on
the similarity between the text and the correspond-
ing emotions. Machine learning based methods, on
the other hand, heavily rely on the availability of
training data as well as good feature selection meth-
ods. Mohammad shows that the combined using of
emotion lexicon and N-gram features is more effec-
tive than N-gram feature only (Mohammad, 2012).
Quan makes use of emotional words based features
and tries to apply them to different classifiers such
as SVM, Naive Bayes, and decision trees for sen-
tence level blog emotion classification (Quan and
Ren, 2009). Based on word embedding, Chen uses
a sentence vector in combination with ML-KNN for
microblog data (Chen et al., 2014). Inspired by Po-
ria (2014) that uses dependency features and CRF
model, a segment-based method is proposed to ex-
tract sentence segments using dependency trees and
the semi-CRF model is used to label emotions of
all the segments, and then the log linear model is
used to infer the final emotion of the whole sen-
tence (Wang, 2014). Similar idea is adopted by Wen
(2014) where the data mining technique class se-
quential rules (CSR) mining is used to analyze the
emotion of the whole microblog containing several
sentences.

Based on psychological studies that events can
trigger emotions (Cacioppo and Gardner, 1999),
many studies propose event based emotion predic-
tion methods. Tokuhisa extracts events that can
trigger emotions from the web based on emotion
words and uses k-NN to predict new text for di-
alogs (Tokuhisa et al., 2008). Extending from
Tokuhisa (2008), Vu constructs an event corpus by
first defining a set of seed events and then extends
it using boot-strapping (Vu et al., 2014). Lee builds
an emotion linked event corpus from Chinese sto-
ries (Lee et al., 2014). Li proposes a system to de-
tect and extract the cause event in microblogs, and
uses these events as features to train a classifier for
emotion prediction in microblogs (Li et al., 2014).

3 Corpus Construction

In order to serve the objective of our work for event
based emotion prediction on news articles, we need

to first prepare an appropriate training data which
is currently not available. With consideration of re-
sources, we choose to use the crowsourcing platform
to annotate the data.

3.1 Data Source

The raw data comes from the Automatic Content Ex-
traction 2005 (ACE 2005), a complete set of multi-
language training data for the ACE 2005 evaluation
(Walker et al., 2006). In this work, we only use
the English collection of Automatic Content Extrac-
tion 2005 (ACE 2005)! which contains 754 English
texts collected from newswire (18.57%), broadcast
news (39.79%), broadcast conversation (9.15%),
web log (18.30%), UseNet newsgroups/discussion
forum (8.22%), and conversational telephone speech
(5.97%). Though not all of these texts are news ar-
ticles, they are all descriptions about events, consis-
tent for our event based emotion analysis for news
articles. So we simply name this set of the data as
the news articles in the rest of this paper.

The news articles dataset was originally created
by the Linguistic Data Consortium (LDC) prepared
for event identification. The news articles dataset al-
ready have annotated event related information such
as the anchor words for events, event types and event
subtypes. For example, in the below sentence, /74
people were wounded in Tues-day’s southern Philip-
pines airport, it contains an event about injury. The
event anchor word is "wounded” while the event
type and subtype are “Life” and “Injure” corre-
spondingly. This dataset is quite appropriate to serve
as the training data for our work because it is highly
related with event description. However, there is no
emotion related annotation that can be used directly
as training data for emotion analysis.

3.2 Data Annotation

In order to use this collection as training data, we
need to identify the emotion associated with each ar-
ticle. For annotation, we choose the most commonly
used emotion model (Ekman, 1993), which includes
six discrete emotion labels: anger; disgust, fear, joy,
sadness, and surprise, respectively. We also add the
category, neutral, to be used for those articles which
may not trigger any emotion. This label is partic-

"http://www.itl.nist.gov/iad/mig/tests/ace/2005/
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ularly suitable for news articles. Naturally, differ-
ent people may have different emotions even when
reading the same text. Therefore, to eliminate bias
by a single crowdsourcing contributor, we request
each article to be annotated by 5 contributors. Ob-
viously, there may be different labels given by dif-
ferent annotators. The principle is to use the major-
ity as the label for each article. If the result has no
majority, the filtering process after crowdsourcing is
initiated. The annotation platform used is Crowd-
Flower?. To ensure quality of annotation, a qual-
ity control (QC) mechanism is included in Crowd-
Flower to prevent people from randomly labeling the
text (and also possibly eliminate people who have
low English proficiency). Inspired by Hutto (2014),
the QC process is conducted through a four step pro-
cess as described below:

1. A subset H of eight articles are labeled by the
research team as the ground truth for QC pur-
pose. We asked 3 persons in the research team
to serve as experts to annotate a selected set of
articles independently. The articles which re-
ceived the same labels by all three people are
used as the ground truth for future usage.

2. We choose a subset H; (6 articles) from H as
quality test data and the contributors who cor-
rectly labelled 80% in H; are qualified for fu-
ture batches of work. Here correctness means
the label given by the contributor is the same as
the ground truth.

3. In the real annotation tasks, we randomly pick
one instance from H in every batch of 6 articles
to test whether they are doing random labeling.
Results by those who wrongly labeled the test
instances are discarded and the person will not
be given new tasks. Even though this added re-
dundancy costs more for annotation, it gives us
more assurance of the quality of acquired data.

4. After completing the annotation for each arti-
cle, the annotators are asked to briefly give ra-
tionales for their choice of label. We randomly
check the written responses to ensure that the
contributors are not making random choices.

“http://www.crowdflower.com/

Type Pattern % (Number) Non-Neutral

1 5,0,0,0,0 3.18%(24) 1.59%(12)

2 4,1,0,0,0 11.14%(84) 6.23%(47)

3 3,2,0,0,0 9.81%(74) 6.63%(50)

4 3,1,1,0,0  22.68%(171) 15.78%(119)

5 2,2,1,00  22.81%(172)  10.08%(76)

6 2,1,L1,1,0  26.13%(197) 20.42%(154)

7 1,1,1,1,1 4.24%(32) -

Sum 100.00%(754)  60.74%(458)
Fleiss Kappa 0.212

Table 1: Crowdsourcing based annotation result

Table 1 shows the distribution of the seven types
of patterns in the annotation result (including the ar-
ticles in H. Different annotators may give the same
article different labels. The first pattern (5,0,0,0,0)
means that all five annotators gives an identical emo-
tion label. The second pattern (4,1,0,0,0) means 4
people give the same label whereas one person gives
a different label. The pattern (1,1,1,1,1) means that
every annotator give it a different emotion label. The
labels for text in H are also refined through the la-
bels given by the contributors. The 3rd column in
Table 1 shows the distribution percentage (%) and
total articles number (Number) and the last column
shows the percentage for data that have one major
label and falls into the non-neutral categories. Out
of the 7 possible patterns, only 3.18% of data falls
into Type 1, the best scenario where the same label
is given by all annotators. In Type 7, everyone gives
a different label and 4.24%( 32 articles) of data falls
into this category.

We use Fleiss Kappa value to evaluate the consis-
tence between different contributors and the value
of 0.212 indicates a fair agreement. The relatively
low value of Fleiss Kappa indicates the difficulty in
emotion annotation because emotions is very subjec-
tive depends a lot on the annotators. This is partic-
ularly true for event linked emotions as they can be
dependent on the annotators’ background and pref-
erences such as religions, political stands, etc. Since
emotion classification is naturally multilabeled and
personal variations are also natural, we consider the
data quality is reasonably good. However, for train-
ing purpose, we further filter the data and only re-
tain those which have a major shared emotion. We
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consider five of the patterns to have a major shared
emotion including Type 1 to Type 4 and type 6. If
the major label is the neutral label, however, the data
will be removed. In other words, only the articles
that has non-neutral labels are used as training data.
In fact, in our data, 22.28% percent of annotated data
falls into the neutral class which is only natural for
news type of text. Obviously, this is very different
for text from social media. The Type 5 pattern in-
dicates two major emotion labels with equal num-
bers. Only if one of the major labels is neutral, the