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Abstract

Machine Translation has evolved tremen-
dously in the recent time and stood as center
of research interest for many computer
scientists. Developing a Machine Transla-
tion system for ancient languages is much
more fascinating and challenging task. A
detailed study of Sanskrit language reveals
that its well-structured and finely orga-
nized grammar has affinity for automated
translation systems. This paper provides
necessary analysis of Sanskrit Grammar in
the perspective of Machine Translation and
also provides one of the possible solution for
Samaas Vigraha(Compound Dissolution).

Keywords: Machine Translation, Sanskrit,
Natural Language Parser, Samaas Vigraha,
Tokenization

1 Introduction

Sanskrit language and its grammar had exterted an
emphatic impact on Computer Science and related
research areas. It has resulted to put in extensive ef-
forts in the field of Machine Translation(hereafter re-
ferred as MT). MT of Sanskrit is never an easy task,
because of structural vastness of its Grammar. Be-
sides, its strutural vastness Sanskrit Grammar is well
organized and least ambigious compared to other
natural languages, illustrated by the fact of increas-
ing fascination for this ancient Aryan language. Its
grammar possesses well organized rules and meta
rules to infer those rules, thus proving to be a pow-

erful analogy to context free grammar of a computer
language.

Subsequently, it supports the idea of developing a
parser for Sanskrit language, that would be helpful
in developing a full-fledged MT system. As a part of
development of parser, there are other important as-
pects to be taken care off. A morphological analyser
and a rokenizer are two of the important components
that play a vital role in the parser. A morpholog-
ical analyser is used for identification of the base
words from their morphonemes, further to under-
stand the semantics of the original text. A tokenizer
also plays its significant part in a parser, by identi-
fying the group or collection of words, existing as a
single and complex word in a sentence. Later on, it
breaks up the complex word into its constituents in
their appropriate forms. In Sanskrit, mainly we have
two categories of complex words. They are

e Sandhi

e Samaas
1.1 Sandhi and Samaas

Sandhi: When two words combine to produce a new
word whose point of combination is result of anni-
hilation of case-end of former word and case-begin
of latter. In short, the resulted new character that
has been created at the point of combination is ex-
actly equivalent to the sound produced when those
two words are uttered without a pause. The inverse
procedure to Sandhi-formation is known as Sandhi
Wicched.

On the other hand, when two or more words are
combined, based on their semantics then the result-
ing word is known as Samaas or Compound. Unlike
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Sandhi, the point of combination in Samaas may or
may not be a deformed in the resulting word. The in-
verse procedure of break-up of a Samaas is known as
Samaas Vigraha. Considering the complexity of this
problem, we restricted our focus to Samaas Vigraha
or Compound Dissolution(hereafter Compound Dis-
solution is referred as CD for convenience).

1.2 Organization of the Paper

Initially, we would discuss about the problem of fo-
cus and the main objective of this paper in detail.
Further, a little overview about the Sanskrit grammar
and Knowledge Representation, that are required to
understand the underlying concepts of the system.
Then, we would brief about the existing systems in
this areas and the related areas of interest. Later on,
we would give a detailed description of the architec-
ture of Vaakkriti. We would give a detailed analysis
of the results of our system and finally, throw some
light over our contribution to this research area.We
shall conclude with some of drawbacks of our sys-
tem and the challenges we have faced.

2 The Problem

Semantics being the prime focus, we need to learn
the factors that effect the formation of a compound
from the set of atomic words. The basic problem
is identification of factors, by thorough analysis of
language structure or with the help of a linguist. Es-
pecially various examples of Samaas must be exten-
sively observed. After identification of factors, we
need to find out the appropriate form of Knowledge
Representation for the rule-base. Here, knowledge
being the rules, based on which a particular com-
pound is formed. The importance of CD can be
clearly understood, during the process of tokeniza-
tion. A well-defined set of rules in Sanskrit can
be found in “Ashtadyayi”, authored by 3" century
grammarian and linguist Panini. Ashtadyayi con-
tains rules of Grammar in a concise form, distributed
over eight chapters. Our rule-base system would be
based on the work of Kale et. al, that has detailed
description of Paninian Grammar.

3 Sanskrit Grammar

As we have already mentioned that, it is necessary
to know some of the basic concepts of the Sanskrit

grammar. First, we would give some important def-
initions of terms that are frequently used in this pa-
per.

3.1 Important Definitions
3.1.1 Vibhakti(Declension)

Sanskrit is a highly inflected language with three
grammatical genders (masculine, feminine, neuter)
and three numbers (singular, plural, dual). It has
eight cases: nominative, vocative, accusative, instru-
mental, dative, ablative, genitive, and locative.

3.1.2 Dhatupata(Verbal Conjugation)

The verbs tenses (a very inexact application of the
word, since more distinctions than simply tense are
expressed) are organized into four ’systems’ (as well
as gerunds and infinitives, and such creatures as in-
tensives or frequentatives, desideratives, causatives,
and benedictives derived from more basic forms)
based on the different stem forms (derived from ver-
bal roots) used in conjugation. There are four tense
systems:

Present (Present, Imperfect, Imperative, Opta-
tive)

Perfect

Aorist

Future (Future, Conditional)

3.2 Factors that effect

The list of factors that are involved in a rule are

e Part of Speech(hereafter referred as POS)

List of Words(a token must be among a set of
words to satisfy a rule)

Case-End

Case-Begin

Declension

Sense(a token with a particular sense is only
qualified)

Meaning

o Affix
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o Affix Type(Taddita and Kriti)

e Number(sng, two, mny)(hereafter we refer
number as num)

e Gender(mas, fem, neu)

The list of actions that act as functions in the con-
sequent of a rule are:-

e setDecl(set the declension case for a specified
token)

e addBefore(add a string before a specified to-
ken)

o addAfter(add a string after a specified token)

e setNumber(set the number of a to-

ken(sng,two,mny))

e replace(replace a token with a string related to
it)

3.3 Compounds

Nominal compounds occur with various structures,
however morphologically speaking they are essen-
tially the same. Each noun (or adjective) is in its
(weak) stem form, with only the final element re-
ceiving case inflection. Some examples of nominal
compounds include:

Itaretara

Example: THT&HTa a9 (RAmaLakshmaNaBaratAH)SenseOf(token2,“contempt’”))=-

to TH: T o F ¥{d: 9 AT :(RAma ca, LakshmaNa
ca, Barata ca)

Rule: Vtoken POS(token,noun) = setDecl(token,nom)A
addAfter(token, )

Samahaara

Example: 9rorrarat(pANIpAdau)to
qTUIT T 9TEEH T(pANI ca pADam)

Rule: Vtoken,dsense  POS(token,noun) A
SenseOf(token, sense) = setDecl(token,nom)A
addAfter(token, )

Dvitiya(Accusative) Tatpurusha
Example: g:@Terea: (dukhatltaH)to
@ e s (dukham atltaH)
Rule: POS(tokenl,noun) A WordList(token2,fae,

=-setDecl(tokenl,acc)

Trutiya(Instrumental) Tatpurusha

Example: g:@Teia:to
T\ A

Rule: POS(tokenl,noun) A (POS(token2,verb) V
WordList(token2,99 I, )= setDecl(tokenl,ins)

sd Vs

Chaturthi(Dative) Tatpurusha
Example: J9aTe(yupadaru)to T9T T (yupaya daru)
Rule: POS(tokenl,noun) A (Sense(token2,“material”)
Y WordList(token2,30 , afer, faar , g, vfaran)=
setDecl(tokenl,dat)

Panchami(Ablative) Tatpurusha

Example: F7=#(cOrabayam)to FTg WIH(cOraad

bayam)
Rule: POS(tokenl,noun) A (WordList(token2,

T 1T, i, T o9, o1iTe, J, 9faa, s79a=) =
setDecl(tokenl,abl)

Shashti(Genitive) Tatpurusha

Example: TS{®Y: (rAjapurushaH)to
J&¥:(rAjangya PurushaH)

Rule:  POS(tokenlnoun) A (POS(token2,noun)A—
POS(token2,verb)A—
SenseOf(token?2,“quality”’))= setDecl(tokenl,gen)

NumeralType(token?2,ordinal) A—

Saptami(Locative) Tatpurusha

Example: T T¥&T&:(nagarAkAkaH)to Y &Tah:
¥d(nagare kAkaH iva)
Rule: POS(token1,noun)

A (MeaningOf(token2, “crow”)A
setDecl(tokenl,loc)A
addAfter(token2, 39)

4 Knowledge Representation

We have already learnt that the process of CD is sup-
ported by a rule-base system. A production system
1s a good illustration to understand a rule-base sys-
tem. To represent a complex rule, it would be bet-
ter to use First Order Predicate Logic(FOPL). Un-
der FOPL a rule can be written as of the form P(a) A
Q(a)AQ(D)AR(c) = Actioni(a)AActionz(b)AAction:(c)

where P, () and R are predicates
a, b and c are constant symbols

Action is a function symbol
The rule-base system of Vaakkriti is de-

veloped considering the factors as pred-
icates and the tokens as constant sym-
bols. A sample rule would look like this
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POS(tokl, noun) A (POS(tok2, verb) decl(tok2, acc)) =
setDecl(tokenl, acc).

5 Related Work

In the recent times many efforts have been made to
develop various utilities for Sanskrit. The tools de-
veloped includes Sanskrit to other Indian Language
transliteration tools, simple and primitive transla-
tion tools, many grammar analysing tools and many
more learning tools. Some of the important works
includes Anusaraka, a primitive machine translation
tool developed by Akshar et. al. Anusaraka tries
to take advantage of the relative strengths of the
computer and the human reader, where the com-
puter takes the language load and leaves the world
knowledge load on the reader. Besides, these tools,
there are some beautiful theory-based research work
was also done. The concept of Indian Network Lan-
guage(INL) is one of such concepts that was pro-
posed by Anupam et. al. It gives a hypothesis to
consider Sanskrit as INL because of its important
properties like free word order and inherent seman-
tic net structure. There are few other interesting re-
search concepts that have been analysed in the con-
text of Sanskrit language. Rick Braggs et. al have
shown in his article how Knowledge Representation
in the language of Sanskrit is one of those wonderful
concept to show that Semantic Nets. Semantic Nets
are concept respresenting structures, that show how
a concept is related to other concepts semantically, a
semantic net would like in the figure below. Another
beautiful research work was comparison of Paninian
Grammar and Computer language Grammar. Bhate
et al. has analysed to show that how well organized
and structured is Sanskrit Grammar and its forgot-
ten valuable contributions to the field of Computer
Science.

6 Architecture

An Itrans standard formatted devanagiri text is given
as input to the system and the output of the system
is the set of tokens produced after CD. The list of
components in the system are listed below:

e Input Processor
e Symbol Table

e Knowledge Base

e Inference Engine
e Database
e Rule-Base Editor

The architecture of Vaakkriti can be seen in the fig-
ure

Vaakriti
Rule Base
Editor
K
nowledge Base o
@ Itrans String
User
Input Inference
Processor Engine
ShabdaRupal — ~/
& P
Symbol KriyaRupa
Table Manager

Figure 1: Architecture of Vaakriti

The algorithm of Vakkriti is given below:- A de-

Algorithm 1 Algorithm of Vaakkriti

1: input «+ Itrans-Devanagiri Text

input’ < breakUp(input)

tokenList «— tentative Tokenize(input’)

tokenInfoList < tokenList

for token; in tokenInfoList do
token(i) « extractInfo(token;
update tokeni) in tokenInfoList

end for

for each rule(r) in Knowledge-Base(KB) do
result «— infer(r,tokenInfoL.ist)

11:  if result is true then

returnr
12:  end if
13: end for

D A o

_
e

tailed description of each component is as follows.
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6.1 Input Processor

The unstemmed compound taken as input to the sys-
tem is a string in itrans format. First, Input Processor
breaks the itrans string into chunks of characters on
the basis of Devanagiri Character set. The heuristic
for break up procedure is given below:-

The reason behind the breakup procedure is to
ease the process of breaking the string into words
in their tentative forms. If a string is considered as
it is without breakup into devanagiri characters, then
there is a high chance of ambiguity while lookup in

the dictionary. For example:-
Without breakup of input string

aja
ajagaraH-- Found this word

With breakup of string into character sequences
a, ja
a,ja,ga, ral

Later on the chunks of characters are processed as
in the procedure below:-

The words lying in input string are tentatively
guessed by maintaining a stack of character se-
quences, thus checking with the dictionary for the
right word. But, in most of the cases, the word in
the input string do not have an exact match in the
dictionary. This is because of the matra appended to
Case-End of a word. Therefore, we have generated
tokens for each matra and tried to find it in the dic-
tionary. If the word is found, then the word along
with its meaning is stored in the Symbol Table.

6.2 Symbol Table

Now, we shall discuss more about how a Symbol
Table fetches those subtle information of a token.
Symbol table extracts token information in the fol-
lowing manner:-

6.2.1 Part of Speech

Part of Speech is identified with the help of stan-
dard Monier Williams Dictionary, List of Adverbs,
List of Prepositions, List of Numerals.

6.2.2 Sense and Meaning

First, meaning of the token is known from the dic-
tionary and the sense of the token is fetched through
a special kind of procedure. The technique has fol-
lowing steps:-

1. Identify the nouns in the meaning phrase.

2. Find sense for each noun with the help of En-
glish Wordnet.

3. Find a list of “common” senses for all the
nouns.

4. That list of senses is assumed to the sense of a
token.

6.2.3 Gender and Number
These are fetched from the XML database.

6.3 Knowledge Base

The Knowledge Base(KB) contains facts and rules
that supports the system, for identifying a given in-
put. The KB has been classified well, according to
the Rule Sets. A Rule Set is a set of rules that are
meant for a particular type of compound. Infact, a
new rule set can be created whenever there is a new
part of speech to be dealt with. It has been assumed
that, a rule has clauses(both unit and definite) on an-
tescendent side, whose number is equal to tentative
number of tokens in the input parsed string. On the
other hand, the consequent or conclusion contains
the list of actions that has to be operated over the to-
kens(in the input string) by the system. More about
the rule structure in the next section.

The KB is well integrated with the Rule Base Ed-
itor(RBE) and the Inference Engine. Currently, it
contains limited number of rules this makes the KB
non-monotonic, yet it can be made monotonic, by
addition of new rules.

6.4 Database

There is a large database that supports the whole sys-
tem of Vaakriti. The database is contained in the
form of XML files. There are following tables in the
database:-

e Nouns, Adjectives, Numerals Declensions.

Adverbs, Conjunctions and Prepositions.

Dictionary Database.

Preverbs database.

Other Morphonemes.
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6.5 Inference Engine

Whenever premises of a particular are satisified by
the input parse string, then it is said that a rule is
fired. A fired rule applies its consequent part over
the parsed string to result in actual goal. This proce-
dure is known as Rule Inference.

6.6 Rule Base Editor

The sole motive of Rule-Base Editor is to free the
Knowledge Engineer free from rule entry. A Lin-
guist with little training to operate the GUI can be
provided, would suffice this task.

7 Results

The system has been tested with many examples that
have been taken from the book written by Kale et al.
The set of examples have been chosen from differ-
ent set of Compounds. In most of the cases system
has given correct results with a precision of 90%,
but in some of the cases that involve sense, it be-
came quite difficult to produce the result. Lack of
linguistic tools like Wordnet for Sanskrit language
imposes limitations on word sense disambiguation.
We have developed a sense list for a limited set of
words by observing some of the important sanskrit
texts, based on the knowledge we have acquired.

8 Our Contribution

We have proposed a utility called Rule-Base Editor,
besides our actual work on CD. The motive behind
Rule-Base Editor is to induce the property of flexi-
bility into the system. It always avails a linguist to
enter new rules with the help of Rule-Base Editor
without any support from knowledge engineer.

We have already learnt that Samaas Vigraha(CD)
is the most important aspect of the tokenization
phase in a parser. Implicitly, the acquisition of fac-
tors and rules also gather equal importance. Signify-
ing this fact, we have done rigorous survey over the
grammar to identify these factors. Hence, we assert
that our system will be a significant contribution in
this area of research.

9 Future Scope and Conclusion

We assert that Vaakkriti would be a preliminary con-
tribution to the realm of NLP. Adding to the major
works that have been done already, Vaakkriti is an

attempt to enhance the existing works. We would
extend the current system and develop a full-fledged
parser that will suffice most of the requirements of
MTsystem.

Although, it looks the way that the problem has
been solved, but the actual problems arouses when
a Sanskrit poem is given as input to a MT system.
Usually, a sanskrit poem conveys more than one
meaning and sometimes figure of speech is used,
that adds fuel to the fire. This becomes a herculean
task for a MT system and it will remain as a myth
forever.
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Abstract

Stemmers have many applications in natu-
ral language processing and some fields
such as information retrieval. Many algo-
rithms have been proposed for stemming.
In this paper, we propose a new algorithm
for Persian language. Our algorithm is a
bottom up algorithm that is capable to re-
organize without changing the implementa-
tion. Our experiments show that the pro-
posed algorithm has a suitable result in
stemming and flexibility.

1 Introduction

In linguistics, stem is a form that unifies the ele-
ments in a set of morphologically similar words
(Frakes and Yates, 1992), therefore stemming is
the operation which determines the stem of a given
word. In other words, the goal of a stemming algo-
rithm is to reduce variant word forms to a common
morphological root, called “stem” (Bacchin et al.,
2002).

There are three common approaches that are used
in stemming: affix stripping, lookup table and sta-
tistical methods (Bento et al., 2005). Affix strip-
ping dependends on the morphological structure of
the language. The stem is obtained by removing
some morphemes from the one or both sides of the
word. Porter algorithm (Porter, 1980) is an exam-
ple of this kind of algorithms. This stemmer is
made up of five steps, during which certain rules
are applied to the words and the most common suf-
fixes are removed.

In lookup table approach, each word and its re-
lated stem are stored in some kind of structured

Mehrnoush Shamsfard
NLP Research Lab,
Department of Electrical &
Computer Engineering,
Shahid Beheshti University,
Tehran, Iran
m-shams@sbu.ac.ir

form. Consequently, for each stored word, we find
its stem. However, the approach needs more space.
Also, for each new word, table must be updated
manually.

In statistical methods, through a process of in-
ference and based on a corpus, rules are formulated
regarding word formation. Some of the method-
ologies adopted are: frequency counts, n-gram
(Mayfield and McNamee, 2003), link analysis
(Bacchin et al., 2002), and Hidden Markov Models
(Melucci and Orio, 2003). This approach does not
require any linguistic knowledge whatsoever, be-
ing totally independent of the morphological struc-
ture of the target language.

In this paper, we propose a new algorithm for
stemming in Persian. Our algorithm is rule based
and in contrast with affix stripping approach, it is a
stem based approach. That means, at first we find
possible stems in the word, after that we check
which stems are matched with rules.

Our algorithm is bottom up while affix stripping
methods are top down. In other words, we try to
generate the word using candidate stems of the
word which we call cores of the word. If the word
is generated, the stem is correct. On the other hand,
affix stripping approaches try to removing affixes
until reaching to any stem in the word.

Some stemming methods have been presented
for Persian (Taghva et al., 2005) which use affix
stripping approach. Our proposed method tries to
reach better precision rather than previous methods.
Also, this method tokenizes the word to mor-
phemes which could employ in other morphologi-
cal methods.

The paper is organized as follows: section 2 pre-
sents a brief review of Persian from morphological
perspective; in section 3, we describe the proposed
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algorithm in details; section 4 is about our experi-
ments.

2 Persian from a Morphological Perspec-
tive

Persian is an Indo-European language, spoken and
written primarily in Iran, Afghanistan, and a part of
Tajikistan. It is written from right to left in the
Arabic-like alphabet.

In Persian, verbs involve tense, number and
person. For example', the verb “al s " (mi-xdn-
am: 1 read) is a present tense verb consisting of
three morphemes. “>” (am) is a suffix denoting first
single person “0ls2” (xdn) is the present tense root
of the verb and “«" (mi) is a prefix that expresses
continuity.

If a verb has any object pronoun, it can be at-
tached to the end of the verb such as “Lieil s <"
(mi-xdn-am-as: 1 read it) in which “&&” (as: it) is an
object pronoun. Also, negative form of verbs is
produced with adding “o” (ne) to the first of them.
For example, “slsa<” (ne-mi-xdn-am - 1 don’t
read) is the negative form of the verb “als "
(mixdnam - 1 read). We have gathered 43 rules for
verbs, some of them are shown in Table .1.

Table 1. Some rules for verbs in Persian

Rule example
&mem—é—gjww—é—@ es\}s@
(present person identifier + (mi-xdn-am)
present root + mi) (I read)
ale Al + 250+ 0 + (dala a4l
(past person identifier + bud | (raft-e bud-am)
+eh + past root) (I had gone)
Liae cp 4+ B
glhaente (be
-gozar)
(present root + b) (Pass)
. Ak n.}j\}i
2h 4 o + (ol O -
(xand-e Sod)
+h+ .
(shod + h + past root) (it was read)

Nouns are more challengeable than others in
Persian. We have gathered many rules for nouns
that in following, we describe one of them. The
plural forms of nouns are formed by adding the
suffixes (W, o), <, 05 ,c). “W” (hd) is used for all

' Through the paper, we show Persian examples by their
written form in Persian alphabet between *” followed by
(their pronunciation: translation).

words. “0” (dn) is used for humans, animals and
every thing that is alive. Also, “<), o5 ,0” (dt ,un ,
in) is used for some words borrowed from Arabic
and some Persian words. We have another kind of
plural form in Persian that is called Mokassar
which is a derivational plural form (irregulars in
Persian). Some examples of plural form are shown
in Table 2.

Also, there are some orthographic rules which
show the effects of joining affixes to the word. For
example, consider that we have two parts of a word:
A and B for joining as BA (Consider, Persian is
written right to left). If the last letter of A and the
first letter of B are “’(d), one letter “s” (y) is
added between them. Assume A is “U2" (ddnd -
wise) and B is “0’(dn), the joining result is “oLuily”
(dénd-ydn: wise people).

Table 2. Some kinds of plural form in Persian

Joining Result noun
b+ )siS [EPTES
(hd + kesvar) (kesvar-hd)
(hé + country) (countries)
O+ @i BLEgY
(hd + deraxt) (deraxt-dn)
(hd + tree) (trees)
Mokassar form)<i< —=iS
(
(kotob) (kotob)
(books) (books)
O+ e+ B
(cin +y + dghd) (dighd-ydn)
(4n + y + mister) (men)

3  The Proposed Algorithm

Our algorithm is rule based and bottom up. At first,
it tries to find substrings of the word that are stems
or morphemes which are derived from any stem,
we call them cores. After that, it joins each of
cores with other elements of word for generating
that word according to available rules. Finally,
each core with at least one correct generation is a
correct core and its stem is correct stem of the
word. The algorithm includes three phases: 1. Sub-
string tagging 2. Rule matching 3. Anti rule match-
ing (Figure 1).

584



In substring tagging phase, we extract morpho-
logical information for all possible substrings of
the word. At the end of this phase, we know which
substrings of the word are morphemes and which
ones are not. Also, we know clusters that each
morpheme is their member. We use clusters for
rule matching phase. Accordingly, we know cores
in the word before beginning the second phase. We
describe substring tagging details in section 3.1.

Input Word

Substring Tagging

Cores List \

Rule Matching

Cores List \

«

Anti Rule Matching

Stems
Figurel. Three phases of the proposed algorithm.

In rule matching phase, for each core that has been
known in previous phase, we extract related rules.
For example, “c\s8” (xdn) is one core of the word
“al A e (mi-xdn-am: 1 read) and “g Jbae &0 (bone
mozdre: present root) is one of clusters that “c)s”
(xdn) is its member. Also, “»” (am) is a member of
cluster “g _Jlas 4lil” (Senase mozdre: present per-
son identifier) and “" (mi) is a member of cluster

“w=" (mi). We have a rule in rules repository as:

(& S 4l + & Jlias G + ()
(present person identifier + present root + mi)

where it is matched with the word ”silss <" (mi-
xan-am: | read). Therefore, we find a matched rule
for “ulsa” (xé@n). At the end of second phase, each
core that has extracted any possible rule for the
word, remains in cores list and other cores are re-
moved from it.

In anti-rule matching phase, we extract anti rules
from anti rules repository for each core in the list.
Each core which has any matched anti rule with

the word morphemes, is removed from the cores
list. At the end of the third phase, each stem of any
core in the cores list is the correct stem for the
word.

3.1 Substring Tagging

Every word with length N has N«(N+1)/2 sub-
strings. Therefore, we need N«(N+1)/2 string
matching for finding them in morphemes reposi-
tory. We employ a Trie tree for storing morphemes
and present an algorithm for retrieving morpho-
logical information from it that reduces the number
of string matching. This algorithm needs N(N+1)/2
character matching (instead of string matching) at
most. A simplified part of tree is shown in Figure 2.

tree root _

clusters
1.present person
identifier.
2. past perso
identifier.

s/

clusters cluster

1.verb suffix mi 1.noun
2.noun
cluster
clusters
1.present root
2.noun

Figure 2. A simplified part of Trie tree that is used
for storing morphological information.

The algorithm is described in the following:

We initiate N pointers (N is the word length)
that they point to the tree root. Also, we use a
counter C that is an index on the word. At first, C’s
value is one that means its related letter is first let-
ter of the word. At the end of each step, C is in-
creased by one. Therefore, in each step, C points to
one letter of the word that we call this letter L.
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At first step, first pointer P1 finds one edge be-
tween root edges that its letter is equal with L. P1
goes down on tree by that edge. Here, P1 extract
morphological information from its new position (a
node of the tree) and fills morphological informa-
tion for substring (1, 2).

At the second step, L is the second letter of the
word, second pointer P2 finds one edge between
root edges that its letter is equal with L. P2 goes
down on tree by that edge, extract morphological
information from its new position (a node of the
tree) and fills morphological information for sub-
string (2, 3). Also, P1 goes down on tree by an
edge contained L, from its position that it is one of
root children and fills morphological information
for substring (1, 3).At third step, L is third letter of
the word. Third pointer P3 starts from root and
goes down on tree by an edge that its letter is equal
with L and fills morphological information for sub-
string (3, 4). P1, P2 repeat this work from their
positions and fill morphological information for
substring (1, 4) and (2, 4) respectively.

Next steps are done like these steps. Finally, we
have obtained morphological information for all
substrings of the word. Also, if one pointer could
not find any edge with value L, it is blocked until
the end of algorithm. Figure 3 shows pseudo code
of this algorithm.

Word: string;
P: array of pointer with word.length size;
for C=1 to word.length do
{
fori=1 to Cdo
{
If (P[i] <> Blocked)
{
edge = find_edge( P[i], L );
// find_edge finds a edge from its position
// in tree that its letter is equal with L.
if (edge <> null)
{
GoDown(P[i],edge);
substring(i, C).mInfo = P[i]-> mlInfo;
// mInfo is morphological Information
}
else P[i] = Blocked;
H
H
§

Figure 3. The used algorithm for obtaining mor-
phological information from Trie tree.

3.2

We use many rules to generate correct words by
morphemes in Persian. We store these rules in
rules repository. Some gathered rules are shown in
Table 3.

Rule Matching

Table 3. Some gathered rules that we use.
Rule

oale 4ulid + ale (2 el e
(past person identifier + past root = sim-
ple past)

g b it @D
(present root + b = imperative)

b+ el Deen ol
(ha + noun -> plural noun)

O+ Dl H\et.q; BIECEN ?“‘
(4n + alive noun -> alive plural noun)

Each rule is a sequence of clusters. A cluster
represents a set of morphemes that affects role of
them in the word. In other words, each morpheme
could be applied as one or more roles for generat-
ing words. So, each role can be a cluster member-
ship. For example, in English, “book” is a verb and
a noun. But, As a noun, it has a plural form (books)
and as a verb, it has a past form (booked).

Similarly, in Persian, the word “2,<” (mord: die)
is a verb root and “xs " (mord-and: They died) is
a verb, too. Also, “2<” (mard: man) is a noun and
“lae” (mard-hd: men) is one of its plural forms. In
consequence, we put “2<” in both of cluster “a”
(esm: noun) and “~=k ¢»” (bone mézi: past root).
We create a new cluster when a rule needs it and
that cluster is not in clusters repository.

As we discussed about it, in Persian, we have
several suffixes for plural form that every one is
used for a set of nouns. The suffix “W” (hd) is used
for every noun and the suffix “o” (dn) is special
for everything that is alive. Other suffixes are ap-
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plied for some words borrowed from Arabic and
some Persian words. A noun such as “_w” (pesar:
boy) has several plural forms (e.g. “w_w"/pesar-hd,
“Ol"/pesar-dn). Therefore, we employ clusters
for organizing this situation. For example, we put
the morpheme “_” (pesar: boy) in cluster “a’
(esm: noun) and “Jls” (jdnddr: alive). Also, we
have two rules in rules repository:

AR o 7l
(héd + noun)
and
COP 477 lala”
(4n + alive)

The morpheme “~" (pesar: boy) is a member of
both clusters “a” (esm: noun) and “_\u\s" (janddr:
alive). Accordingly, these words “ s (pesar-hd:
boys) and “ul” (pesar-dn: boys) are correct form
and their stem is “_ -y (pesar: boy). But about the
morpheme “<US” (ketdb: book), it is a noun and a
member of cluster “~I"" (esm.-noun) but it is not a
member of cluster “J\xls” (janddr: alive). So,
“iS” (ketdb-hd: books) is a correct form and its
stem is “<US” (ketdb: book). In contrast, “oLis”
(ketdb-dn) is a wrong form and “<US” (ketdb: book)
is not its stem. Also, we organize suffixes in simi-
lar cluster such as cluster “g_lias 4ulil” (Senase
mozdre: present person identifier), “dad & i s”
(harfe nafye fel). Table 4 shows some clusters.

Table 4. Some clusters that we use.
Cluster Cluster

(present person identifier)

& Jlaa (p
(present root)

(plural suffix hé) (past root)
(plural suffix &n) (noun)

At the end of this phase, each core must have a
rule that it can generate the word. Otherwise, it is
removed from cores list.

3.3 Anti Rule Matching

This phase is similar previous phase with a small
difference. Like previous phase, we have a rules

repository, but these rules are not applied in Per-
sian. In fact, these rules are exceptions of previous
phase rules. For example, we have a rule in rules
repository:

(O + Jlas au)
(4n + alive noun)

On the other hand, there is an exception for this
rule. Every noun with the final letter “.” (he) can
not use this rule. For example, “.x,” (parand-e:
bird) is a kind of animals with the final letter “”
(he) and the word “ulexi »” (parand-e-dn) is a wrong
word in Persian. We call these exceptional rules
“Anti rules”.

The details of this phase: Each core from cores
list retrieves the anti rules that they involve it. Af-
ter that, each retrieved anti rule is checked with the
morphemes in the word for possibility of word
generation. Until now, all things were similar pre-
vious phase, but the difference is here. If there is
any anti rule related to a rule of any core, that rule
is removed from candidate rule list of that core. At
the end of this phase, each core must have at least
one rule that it can generate the word. Otherwise, it
is removed from cores list. Finally, remained cores
in cores list have correct stems of the word.

We have gathered a set of anti rules in a reposi-
tory that each anti rule is related to a rule in rule
repository. Some of these anti rules are shown in
Table 5.

Table 5. Some gathered anti rules that we use.
Anti Rule

(O + o 4 eie plails aul)
(an + alive noun ended with h)

(C_a\-l-Lsso ‘.5“41‘63:“.“?‘“)
(at + noun ended with d,u,4, y)

4 Experiments and Results

The most primitive method for assessing the per-
formance of a stemmer is to examine its behavior
when applied to samples of words - especially
words which have already been arranged into 'con-
flation groups'. This way, specific errors (e.g., fail-

587



ing to merge "maintained" with "maintenance", or
wrongly merging "experiment" with "experience")
can be identified, and the rules adjusted accord-
ingly.

We evaluated the proposed algorithm with a
limited corpus of Hamshahri newspaper. We
started with 252 rules and 20 anti rules. The algo-
rithm retrieved 90.1 % of word stems correctly.
The failed words are related to absence of some
rules in rule repository or stems in Trie tree. Some
of words in the corpus are shown in Table 6.

Table 6. Some of words in Hamshahri newspa-

per corpus
Stem Word
1 ale sk
(mdjard) (mdjard-ye)
(event) (event of)
g Lo
(rasm) (rasm-hd)
(custom) (customs)
oy sl ouy
(padide) (padid-e-hd-ye)
(phenomenon) (phenomenons of)
U B g
(bud) (bud-and)
(to be) (They were)
Gela Ollge L
(sdat) (sdat-hd-ye-Sdn)
(watch) (watch)
(kesidan) (be-kesa-and)
(to draw)
oA Al
(éixar) (éixar-in)
(end) (last)

P 3 g3 458 55
(raftan) (na-rafi-e budand)
(going) (They had not gone)

Jl sl

(sdl) (em-sdl)

(year) (this year)
4xlllas Gl
(motdle'e) (motdle-at)
(study) (studies)
(mantaghe) (mandtegh)
(area) (areas)

One of words could not be handle with our algo-
rithm is “a” (jd-be-jd - exchange). We discov-

ered related rule for that and added it to rules re-
pository. Therefore, if we evaluate the algorithm,
the result will be better. Rules repository evolves
and the algorithm result will be better without any
change of program and code compilation.

5 Conclusion

In this paper, we proposed a bottom up method to
stem Persian words. The main purpose of this
method is high precision stemming based on mor-
phological rules. The experiments show that it has
suitable results in stemming and presents possibil-
ity of evolution easily.
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Abstract

This paper reports about the development of
a Named Entity Recognition (NER) system
for Bengali using the statistical Conditional
Random Fields (CRFs). The system makes
use of the different contextual information
of the words along with the variety of fea-
tures that are helpful in predicting the var-
ious named entity (NE) classes. A portion
of the partially NE tagged Bengali news cor-
pus, developed from the archive of a lead-
ing Bengali newspaper available in the web,
has been used to develop the system. The
training set consists of 150K words and has
been manually annotated with a NE tagset
of seventeen tags. Experimental results of
the 10-fold cross validation test show the ef-
fectiveness of the proposed CRF based NER
system with an overall average Recall, Pre-
cision and F-Score values of 93.8%, 87.8%
and 90.7%, respectively.

1 Introduction

Named Entity Recognition (NER) is an impor-
tant tool in almost all Natural Language Process-
ing (NLP) application areas. Proper identifica-
tion and classification of named entities (NEs) are
very crucial and pose a very big challenge to the
NLP researchers. The level of ambiguity in NER
makes it difficult to attain human performance.
NER has applications in several domains includ-
ing information extraction, information retrieval,
question-answering, automatic summarization, ma-
chine translation etc.
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The current trend in NER is to use the machine-
learning approach, which is more attractive in that
it is trainable and adoptable and the maintenance
of a machine-learning system is much cheaper than
that of a rule-based one. The representative ma-
chine-learning approaches used in NER are Hid-
den Markov Model (HMM) (BBN’s IdentiFinder
in (Bikel et al., 1999)), Maximum Entropy (New
York University’s MENE in (Borthwick, 1999)) and
Conditional Random Fields (CRFs) (Lafferty et al.,
2001; McCallum and Li, 2003).

There is no concept of capitalization in Indian
languages (ILs) like English and this fact makes
the NER task more difficult and challenging in ILs.
There has been very little work in the area of NER
in ILs. In Indian languages particularly in Ben-
gali, the work in NER can be found in (Ekbal and
Bandyopadhyay, 2007a; Ekbal and Bandyopadhyay,
2007b) with pattern directed shallow parsing ap-
proach and in (Ekbal et al., 2007c) with HMM.
Other than Bengali, a CRF based NER system can
be found in (Li and McCallum, 2004) for Hindi.

2 Conditional Random Fields

Conditional Random Fields (CRFs) (Lafferty et al.,
2001) are used to calculate the conditional proba-
bility of values on designated output nodes given
values on other designated input nodes. The con-
ditional probability of a state sequence S =<

$1,82,...,ST > given an observation sequence
O =< 01,09, ...,0p > is calculated as:
1 T
Pr(s]o) = Z exp(ZZ)\k X fr(St—1,8t,0,1)),
=1 k



where, fi(si—1,5¢,0,t) is a feature function whose
weight Ay, is to be learned via training. The val-
ues of the feature functions may range between
—00, ...+ 00, but typically they are binary. To make
all conditional probabilities sum up to 1, we must
calculate the normalization factor,

T

Zo =Y exp(D_ > M X fr(si-1,51,0,1)),

t=1 k

which as in HMMs, can be obtained efficiently by
dynamic programming.

To train a CREF, the objective function to be maxi-
mized is the penalized log-likelihood of the state se-
quences given the observation sequences:

2
Ak
202’

N
Ln =Y _log(Pr(s"]o®)) = >~

=1 k

where {< 0 5() >} is the labeled training data.
The second sum corresponds to a zero-mean, o2
-variance Gaussian prior over parameters, which
facilitates optimization by making the likelihood
surface strictly convex. Here, we set parameters
A to maximize the penalized log-likelihood using
Limited-memory BFGS (Sha and Pereira, 2003), a
quasi-Newton method that is significantly more ef-
ficient, and which results in only minor changes in
accuracy due to changes in .

When applying CRFs to the NER problem, an ob-
servation sequence is a token of a sentence or docu-
ment of text and the state sequence is its correspond-
ing label sequence. While CRFs generally can use
real-valued functions, in our experiments maximum
of the features are binary valued. A feature function
fr(st—1, st,0,t) has a value of 0 for most cases and
is only set to be 1, when s;_1, s; are certain states
and the observation has certain properties. We have
used the C++ based OpenNLP CRF++ package .

3 Named Entity Recognition in Bengali

Bengali is one of the widely used languages all over
the world. It is the seventh popular language in the
world, second in India and the national language of
Bangladesh. A partially NE tagged Bengali news
corpus (Ekbal and Bandyopadhyay, 2007d), devel-
oped from the archive of a widely read Bengali news

"http://crfpp.sourceforge.net
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paper available in the web, has been used in this
work to identify and classify NEs. The corpus con-
tains around 34 million word forms in ISCII (Indian
Script Code for Information Interchange) and UTF-
8 format. The location, reporter, agency and differ-
ent date tags (date, ed, bd, day) in the partially NE
tagged corpus help to identify some of the location,
person, organization and miscellaneous names, re-
spectively, that appear in some fixed places of the
newspaper. These tags cannot detect the NEs within
the actual news body. The date information obtained
from the news corpus provides example of miscella-
neous names. A portion of this partially NE tagged
corpus has been manually annotated with the seven-
teen tags as described in Table 1.

NE tag | Meaning Example

PER Single-word sachin/ PER
person name

LOC Single-word Jjadavpur/LOC
location name

ORG Single-word infosys/ ORG
organization name

MISC Single-word 100%/ MISC
miscellaneous name

B-PER | Beginning, Internal sachin/B-PER

I-PER or End of a multiword | ramesh/I-PER

E-PER | person name tendulkar/E-PER

B-LOC | Beginning, Internal or | mahatma/B-LOC

I-LOC End of a multiword gandhi/l-LOC

E-LOC | location name road/E-LOC

B-ORG | Beginning, Internal or | bhaba/B-ORG

I-ORG End of a multiword atomic/I-ORG

E-ORG | organization name research/I-ORG

center/E-ORG

B-MISC | Beginning, Internal or | /0e/B-MISC

I-MISC | End of a multiword magh/ I-MISC

E-MISC | miscellaneous name 1402/E-MISC

NNE Words that are not NEs | neta/NNE

Table 1: Named Entity Tagset

3.1 Named Entity Tagset

A CRF based NER system has been developed
in this work to identify NEs in Bengali and clas-
sify them into the predefined four major categories,
namely, ‘Person name’, ‘Location name’, ‘Organi-
zation name’ and ‘Miscellaneous name’. In order to



properly denote the boundaries of NEs and to apply
CRF in NER task, sixteen NE and one non-NE tags
have been defined as shown in Table 1. In the out-
put, sixteen NE tags are replaced appropriately with
the four major NE tags by some simple heuristics.

3.2 Named Entity Features

Feature selection plays a crucial role in CRF frame-
work. Experiments were carried out to find out the
most suitable features for NER in Bengali. The
main features for the NER task have been iden-
tified based on the different possible combination
of available word and tag context. The features
also include prefix and suffix for all words. The
term prefix/suffix is a sequence of first/last few
characters of a word, which may not be a lin-
guistically meaningful prefix/suffix. The use of
prefix/suffix information works well for highly in-
flected languages like the Indian languages. In
addition, various gazetteer lists have been devel-
oped for use in the NER task. We have consid-
ered different combination from the following set
for inspecting the best feature set for NER task:
F={w;_m, .. Wiy, [prefix| <
n, |suffix| < n, previous NE tag, POS tags, First
word, Digit information, Gazetteer lists}.

Following are the details of the set of features that
were applied to the NER task:
e Context word feature: Previous and next words of
a particular word might be used as a feature.
e Word suffix: Word suffix information is helpful
to identify NEs. This feature can be used in two
different ways. The first and the naive one is, a
fixed length word suffix of the current and/or the sur-
rounding word(s) might be treated as feature. The
second and the more helpful approach is to modify
the feature as binary valued. Variable length suf-
fixes of a word can be matched with predefined lists
of useful suffixes for different classes of NEs. The
different suffixes that may be particularly helpful in
detecting person (e.g., -babu, -da, -di etc.) and lo-
cation names (e.g., -land, -pur, -lia etc.) have been
considered also. Here, both types of suffixes have
been used.
e Word prefix: Prefix information of a word is also
helpful. A fixed length prefix of the current and/or
the surrounding word(s) might be treated as features.
e Part of Speech (POS) Information: The POS of

. 7w’i71)w’i)w’i+1)' .
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the current and/or the surrounding word(s) can be
used as features. Multiple POS information of the
words can be a feature but it has not been used in the
present work. The alternative and the better way is
to use a coarse-grained POS tagger.

Here, we have used a CRF-based POS tagger,
which was originally developed with the help of 26
different POS tags?, defined for Indian languages.
For NER, we have considered a coarse-grained POS
tagger that has only the following POS tags:

NNC (Compound common noun), NN (Com-
mon noun), NNPC (Compound proper noun), NNP
(Proper noun), PREP (Postpositions), QFNUM
(Number quantifier) and Other (Other than the
above).

The POS tagger is further modified with two
POS tags (Nominal and Other) for incorporating
the nominal POS information. Now, a binary val-
ued feature 'nominalPOS’ is defined as: If the cur-
rent/previous/next word is "Nominal’ then the *nom-
inalPOS’ feature of the corresponding word is set to
1; otherwise, it is set to 0. This 'nominalPOS’ fea-
ture has been used additionally with the 7-tag POS
feature. Sometimes, postpositions play an important
role in NER as postpositions occur very frequently
after a NE. A binary valued feature *'nominalPREP’
is defined as: If the current word is nominal and the
next word is PREP then the feature *'nomianlPREP’
of the current word is set to 1, otherwise set to 0.

e Named Entity Information: The NE tag of the pre-
vious word is also considered as the feature. This is
the only dynamic feature in the experiment.

o First word: If the current token is the first word of
a sentence, then the feature ’FirstWord’ is set to 1.
Otherwise, it is set to 0.

e Digit features: Several binary digit features
have been considered depending upon the presence
and/or the number of digits in a token (e.g., Con-
tainsDigit [token contains digits], FourDigit [token
consists of four digits], TwoDigit [token consists
of two digits]), combination of digits and punctu-
ation symbols (e.g., ContainsDigitAndComma [to-
ken consists of digits and comma], ConatainsDigi-
tAndPeriod [token consists of digits and periods]),
combination of digits and symbols (e.g., Contains-
DigitAndSlash [token consists of digit and slash],

Zhttp://shiva.iiit.ac.in/SPSAL2007/iiit tagset_guidelines.pdf



ContainsDigitAndHyphen [token consists of digits
and hyphen], ContainsDigitAndPercentage [token
consists of digits and percentages]). These binary
valued features are helpful in recognizing miscella-
neous NEs such as time expressions, monetary ex-
pressions, date expressions, percentages, numerical
numbers etc.

o Gazetteer Lists: Various gazetteer lists have been
developed from the partially NE tagged Bengali
news corpus (Ekbal and Bandyopadhyay, 2007d).
These lists have been used as the binary valued fea-
tures of the CRF. If the current token is in a particu-
lar list then the corresponding feature is set to 1 for
the current and/or the surrounding word(s); other-
wise, set to 0. The following is the list of gazetteers:
(1) Organization suffix word (94 entries): This list
contains the words that are helpful in identifying or-
ganization names (e.g., kong, limited etc). The fea-
ture ‘OrganizationSuffix’ is set to 1 for the current
and the previous words.

(i1) Person prefix word (245 entries): This is useful
for detecting person names (e.g., sriman, sree, Sri-
mati etc.). The feature ‘PersonPrefix’ is set to 1 for
the current and the next two words.

(iii) Middle name (1,491 entries): These words gen-
erally appear inside the person names (e.g., chandra,
nath etc.). The feature ‘MiddleName’ is set to 1 for
the current, previous and the next words.

(iv) Surname (5,288 entries): These words usually
appear at the end of person names as their parts. The
feature ‘SurName’ is set to 1 for the current word.
(v) Common location word (547 entries): This list
contains the words that are part of location names
and appear at the end (e.g., sarani, road, lane etc.).
The feature ‘CommonLocation’ is set to 1 for the
current word.

(vi) Action verb (221 entries): A set of action verbs
like balen, ballen, ballo, shunllo, haslo etc. often
determines the presence of person names. The fea-
ture ‘ActionVerb’ is set to 1 for the previous word.
(vii) Frequent word (31,000 entries): A list of most
frequently occurring words in the Bengali news cor-
pus has been prepared using a part of the corpus.
The feature ‘RareWord’ is set to 1 for those words
that are not in this list.

(viii) Function words (743 entries): A list of func-
tion words has been prepared manually. The feature
‘NonFunctionWord’ is set to 1 for those words that
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are not in this list.

(ix) Designation words (947 entries): A list of com-
mon designation words has been prepared. This
helps to identify the position of the NEs, partic-
ularly person names (e.g., neta, sangsad, kheloar
etc.). The feature ‘DesignationWord’ is set to 1 for
the next word.

(x) Person name (72, 206 entries): This list contains
the first name of person names. The feature ‘Person-
Name’ is set to 1 for the current word.

(xi) Location name (7,870 entries): This list contains
the location names and the feature ‘LocationName’
is set to 1 for the current word.

(xii) Organization name (2,225 entries): This list
contains the organization names and the feature ’Or-
ganizationName’ is set to 1 for the current word.
(xiii) Month name (24 entries): This contains the
name of all the twelve different months of both En-
glish and Bengali calendars. The feature ‘Month-
Name’ is set to 1 for the current word.

(xiv) Weekdays (14 entries): It contains the name of
seven weekdays in Bengali and English both. The
feature “WeekDay’ is set to 1 for the current word.

4 Experimental Results

A partially NE tagged Bengali news corpus (Ekbal
and Bandyopadhyay, 2007d) has been used to cre-
ate the training set for the NER experiment. Out of
34 million wordforms, a set of 150K wordforms has
been manually annotated with the 17 tags as shown
in Table 1 with the help of Sanchay Editor 3, a text
editor for Indian languages. Around 20K NE tagged
corpus has been selected as the development set and
the rest 130K wordforms has been used as the train-
ing set of the CRF based NER system.

We define the baseline model as the one where
the NE tag probabilities depend only on the cur-
rent word:  P(t1,to,.. .y Wn)
[liz1,... 0 P(ti wi).

In this model, each word in the test data will be
assigned the NE tag which occurred most frequently
for that word in the training data. The unknown
word is assigned the NE tag with the help of vari-
ous gazetteers and NE suffix lists.

Ninety-five different experiments were conducted
taking the different combinations from the set ‘F’ to

. 7tn|wlaw2)' .

3Sourceforge.net/project/nlp-sanchay



Feature (word, tag) FS
(in %)

pw, cw, nw, FirstWord 71.31

pw2, pw, cw, nw, nw2, FirstWord 72.23

pw3, pw2, pw, cw, nw, nw2, nw3, 71.12

FirstWord

pw2, pw, cw, nw, nw2, FirstWord, pt 7491

pw2, pw, cw, nw, nw2, FirstWord, pt, 77.61

|pre| < 4, |suf| <4

pw2, pw, cw, nw, nw2, FirstWord, pt, 79.70

|suf| <3, |pre| <3

pw2, pw, cw, nw, nw2, FirstWord, pt, 81.50

|suf| < 3, |pre| < 3, Digit features

pw2, pw, cw, nw, nw2, FirstWord, pt, 83.60

|suf| < 3, |pre| < 3, Digit features, pp,

cp, np

pw2, pw, cw, nw, nw2, FirstWord, pt, 82.20

|suf| < 3, |pre| < 3, Digit features,

Pp2, pp; cp, np, np2

pw2, pw, cw, nw, nw2, FirstWord, pt, 83.10

|suf| < 3, |pre| < 3, Digit features, pp, cp

pw2, pw, cw, nw, nw2, FirstWord, pt, 83.70

|suf] < 3, |pre| < 3, Digit features, cp, np

pw2, pw, cw, nw, nw2, FirstWord, pt, 89.30

|suf| < 3,|pre| < 3, Digit features, pp,

cp, np, nominalPOS, nominal PREP,

Gazetteer lists

Table 2: Results on Development Set

identify the best suited set of features for the NER
task. From our empirical analysis, we found that the
following combination gives the best result with 744
iterations:

F=[w;_o,w;—1,w;, wit1,wit2, |prefix|] < 3,
|sufix| < 3, NE information of the previous word,
POS information of the window three, nominalPOS
of the current word, nominalPREP, FirstWord, Digit
features, Gazetteer lists].

The meanings of the notations, used in experi-
mental results, are defined as below:
cw, pw, nw: Current, previous and next word; pwi,
nwi: Previous and the next ith word from the current
word; pre, suf: Prefix and suffix of the current word;
pt: NE tag of the previous word; cp, pp, np: POS tag
of the current, previous and the next word; ppi, npi:
POS tag of the previous and the next ith word.
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Evaluation results of the system for the develop-
ment set in terms of overall F-Score (FS) are pre-
sented in Table 2. It is observed from Table 2 that
word window [—2,+2] gives the best result with
‘FirstWord’ feature only and the further increase of
the window size reduces the overall F-Score value.

Results of Table 2 (3rd and 5th rows) show that
the inclusion of NE information of the previous
word increases the overall F-Score by 2.68%. It is
also indicative from the evaluation results that the
performance of the system can be improved by in-
cluding the prefix and suffix features. Results (6th
and 7th rows) also show the fact that prefix and suf-
fix of length upto three of the current word is more
effective. In another experiment, it has been also ob-
served that the surrounding word suffixes and/or pre-
fixes do not increase the F-Score value. The overall
F-Score value is further improved by 1.8% (7th and
8th rows) with the inclusion of various digit features.

Results (8th and 9th rows) show that POS in-
formation of the words improves the overall F-score
by 2.1%. In the above experiment, the POS tag-
ger was developed with 26 POS tags. Experimen-
tal results (9th, 10th, 11th and 12th rows) suggest
that the POS tags of the previous, current and the
next words, i.e., POS information of the window
[—1, +1] is more effective than POS information of
the window [—2,+2], [-1,0] or [0, +1]. In another
experiment, we also observed that the POS informa-
tion of the current word alone is less effective than
the window [—1, +1]. The modified POS tagger that
is developed with 7 POS tags increases the overall F-
Score to 85.2%, while other set of features are kept
unchanged. So, it can be decided that smaller POS
tagset is more effective than the larger POS tagset
in NER. We have observed from two separate ex-
periments that the overall F-Score values can further
be improved by 0.4% and 0.2%, respectively, with
the 'nominalPOS’ and 'nominalPREP’ features. Fi-
nally, an overall F-Score value of 89.3% is obtained
by including the gazetteer lists.

The best set of features is identified by training
the system with 130K wordforms and testing with
the development set of 20K wordforms. Now, the
development set is included as part of the train-
ing set and resultant training set is thus consists of
150K wordforms. The training set has 20,455 per-
son names, 11,668 location names, 963 organization



names and 11,554 miscellaneous names. We have
performed 10-fold cross validation test on this train-
ing set. The Recall, Precision and F-Score values
for the 10 different experiments in the 10-fold cross
validation test are presented in Table 3. The over-
all average Recall, Precision and F-Score values are
93.8%, 87.8% and 90.7%, respectively.

The other existing Bengali NER systems along
with the baseline model are also trained and tested
under the same experimental setup. The baseline
model has demonstrated the overall F-Score value of
56.3%. The overall F-Score value of the CRF based
NER system is 90.7%, which is an improvement of
more than 6% over the HMM based system, best re-
ported Bengali NER system (Ekbal et al., 2007c¢).
The reason behind the rise in overall F-Score value
might be its better capability than HMM to capture
the morphologically rich and overlapping features of
Bengali language. The system has been evaluated
also for the four individual NE classes and it has
shown the average F-Score values of 91.2%, 89.7%,
87.1% and 99.2%, respectively, for person, location,
organization and miscellaneous names.

5 Conclusion

In this paper, we have developed a NER system us-
ing CRF with the help of a partially NE tagged Ben-
gali news corpus, developed from the archive of a
leading Bengali newspaper available in the web. Ex-
perimental results with the 10-fold cross validation
test have shown reasonably good Recall, Precision
and F-Score values. It has been shown that the con-
textual window [-2, +2], prefix and suffix of length
upto three, first word of the sentence, POS informa-
tion of the window [-1, +1], current word, NE infor-
mation of the previous word, different digit features
and the various gazetteer lists are the best-suited fea-
tures for the Bengali NER.

Analyzing the performance using other methods
like MaxEnt and Support Vector Machines (SVMs)
will be other interesting experiments.
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Abstract Long Training Time:  Traditional approaches
that depend on the maximum likelihood training

We present an online cascaded approach to method are slow even with large-scale optimiza-
biomedical named entity recognition. This  tion methods such as L-BFGS. This problem wors-
approach uses an online training method ens with the sheer volume and growth rate of the
to substantially reduce the training time re-  biomedical literature. In this paper, we propose the
quired and a cascaded framework to relax use of an online training method that greatly reduces
the memory requirement. We conduct de- training time.
tailed experiments on the BioNLP dataset Large Memory Space:  The total number of
from the JNLPBA shared task and com- features used to extract named entities from docu-
pare the results with other systems and pub- ments is very large. To extract biomedical named
lished works. Our experimental results show entities, we often need to use extra features in addi-
that our approach achieves comparable per- tion to those used in general-purpose domains, such
formance with great reductions in time and  as prefix, suffix, punctuation, and more orthographic

space requirements. features. We need a correspondingly large mem-
ory space for processing, exacerbating the firstissue.
1 Introduction We propose to alleviate this problem by employing

_ _ _ a cascaded approach that divides the NER task into
In the biomedical domain, the vast amount of datg segmentation task and a classification task.

and the great variety of induced features are two ma- The overall approach is the online cascaded ap-
jor bottlenecks for further natural language processyroach, which is described in the remaining sections
ing on the biomedical literature. In this paper, Wef this paper: Section 2 describes the general model
investigate the biomedical named entity recognitiofnat js used to address the above issues. We address
(NER) problem. This problem is particularly impor-the issue of long training time in Section 3. The is-
tant because it is a necessary pre-processing stefife of large memory space is addressed in Section 4.

many applications. o 'Experimental results and analysis are presented in
This paper addresses two main issues that ariction 5. We discuss related work in Section 6 and
from biomedical NER. conclude with Section 7.

The work described in this paper is substantially supporte .
by grants from the Research Grant Council of the Hong Kond M o0del Descriptions
Special Administrative Region, China (Project Nos: CUHK o o
4179/03E and CUHK4193/04E) and the Direct Grant of théOur proposed model is similar to a conditional ran-

Faculty of Engineering, CUHK (Project Codes: 2050363 an@jom field in a sequence labeling task, but we avoid
2050391). This work is also affiliated with the Microsoft-

CUHK Joint Laboratory for Human-centric Computing and In-direCtIY d_ealing with the prObabi_”ty distribution. \We
terface Technologies. use a joint feature representati@x,y) for each
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input sequence and an arbitrary output sequencewhereC > 0 is a user-define@dggressiveness pa-
y, as follows. rameter and¢ > 0 is a slack term for the training
data when it is notinearly-separable. C' controls
the penalty of the slack term and thggressiveness
of each update step. A largéf implies a more ag-

gressive update and hence a higher tendency to over-
where eactf(x,y, ) is alocal feature function at fit. The solution to Problem (7) is

position:. For example, in a segmentation task using

x|

F(x,y) = Y f(x,y,1) (1)
i=1

the I0B2 notation, thé-th local featurein f(x, y, i) Wei1 = Wi — [F(xe, yt) — F(x¢, 94¢)]

can be defined as (8)
1 if x; is the word “boy”, L Uwi; (x4, ¥t))

fe(x,y,i) = andy, is the label *B”  (2) Where 7 =min {C’ [F(x¢,ve) — F(xe,50)|12
0 otherwise (9)

With parametesv, the best output sequengdor  The passiveness of this algorithm comes from the
an input sequence can be found by calculating the fact that the parametew is not updated when the

best score: hinge loss foix; is zero. It can be proved that the rel-
) , ative loss bound on the training data (and which also
y= arg}{flaxw F(x,y) (3)  bounds the number of prediction mistakes on the
training data) cannot be much worse than the best
3 Online Training fixed parameter chosen in hindsight. See (Crammer

We propose to estimate the paramatein an online €t &l 2006) for a detailed proof.

manner. In particular, we use the online passive- Following most of the work on margin-based

aggressive algorithm (Crammer et al., 2006). P&raining, in this paper we chooseto be a function

rameters are estimated by margin-based trainin&,f the correct output sequengeand the predicted
which chooses the set of parameters that attemp%'tpm sequencg.

to make the “margin” on each training instance
(x¢,yt) greater than a predefined valye B fy=y

0
7(}“5’) - { ‘y‘ ) - A
w-F(xe,ye) —w-F(x.,y) >v Vy #yq Soilhllyi #9i]]  otherwise
(4) (10)

where[[z]] is 1 if z is true, and) otherwise.

The major computation difficulty in this online
training comes from Equation (3). Finding the best
outputy is in general an intractable task. We fol-
low the usual first-order independence assumption
made in a linear-chained CRF (Lafferty et al., 2001)
v =w-F(x¢,y¢) — max w - F(x¢,y’) (6) Mmodeland calculate the best score using the Viterbi

Y'#Ye algorithm.

A hinge loss function ¢(w; x¢ ) is defined as

0 if e >y
o e otherwise

b(wixg) = { ()

where~; is the margin on inpuk, defined as

In online training, the parametsy is updated itera-

tively. Formally speaking, in the-th iteration with

the parametes, and the training instance;, we We divide the NER task into a segmentation task

try to solve the following optimization problem. and a classification task. In the segmentation task,

1 a sentencex is segmented, and possible segments

W41 = argmin §HW —wi|? +C¢ of biomedical named entities are identified. In the

v 7) classification task, the identified segments are clas-

sified into one of the possible named entity types or
rejected.

4 Cascaded Framework

such thaté(w; (x¢,yt)) < €
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In other words, in the segmentation task, the sen- System Fy
tencex are segmented by (Zhou and Su, 2004) 72.55
Online Cascaded 72.16
¥s = argmax ws - Fs(x,y") (11) (Okanohara et al., 2006) 71.48
Y’ (Kim et al., 2005) 71.19
whereF(-) is the set of segment features, anglis (Finkel et al., 2004) 70.06
the parameter for segmentation. (Settles, 2004) 69.80

b Indthe_ilajsk)lflcatl_on task, the segmelnts (_\]’c\.’hc'jcg C3faple 1: Comparisons with other systems on overall
e identified byys) in a sentence are classified by performance (in percentage).

Ve = argnllax we - Fe (X, Ys y,) (12)

Y “outside” (O) of a named entity. The named entity

whereF,(-) is the set of classification features, andYPes are: DNA, RNA, celline, celltype, and pro-

w, is the parameter for classification. tein.
In this cascaded framework, the number of possi-
ble labels in the segmentation taskNs. For exam- 51 Features
ple, N, = 3 in the IOB2 notation. In the classifi- The features used in our experiments mainly fol-
cation task, the number of possible labelgvis+ 1, low the work of (Settles, 2004) and (Collins, 2001).
which is the number of entity types and one label foFor completeness, we briefly describe the features
“Other”. Following the first-order independence ashere. They include word features, orthographic fea-
sumption, the maximum total number of features itures, parts-of-speech (POS), and two lexicons. The
the two tasks igD(max(N2, N2)), which is much word features include unigram, bigram, and trigram
smaller than the single-phase approach in which the.g. the previous word, the next word, and the
total number of features ©((N;N,)?). previous two words), whereas the orthographic fea-
Another potential advantage of dividing the NERtures include capital letter, dash, punctuation, and
task into two tasks is that it allows greater flexibilityword length. Word class (W (') features are also
in choosing an appropriate set of features for eacidded, which replace a capital letter with “A’, a
task. In fact, adding more features may not nedower case letter with “a”, a digit with “0”, and all
essarily increase performance. (Settles, 2004) rether characters with ". Similar brief word class
ported that a system using a subset of features oBWW C) features are added by collapsing all of the

performed one using a full set of features. consecutive identical characters in tiverd class
) features into one character. For example, for the
5 Experiments word NF-kappa , WC = AAaaaaa, and BWC

We conducted our experiments on the GENIA cor- A_a. These are listed in Tables 2 and 3. The POS

pus (Kim et al., 2003) provided in the JNLPBA (Kim features are added by the GENIA tagger _ _
et al., 2004) shared takk There are 2,000 MED- All of these features except for the prefix/suffix
LINE abstracts in the GENIA corpus with namedfeatures are applied to the neighbqrhood window
entities tagged in the IOB2 format. There are 18,548 — 1, + 1] for every word. Two lexicons for cell
sentences and 492,551 words in the training set, al{i€s and genes are Qrawn from two online public
3,856 sentences and 101,039 words in the evalugatabases: the Cell Line Databasmd the BB”_j-
tion set. The line indicating the MEDLINE abstractThe_ preflx/sufflx and lexicon features are applied to
ID boundary information is not used in our experi-pos't'om only. All of the above features are com-
‘r‘m?,ms'_ E_aCh word is tagged _Wlth “B-)E"’ “I-_X"’_ Or" " hittp:/Avww-tsujiiis.s.u-tokyo.ac.jp/

O” to indicate that the word is at the “beginning” GeNIA/tagger/

(B) or “inside” (I) of a named entity of type X, or  °http://www.biotech.ist.unige.it/cldb/
cname-tz.html

http://research.nii.ac.jp/ ~collier/ “http://bbid.grc.nia.nih.gov/bbidgene.
workshops/IJNLPBAOQO4st.htm html
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Unigram | (w_s), (w_1), (wo),
(w1), (w2)
Bigram | (w_s w_1), (w_1 wp),

(wo w1), (w1 wa)

Trigram

(w—2 w_1 wy),
(w—-1 wo wn),
(wo w1 w2)

Table 2: Word features used in the experimeng:
rcw_1 is the previous word, etc.

is the current wo

Word features as in Table 2
Prefix/suffix Up to alength ob
Word Class wcC

Brief Word Class BWC
Capital Letter “TA-Z][a-z]
[A-Z]{2,}
[a-z]+[A-Z]+
Digit [0-9]+
“[0-9] [ 0-9]["0-9] *$
“[70-9] [ 0-9][0-9][°0-9] *$
“[0-9]+%
[0-9]+[,.][0-9,.]+
[A-Za-z]+[0-9]+
[0-9]+[A-Za-z]+
Dash [-1+
T+
[]+$
Punctuation [;:21-+"V]+
Word length length of the current word;

cedal, 1989), which converges quickly and gives
a good performance on maximum entropy mod-
els (Malouf, 2002; Sha and Pereira, 2003). We com-
pare our experimental results in several dimensions.

Training Time: Referring to Table 4, the train-
ing time of the online cascaded approach is substan-
tially shorter than that of all of the other approaches.
In the single-phase approach, training a CRF by
maximum likelihood (ML) using the L-BFGS algo-
rithm is the slowest and requires around 28 hours.
The online method greatly reduces the training time
to around two hours, which is 14 times faster. By
employing a two-phase approach, the training time
is further reduced to half an hour.

Memory Requirement: Table 4 shows the num-
ber of features that are required by the different
methods. For methods that use the single-phase ap-
proach, because the full set of features (See Sec-
tion 4) is too big for practical experiments on our
machine, we need to set a higher cutoff value to re-
duce the number of features. With a cutoff of 20
(i.e. only features that occur more than 20 times are
used), the number of features can still go up to about
8 million. However, in the two-phase approach, even
with a smaller cutoff of 5, the number of features can
still remain at about 8 million.

Table 3: Features used in the INLPBA experiment. Fj-measure; Table 4 shows thé-measure in
The features forCapital Letter, Digit, Dash, and our experiments, and Table 1 compares our results
Punctuation are represented as regular expressionswith different systems in the JNLPBA shared tasks

bined with the previous labe};_; and the current

labely; to form the final set of features.

In the segmentation task, only three labels @e.
I, O ) are needed to represent the segmentation rg;
sults. In the classification task, the possible Iabelﬁ]ance is further increased to 72.16%,
are the five entity types andDther ”. We also add

and other published worksOur performance of the
single-phase CRF with maximum likelihood train-
ing is 69.44%, which agrees with (Settles, 2004)
who also uses similar settings. The single-phase on-
line method increases the performance to 71.17%.
Ey employing a cascaded framework, the perfor-
which can be
regarded as comparable with the best system in the

the segmentation results as features in the classificmLPBA shared task

tion task.

5.2 Reaults

6 Redated Work

The online training approach used in this paper

We tried different methods to extract the named eng pased on the concept of “margin” (Cristianini,
tities from the JNLPBA dataset for comparisons.zo()l)_ A pioneer work in online training is the
These programs were developed based on the saficeptron-like algorithm used in training a hidden
basic framework. All of the experiments were runparkov model (HMM) (Collins, 2002). (McDonald

on a Unix machine with a 2.8 GHz CPU and 16 G
RAM. In particular, the CRF trained by maximum-,,

>We are aware of the high; in (Vishwanathan et al., 2006).
contacted the author and found that their published result

likelihood uses the L-BFGS algorithm (Liu and No-may be incomplete.
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Experiments no. of featureg training time I rel. err.

red. onf}

single-phasg CRF + ML 8,004,392 1699 mins| 69.44 -

CRF + Online 8,004,392 116 mins| 71.17 5.66%

two-phase | Online seg: 2,356,59( 14+ 15| 72.16 8.90%
+ Cascaded | class: 8,278,794 =29 mins

Table 4: The number of features, training time, dndhat are used in our experiments. The cutoff thresh-
olds for the single-phase CRFs are se2@pwhereas that of the online cascaded approach is $antboth
segmentation and classification. The last column shows the relative error reductidghs(cmpared to
CRF+ML).

Experiments| R P F processing tasks to enhance performance.
Segmentatiorn] 80.13 73.68 76.77 ‘
Classification| 92.75 92.76 92.76 7 Conclusion

Table 5: Results of the individual task in the online/Ve have presented an online cascaded approach to
cascaded approach. Tt of the classification task biomedical named entity recognition. This approach

is 92.76% (which is based on the fully correct seg-substantially reduces the training time required and

mented testing data). relaxes the memory requirement. The experimen-
tal results show that our approach achieves perfor-
mance comparable to the state-of-the-art system.

et al., 2005) also proposed an online margin-based

training method for parsing. This type of training

method is fast and has the advantage that it doEtEf€rences

not need to form the dual problem as in SVMs. AMichael Collins. 2001. Ranking algorithms for named-

detailed description of the online passive-aggressive entity extraction: boosting and the voted perceptron.

algorithm used in this paper and its variants can !N ACL '02: Proceedings of the 40th Annual Meeting

. . on Association for Computational Linguistics, pages

be found in (Crammer et al., 2006). The Margin 4g9_496.

Infused Relaxed Algorithm (MIRA), which is the

ancestor of the online passive-aggressive a|gorithMiChae| Collins. 2002. Discriminative training methods

; ; . for hidden markov models: theory and experiments
and m_alnly for thellnearly_ separable case, can be with perceptron algorithms. IEMNLP '02: Proceed-
found in (Crammer and Singer, 2003). ings of the ACL-02 conference on Empirical methods

(Kim et al., 2005) uses a similar two-phase innatural language processing, pages 1-8.
approac_h but they need _to use rU|e_baS(.ad po%&)by Crammer and Yoram Singer. 2003. Ultraconserva-
processing to correct the final results. The.lr CRFS {ive online algorithms for multiclass problemsour-
are trained on a different dataset that contains all of nal of Machine Learning Research, 3:951-991.

the other named entities suchlgsd, multi cell, and Koby C Ofer Dekel. J h Keshet. Shai Shal
: _ Koby Crammer, Ofer Dekel, Joseph Keshet, Shai Shalev-
other organic compound. Table 1 shows the com Shwartz, and Yoram Singer. 2006. Online passive-

parisons of the final results. aggressive algorithmsJournal of Machine Learning

In the INLPBA shared task, eight NER systems Research, 7:551-585.
Were_ used to extract five types of biomedical nameﬁe"o Cristianini.  2001. Support vector and ker-
entities. The best system (Zhou and Su, 2004) usespe| machines.  ICML tutorial.  Available at
“deep knowledge”, such as name alias resolution, http://www.support-vector.net/icml-tutorial.pdf.
cascaded entity name resolution, abbreviation res-

. . : : J. Finkel, S. Dingare, H. Nguyen, M. Nissim, C. Man-
olution, and in-domain POS. Our approach is rela ning, and G. Sinclair. 2004. Exploiting context for

tively simpler and uses a unified model to accom- piomedical entity recognition: from syntax to the web.
plish the cascaded tasks. It also allows other post- In Proceedings of the International Joint Workshop on
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J. Kim, T. Ohta, Y. Tsuruoka, Y. Tateisi. and N. Collier. training of conditional random fields with stochastic

2004. Introduction to the bio-entity recognition task at  Jradient methods. IhCML "06: Proceedings of the
INLPBA. In N. Collier, P. Ruch, and A. Nazarenko, 23'd international conference on Machine learning,

editors, Proceedings of the International Joint \Work- pages 969-976.

shop on Natural Language Processing in Biomedicine GuoDon ; ;

: e : g Zhou and Jian Su. 2004. Exploring deep
and its Applications (JNLPBA), ﬁelrzje\_/a, Switzerland, , knowledge resources in biomedical name recognition.
pages 70-75, August 28-29. held in conjunction with |, "co| NG 2004 International Joint workshop on

COLING2004. Natural Language Processing in Biomedicine and its

) _ Applications (NLPBA/BioNLP) 2004, pages 99-102.
Seonho Kim, Juntae Yoon, Kyung-Mi Park, and Hae-

Chang Rim. 2005. Two-phase biomedical named en-
tity recognition using a hybrid method. Rroceedings

of The Second International Joint Conference on Nat-

ural Language Processing (IJCNLP-05), pages 646—
657.

John Lafferty, Andrew McCallum, and Fernando Pereira.
2001. Conditional random fields: Probabilistic models
for segmenting and labeling sequence dataPrioc.
18th International Conf. on Machine Learning, pages
282-289.

D. C. Liu and J. Nocedal. 1989. On the limited mem-
ory bfgs method for large scale optimizatioMath.
Program., 45(3):503-528.

Robert Malouf. 2002. A comparison of algorithms for
maximum entropy parameter estimation. Rroceed-
ings of CoNLL-2002, pages 49-55.

Ryan McDonald, Koby Crammer, and Fernando Pereira.
2005. Online large-margin training of dependency
parsers. InACL '05: Proceedings of the 43rd An-
nual Meeting on Association for Computational Lin-
guistics, pages 91-98.

Daisuke Okanohara, Yusuke Miyao, Yoshimasa Tsu-
ruoka, and Jun’ichi Tsujii. 2006. Improving the scal-
ability of semi-markov conditional random fields for
named entity recognition. IACL '06: Proceedings of
the 21st International Conference on Computational
Linguistics and the 44th annual meeting of the ACL,
pages 465-472.

B. Settles. 2004. Biomedical named entity recognition
using conditional random fields and rich feature sets.
In Proceedings of the International Joint Workshop on
Natural Language Processing in Biomedicine and its
Applications (NLPBA), pages 104-107.

600



Automatic rule acquisition for Chinese intra-chunk relations

Qiang Zhou
Center for Speech and Language Technologies, Division of Technical Innovation and Development
Tsinghua National Laboratory for Information Science and Technology
Tsinghua University, Beijing 100084, P. R. China
zq-Ixd@mail.tsinghua.edu.cn

Abstract

Multiword chunking is defined as a task to
automatically analyze the external function
and internal structure of the multiword
chunk(MWC) in a sentence. To deal with
this problem, we proposed a rule acquisition
algorithm to automatically learn a chunk
rule base, under the support of a large scale
annotated corpus and a lexical knowledge
base. We also proposed an expectation
precision index to objectively evaluate the
descriptive capabilities of the refined rule
base. Some experimental results indicate
that the algorithm can acquire about 9%
useful expanded rules to cover 86%
annotated positive examples, and improve
the expectation precision from 51% to 83%.
These rules can be used to build an efficient
rule-based Chinese MWC parser.

1 Introduction

In recent years, the chunking problem has
become a hot topic in the communities of natural
language processing. From 2000 to 2005, several
different chunking-related tasks, such as text
chunking (Sang and Buchholz, 2000), clause
identification (Sang and Dejean, 2001), semantic
role labeling (Carreras and Marquez, 2005), were
defined in the CoNLL conferences. Much research
has been devoted to the problem through different
points of view.

Many computational linguists regard chunking
as a shallow parsing technique. Due to its
efficiency and robustness on non-restricted texts,
it has become an interesting alternative to full
parsing in many NLP applications. On the base of
the chunk scheme proposed by Abney (1991) and
the BIO tagging system proposed in Ramshaw and
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Marcus(1995), many machine learning techniques
are used to deal with the problem. However,
almost all the chunking systems focus on the
recognition of non-overlapping cores of chunks till
now, none of them care about the internal
structure analysis of chunks.

In our opinion, the internal structure of a chunk,
including its head and the dependency relation
between head and other components, plays an
important role for semantic content understanding
for the chunk. They are especially useful for the
languages with few morphological inflections,
such as the Chinese language. Therefore, we
design a multiword chunking task to recognize
different multiword chunks (MWCs) with the
detailed descriptions of external function and
internal structure in real texts. Its main difficulty
lies in the preciously identification of different
lexical relationships among the MWC components.
Some detailed lexical semantic knowledge is
required in the task.

To deal with this problem, we proposed a rule
acquisition algorithm to automatically learn a
MWOC rule base, under the support of a large scale
annotated corpus and a lexical knowledge base.
We also proposed an expectation precision index
to evaluate the descriptive capabilities of the
refined rule base. Some experimental results
indicate that our current algorithm can acquire
about 9% useful expanded rules to cover 86%
annotated positive examples, and improve the
expectation precision from 51% to 83%.

2 Multiword chunking task

Informally, a MWC is a chunk with two or
more words, where each word links to a semantic
head through different dependency relations. Four
syntactic dependency relationships are used in the
paper: (1) Modifier-Head relation, (2) Predicate-



Object relation,(3) Predicate-Compliment relation,
(4) Coordinate relation. They can determinate the
following functional position tags for each word in
a MWC: (1) M--Modifier; (2) H--Head; (3)
P--Predicate; (4) O--Object; (5) C--Compliment;
(6) J--Coordinate constituent. Based on them, we
define three topological constructions as follows:

(1) Left-Corner-Centre (LCC) construction

All the words in a chunk link to the left-corner
head and form a left-head dependency structure.
Its basic pattern is: H C; ... C,. The typical
dependencies among them are Predicate-Object or
Predicate-Compliment relations: C;2>H, ... ,
C,2H. They form the following functional tag
serial : P [C|O].

(2) Right-Corner-Centre (RCC) construction

All the words in a chunk link to the
right-corner head and form a right-head
dependency structure. Its basic pattern is: A; ... A,
H. The typical dependencies among them are
Modifier-Head relations: A;2>H, , A,2H.
They form the following functional tag serial :
{M}. H.

(3) Chain Hooking (CH) construction

Each word in a chunk links to its right-
adjacent word. All of them form a multi-head
hooking chain. Its basic pattern is: Hy H; ... H,,
where H;, i€[1,n-1] is the chain head in differnt
levels, H, is the semantic head of the overall chunk.

The typical dependencies among them are
Modifier-Head or Coordinate relations: Hy=>
H,, , Hp12>H .. They form the following

functional tag serial : {J}+ or [M|J] {K|J}+ H, where
K represents the internal chain head.

We think the above three constructions can
cover almost all important syntactic relations in
real text sentences. Now, we can give a formal
definition for a multiword chunk.

Definition: two or more words can form a
multiword chunk if and only if it has one of the
above three internal topological constructions.

The MWC definition builds the one-to-one
corresponding between the word serials with
different function tags and their dependency
structure. So we can easily describe some MWCs
with complex nested structures. In the paper, we
add a further restriction that each MWC can only
comprise the content words, such as nouns, verbs,
adjectives, etc. This restriction can make us focus
on the analysis of the basic content description
units in a sentence.

Each MWC is assigned two tags to describe its
external function and internal structure. For
example, a ‘np-ZX’ MWC represents a noun
chunk with internal modifier-head relationship.
Table 1 lists all the function and relation tags used
in our MWC system. The np, mp, tp, sp form as
the nominal chunk set. Their typical relation tags
are ZX, LN and LH. The vp and ap form as the
predicate chunk set. Their typical relation tags are
ZX, PO, SB and LH.

F-tags | Descriptions | R-tags | Descriptions
np | noun chunk ZX | modifier-head
relationship
vp verb chunk PO | verb-object
relationship
ap adjective SB | verb-compliment
chunk relationship
mp | quantity LH | Coordinate
chunk relationship
sp space chunk | LN | chain  hooking
relationship
tp time chunk
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Table 1 Function and relation tags of MWCs

The following is a MWC annotated sentence:

[tp-ZX KIH/t(long time) LLK/f(since)] , /w
fl/r(he) Jy/p(for) 44 /v(safeguard) [np-ZX tH:
Fm (world) F1°F-/n(peace) | H/u [np-ZX %75
/a(lofty) F# MV /n(undertaking)] [vp-PO il i /v
(devote) /L»fil/n (painstaking)] , /w 1 H/v(make)
T /u E Ok /a(outstanding) ¥ /u DT Mk /v
(contribution) . /w! (For a long time past, he has
devoted all his energy into the lofty undertaking to
safeguard world peace and made a outstanding
contribution.) (D)

There are four MWCs in the sentence. From
which, we can easily extract the positive and
negative examples for a MWC rule. For example,
in the sentence, we can extract a positive example:
il 7 /v (devote) /rIfil./n (painstaking), and a
negative example: #E ¥ /v(safeguard) it 5t /n
(world) for the verb chunk rule : vtn—> vp-PO.

3 Automatic rule acquisition

The goal of the rule acquisition algorithm is to

1 pOs tags used in the sentence: t-time noun, f-direction,
r-pronoun, p-preposition, v-verb, mn-noun, u-auxilary,
a-adjective, d-adverb, w-puntuation.



automatically acquire some syntactic structure
rules to describe which words in which context in
a sentence can be reduced to a reliable MWC, on
the base of a large scale annotated corpus and a
lexical knowledge base.

Each rule will have the following format:
<structure description string> —> <reduced tag>
<confidence score>

Two types of structural rules are used in our
algorithm: (1) Basic rules, where only POS tags
are used in the components of a structure rule; (2)
Expanded rules, where some lexical and
contextual constraint is added into the structure
rule string to give more detailed descriptions. The
reduced tag has two kinds of MWC tags that are
same as ones defined in Table 1.

Each rule consists of all the positive and
negative examples covered by the rule in the
annotated corpus. For the word serial matched
with the structure description string of a rule, if it
can be reduced as a MWC in the annotated
sentence, it can be regarded as a positive example.
Otherwise, it is a negative example. All of them
form a special state space for each acquired rule.
Therefore, the confidence score () for the rule can
be easily computed to evaluate the accuracy
expectation to apply it in an automatic parser. Its
computation formula is: 8 = fp/ ( fp + fy), where fp
is the frequency of the positive examples, and fy is
the frequency of the negative examples.

A two-step acquisition strategy is adopted in
our algorithm.

The first step is rule learning. We firstly extract
all basic rules with positive examples from the
annotated corpus. Then, we match the extracted
structure string of each basic rule in all the corpus
sentences to find all possible negative examples
and build state space for it. Through rule
reliability computation (see the following section),
we can extract all high-reliability basic rules as the
final result, and all other basic rules with higher
frequency for further rule refinement.

The second step is rule refining. We gradually
expand each rule with suitable lexical and
contextual constraint based on an outside lexical
knowledge base, dynamically divide and
automatically allocate its positive and negative
examples into the expanded rules and form
different state spaces for them. From them, we can
extract all the high and middle reliability
expanded rules as the final results.

At last, by combining all the extracted basic and
expanded rules, we build a hierarchical acquired
rule base for parser application.

Two key techniques are proposed in the
algorithm:

(1) Rule reliability evaluation

The intuition assumption is that: if a rule has a
higher confidence score and can cover more
positive examples, then it can be regarded as a
reliable rule.

Types | Decision conditions

1 ® (/>=10) && (6>=0.85)
® ((/p>=5) && (f<10)) && (0>=0.9)
® ((/,>=2) && (f<5)) && (6>=0.95)

2 ® (/>=10) && (6>=0.5)
® ((/>=5) && (fr <10)) && (6>=0.55)
® ((=2) && (fr<5)) && (6>=0.6)
® (f»>0) && (6>=0.6)

3 ® (f»>=10) && (6>=0.1)
® ((>=5) && (fr<10)) && (6>=0.2)
® ((;1>=2) && (f<5)) && (6>=0.3)
® (/>0) && (6>=0.3)

4 All others
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Table 2 Four reliability types of the acquired
rules

By setting different thresholds for 8 and f», we
can classify all acquired rules into the following
four types of rule sets: (1) high-reliability (HR)
rules; (2) middle-reliability (MR) rules; (3)
low-reliability rules; (4) Useless and noise rules.
Table 2 shows different decision conditions for
them in our current algorithm. Based on this
uniform evaluation standard, we can easily extract
effective rules from different acquired rule base
and quickly exclude useless noise rules.

(2) Rule expansion and refinement

When a rule is not reliable enough, the
expansion step is set off: new knowledge is added
to the rule in order to constrain it. The purpose is
to dynamically divide the state space of the rule
and reduce the proportion of negative examples
covered by the current rule. For every annotated
positive or negative example, our expansion
strategy is as follows:

Firstly, we expand a rule description through
looking up different lexical knowledge base. For
the verb chunks with LCC constructions, we use
the following lexical constraint: (1) Lexical-
syntactic relation pairs, (2) Subcategory frame of




head verb. For the noun chunks with RCC and CH
constructions, we use the following lexical
constraint: (1) Lexical-syntactic relation pairs, (2)
Semantic class of head noun.

Secondly, we expand a rule description example
with or without lexical constraint through looking
up its left and right adjacent contexts. For each
rule waiting for expansion, we add its left-adjacent
POS tag, right-adjacent POS tag, left and right
adjacent POS tag to form three expanded rule with
contextual constraint.

For example, for the positive example “fiiyE/v
(devote) /Mfl/n (painstaking) ” of “v+n” rule in
the above sentence (1), we can get the following
expanded rules:

® v(WC-L)+n(WC-R) // + v-n relationship pair

® v(winl: VNPLIST)+n // + verb subcate frame

®n_ v+n //+ left POS constraint

®v+n _w //+right POS constraint

®n_ v+tn_w //+land +r POS constraint

They can be put into the state space pool as the
expanded rules with positive example information
for frequency calculation.

Unlike the information-gain measure used in
FOIL system (Quinlan, 1990), we do not impose
any criteria for selecting different knowledge. All
the suitable expanded rules are selected through
the final confidence score evaluation indexes.

4  Experimental results

All the news files with about 200,000 words in
the Chinese treebank TCT (Zhou, 2004) were
selected as the experimental data. They were
separated into two data sets: (1) training set, which
consists of about 80% data and is used for rule
acquisition; (2) test set, which consists of about
20% data and is used for parser evaluation.

Then we automatically extracted all the MWCs
from the annotated trees and built two MWC
banks. Among them, 76% are noun chunks and
verb chunks. They are the key points for rule
acquisition and parsing application. In the training
set, about 94% verb chunks are two-word chunks.
But for noun chunks, the percentage of two-word
chunks is only 76%. More than 24% noun chunks
comprise three or more words. The complexities
of noun chunks bring more difficulties for rule
acquisition and automatic MWC parsing.

We also used the following lexical knowledge
base for rule expansion and refinement: (1)
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Lexical relationship base. It consists of 966953
lexical pairs with different syntactic relationships.
All the data are extracted from 4 different
language resources. (2) Verb subcategory data. It
consists of 5712 verbs with the “v+np” subcat
frames and 1065 verbs with the “v+vp” subcat
frames. All the data are extracted from a Chinese
grammatical dictionary (Yu and al., 1998). (3)
Noun thesaura data. It consists of 26906 nouns
annotated with the different semantic types All the

data are extracted from Hownet-20002.

4.1 Rule base acquisition

We ran our algorithm on the above language
resources and obtained the following results.

In the rule learning stage, we extracted 735
basic rules from the training set. After reliability
evaluation, we obtained 61 HR rules and 150 less
reliable rules for further refinement. Although
these 211 rules only make up 29% of all the 735
acquired rules, they cover about 97% positive
examples in the training set. Thus, almost all the
useful information can be reserved for further rule
expansion and refinement.

In the rule refining stage, 47858 rules were
expanded from the 150 basic rules. Among them,
all 2036 HR and 2362 MR rules were selected as
the final results. They make up about 9% of all the
expanded rules, but cover 86% positive examples.
It indicates the effectiveness of our current rule
acquisition algorithm.

In order to evaluate the descriptive capability of
the acquired rules objectively, we proposed an
expectation precision (EP) index to estimate the
parsing accuracy when we apply the acquired
rules to all the positive examples in the training set.
Its computation formula is as follows:

EP=Z(fPi*9i)/pri

where N is the total number of the rules in a rule
base, fp; and 6;are the positive example frequency
and confidence score of the i rule in the rule base.
An intuition assumption behind the EP definition
is that a rule base with higher EP index will imply
its better descriptive capability for some special
linguistic phenomena. Therefore, its better parsing
performance in a rule-based parser can be
expected. To prove this assumption, we designed a

2 The data is available in http://www.keenage.com



simple comparison experiment to analyze the
improvement effects of different lexical and
contextual constraint used in our expanded rules.

We divided all 150 basic rules into 4 subsets,
according to their different internal structure
characteristics: (1) Noun chunks with RCC and
CH constructions; (2) Verb chunks with LCC
constructions; (3) Verb chunks with RCC
constructions; (4) All other MWCs.

The rules in the subset 1 and 2 cover majority of
the positive examples in the training set. They
have complex internal structures and lexical
relations. So we applied the lexical knowledge
base and contextual constraint to expand them.
Comparatively, the rules in subset 3 and 4 have
simpler structures, so we only used the contextual
constraint to expand them.

Table 3 shows the EP indexes of these rule
subsets before and after rule refining. For all 150
basic rules, after rule expansion and refinement,
the EP index was improved about 65%. For the
simpler structure rules in subset 3 and 4, just the
application of contextual constraint can bring
dramatic improvement in the EP index. It
indicates the importance of the local contextual
information for multiword chunk recognition.

Based on the rule base automatically acquired
through the above algorithm, we developed a
rule-based MWC parser to automatically
recognize different kinds of MWCs in the
Chinese sentences after word segmentation and
POS tagging. Through #-based disambiguation
technique, the parser can output most reliable
MWoCs in the disambiguated region of a sentence
and keep some ambigous regions with less
reliable MWC structures to provide multiple
selection possibilities for a full syntactic parser.
Some detailed information of the parser can be
found in (Zhou, 2007).

We used three commonly-used indexes :
precision, recall and F-measure to evaluate the
performance of the parser. Two different criteria
were set to determinate the correctness of a
recognized MWC. (1) ‘B+F+R’ criterion: It
must have the same left and right boundaries,
function tag and relation tag as that of the gold
standard. (2) ‘B+F’ criterion : It must have the
same left and right boundaries, function tag as
that of the gold standard.

Table 4 shows the experimental results under
the disambigutated regions, which cover 95% of
the test data.

Sub | Rule | Covered | EP before | EP after

set | sum | positive | expansion | expansion
examples (%) (%)
1 51 13689 52.70 81.40
2 20 8859 45.14 80.56
3 24 2342 28.12 93.27
4 55 3566 66.85 93.22
Total | 150 28456 50.56 83.36

Table 3 Descriptive capability analysis of
different kinds of expanded rule sets

For the major subset 1 and 2, EP index also
shows great improvement. It increased about 54%
and 78% in the subset 1 and 2 respectively. As we
can see, the applying effects of lexical and
contextual constraint on the verb chunks were
superior to that on the noun chunks. Two factors
contribute to this phenomenon. First, the simpler
internal structures of most verb chunks guarantee
the availability of almost all corresponding lexical
relationship pairs. Second, most lexical pairs used
in verb chunks have stronger semantic relatedness
than that in noun chunks.

4.2 Parsing performance evaluation

Type | ‘B+F+R’ criterion ‘B+F’ criterion
np 75.25/75.76/75.50 | 83.68/84.25/83.97
vp 83.23/81.46/82.34 | 87.35/85.49/86.41
mp 94.89/95.26/95.08 | 94.89/95.26/95.08
ap 93.99/97.33/95.63 | 93.99/97.33/95.63
tp 92.75/88.18/90.40 | 93.52/88.92/91.16
sp 78.76/86.41/82.41 | 79.65/87.38/83.33

Total | 81.76/81.44/81.60 | 87.01/86.67/86.84
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Table 4 Open test results (P/R/F-m, %)
under the disambiguated regions

The differences of F-measures among three
MWC subsets, i.e. noun chunks, verb chunks and
other chunks, show interesting positive
association with the differences of their EP
indexes listed in the previous sections. When we
apply the acquired rule base with higher EP
index in the rule-based parser, we can get better
parsing performance. It indicates that EP value
can be used as an important objective index to
evaluate the descriptive capability of the rule
base automatically acquired for large scale
annotated corpus.

The lower F-measure of noun and verb chunk




under ‘B+F+R’ criterion shows the difficulty for
lexical relation recognition, especially for the
complex noun chunks. There are still much
improvement room in future research.

5 Related work
In the area of chunking rule acquisition and
refinement, several approaches have been

proposed. Cardie and Pierce(1999) explored the
role of lexicalization and pruning of grammars for
base noun phrase identification. Their conclusion
is that error-driven pruning is a remarkably robust
method for improving the performance of
grammar rules. Dejean(2002) proposed a
top-down inductive system, ALLis, for learning
and refining linguistic structures on the base of
contextual and lexicalization knowledge extracted
from an annotated corpus. Choi et all(2005)
proposed a method for automatically extracting
partial parsing rules from a tree-annotated corpus
using decision tree induction. The acquired
grammar is similar to a phrase structure grammar,
with contextual and lexical information, but it
allows building structures of depth one or more.

All these researches prove the important role
of lexical and contextual information for
improving the rule descriptive capability.
However, the lexical information used in these
systems is still restricted in the lexical head of a
constituent. None of the Iexical relationship
knowledge extracted from the annotated corpus or
other outside language resources has been applied.
Therefore, the room for improvement of the rule
descriptive capability is restricted to a certain
extent.

6 Conclusions

Three main contributions of the paper are
summarized as follows. (1) We design a new
multiword chunking task. Based on the
topological structure definition, we establish the
built-in relations between multiword chunk
examples in annotated corpus and lexical
relationship pairs in outside lexical knowledge
base. (2) We propose an efficient algorithm to
automatically acquire hierarchical structure rules
from large-scale annotated corpus. By introducing
different kinds of lexical knowledge coming from
several different language resources, we set up an
open learning environment for rule expansion and
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refinement. (3) We propose an expectation

precision index to evaluate the descriptive
capability of the refined rule base. Experimental
results show that it has stronger positive
association with the F-measure of parser
performance evaluation.
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Abstract

This paper presents an approach that uses
structural information for Japanese named
entity recognition (NER). Our NER system
is based on Support Vector Machine (SVM),
and utilizes four types of structural informa-
tion: cache features, coreference relations,
syntactic features and caseframe features,
which are obtained from structural analyses.
We evaluated our approach on CRL NE data
and obtained a higher F-measure than exist-
ing approaches that do not use structural in-
formation. We also conducted experiments
on IREX NE data and an NE-annotated web
corpus and confirmed that structural infor-
mation improves the performance of NER.

1 Introduction

Named entity recognition (NER) is the task of iden-
tifying and classifying phrases into certain classes
of named entities (NEs), such as names of persons,
organizations and locations.

Japanese texts, which we focus on, are written
without using blank spaces. Therefore, Japanese
NER has tight relation with morphological analy-
sis, and thus it is often performed immediately after
morphological analysis (Masayuki and Matsumoto,
2003; Yamada, 2007). However, such approaches
rely only on local context. The Japanese NER sys-
tem proposed in (Nakano and Hirai, 2004), which
achieved the highest F-measure among conventional
systems, introduced the bunsetsu' feature in order to
consider wider context, but considers only adjacent
bunsetsus.

*Research Fellow of the Japan Society for the Promotion of Science (JSPS)

'Bunsetsu is a commonly used linguistic unit in Japanese,
consisting of one or more adjacent content words and zero or
more following functional words.

Sadao Kurohashi
Graduate School of Infomatics,
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On the other hand, as for English or Chinese, var-
ious NER systems have explored global information
and reported their effectiveness. In (Malouf, 2002;
Chieu and Ng, 2002), information about features as-
signed to other instances of the same token is uti-
lized. (Ji and Grishman, 2005) uses the information
obtained from coreference analysis for NER. (Mohit
and Hwa, 2005) uses syntactic features in building a
semi-supervised NE tagger.

In this paper, we present a Japanese NER system
that uses global information obtained from several
structural analyses. To be more specific, our system
is based on SVM, recognizes NEs after syntactic,
case and coreference analyses and uses information
obtained from these analyses and the NER results
for the previous context, integrally. At this point,
it is true that NER results are useful for syntactic,
case and coreference analyses, and thus these analy-
ses and NER should be performed in a complemen-
tary way. However, since we focus on NER, we rec-
ognize NE after these structural analyses.

2 Japanese NER Task

A common standard definition for Japanese NER
task is provided by IREX workshop (IREX Commit-
tee, 1999). IREX defined eight NE classes as shown
in Table 1. Compared with the MUC-6 NE task def-
inition (MUC, 1995), the NE class “ARTIFACT,”
which contains book titles, laws, brand names and
so on, is added.

NER task can be defined as a chunking problem
to identify token sequences that compose NEs. The
chunking problem is solved by annotating chunk
tags to tokens. Five chunk tag sets, IOB1, IOB2,
IOE1, IOE2 and IOBES are commonly used. In this
paper, we use the IOBES model, in which “S” de-
notes a chunk itself, and “B,” “I” and “E” denote the
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Table 1: Definition of NE in IREX.

NE class Examples
ORGANIZATION  NHK Symphony Orchestra

PERSON Kawasaki Kenjiro
LOCATION Rome, Sinuiju
ARTIFACT Nobel Prize

DATE July 17, April this year
TIME twelve o’clock noon

MONEY sixty thousand dollars

PERCENT 20%, thirty percents

beginning, intermediate and end parts of a chunk.
If a token does not belong to any named entity, it is
tagged as “O.” Since IREX defined eight NE classes,
tokens are classified into 33 (= 8 x 4 + 1) NE tags.
For example, NE tags are assigned as following:

(1) Kotoshi

this year

ni itta.
to went

4  gatsu Roma
April Rome

B-DATE I-DATE E-DATE S-LOCATION O O
(¢ went to Rome on April this year.)

3 Motivation for Our Approach

Our NER system utilizes structural information. In
this section, we describe the motivation for our ap-
proach.

High-performance Japanese NER systems are of-
ten based on supervised learning, and most of them
use only local features, such as features obtained
from the target token, two preceding tokens and two
succeeding tokens. However, in some cases, NEs
cannot be recognized by using only local features.

For example, while “Kawasaki” in the second
sentence of (2) is the name of a person, “Kawasaki”
in the second sentence of (3) is the name of a soc-
cer team. However, the second sentences of (2) and
(3) are exactly the same, and thus it is impossible to
correctly distinguish these NE classes by only using
information obtained from the second sentences.

(2) Kachi-ha senpatsu-no Kawasaki Kenjiro.

winner starter
Kawasaki-ha genzai 4 shou 3 ﬁaai.
now won ost

(The winning pitcher is the starter Kenjiro Kawasaki.
Kawasaki has won 4 and lost 3.)

(3) Dai 10 setsu-wa Kawasaki Frontale-to taisen.

the round against
Kawasaki-ha genzai 4 shou 3 ﬁmi.

now won ost
(The 10th round is against Kawasaki Frontale.

Kawasaki has won 4 and lost 3.)

In order to recognize these NE classes, it is essential
to use the information obtained from the previous
context. Therefore, we utilize information obtained

from the NER for the previous context: cache fea-
ture and coreference relation.

For another example, “Shingishu” in (4) is the
name of city in North Korea. The most important
clue for recognizing “Shingishu” as “LOCATION”
may be the information obtained from the head verb,
“wataru (get across).”

(4) Shingishu-kara Ouryokko-wo wataru.

Sinuiju  from Amnokkang  get across
(¢ gets across the Amnokkang River from Sinuiju.)

However, when using only local features, the word
“wataru” is not taken into consideration because
there are more than two morphemes between “shu>”
and “wataru.” In order to deal with such problem,
we use the information obtained from the head verb:
syntactic feature and caseframe feature.

4 NER Using Structural Information
4.1 Outline of Our NER System

Our NER system performs the chunking process
based on morpheme units because character-based
methods do not outperform morpheme-based meth-
ods (Masayuki and Matsumoto, 2003) and are not
suitable for considering wider context.

A wide variety of trainable models have been ap-
plied to Japanese NER task, including maximum en-
tropy models (Utsuro et al., 2002), support vector
machines (Nakano and Hirai, 2004; Yamada, 2007)
and conditional random fields (Fukuoka, 2006). Our
system applies SVMs because, for Japanese NER,
SVM-based systems achieved higher F-measure
than the other systems. (Isozaki and Kazawa, 2003)
proposed an SVM-based NER system with Viterbi
search, which outperforms an SVM-based NER sys-
tem with sequential determination, and our system
basically follows this system. Our NER system con-
sists of the following four steps:

1. Morphological analysis

2. Syntactic, case and coreference analyses
3. Feature extraction for chunking

4. SVM and Viterbi search based chunking

The following sections describe each of these steps
in detail.

2Since the dictionary for morphological analysis has no en-
try “Shingishu,” “Shingishu” is analyzed as consisting of three

morphemes: “shin,” “gi” and “shu.”
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Input sentence:

Gai  mu sho no  shin  Bei ha
foreign affairs ministry in  pro America group

(Pro-America group in the Ministry of Foreign Affairs.)

Output of JUMAN:
Gaimu sho no shin  Bei ha
noun noun particlenoun noun noun
Output of ChaSen:
Gaimusho no shin-Bei ha
noun particle noun noun

Figure 1: Example of morphological analyses.

4.2 Morphological Analysis

While most existing Japanese NER systems use
ChaSen (Matsumoto et al., 2003) as a morphological
analyzer, our NER system uses a Japanese morpho-
logical analyzer JUMAN (Kurohashi and Kawahara,
2005) because of the following two reasons.

First, JUMAN tends to segment a sentence into
smaller morphemes than ChaSen, and this is a good
tendency for morpheme-based NER systems be-
cause the boundary contradictions between morpho-
logical analysis and NEs are considered to be re-
duced. Figure 1 shows an example of the outputs
of JUMAN and ChaSen. Although both analyses
are reasonable, JUMAN divided “Gaimusho” and
“shin-Bei” into two morphemes, while ChaSen left
them as a single morpheme. Second, JUMAN adds
categories to some morphemes, which can be uti-
lized for NER. In JUMAN, about thirty categories
are defined and tagged to about one fifth of mor-
phemes. For example, “ringo (apple),” “inu (dog)”
and “byoin (hospital)” are tagged as “FOOD,” “AN-
IMAL” and “FACILITY,” respectively.

4.3 Syntactic, Case and Coreference Analyses
syntactic analysis Syntactic analysis is performed
by using the Japanese parser KNP (Kurohashi and
Nagao, 1994). KNP employs some heuristic rules to
determine the head of a modifier.

case analysis Case analysis is performed by using
the system proposed in (Kawahara and Kurohashi,
2002). This system uses Japanese case frames that
are automatically constructed from a large corpus.
To utilize case analysis for NER, we constructed
case frames that include NE labels in advance. We
explain details in Section 4.4.2. The case analysis is
applied to each predicate in an input sentence. For
details see (Kawahara and Kurohashi, 2002).
coreference analysis Coreference analysis is per-
formed by using the coreference analyzer proposed
by (Sasano et al., 2007). As will be mentioned in

Section 4.4.2, our NER system uses coreference re-
lations only when coreferential expressions do not
share same morphemes. Basically, such coreference
relations are recognized by using automatically ac-
quired synonym knowledge.

4.4 Feature Extraction
4.4.1 Basic Features

As basic features for chunking, our NER system
uses the morpheme itself, character type, POS tag
and category if it exists.

As character types, we defined seven types:
“kanji,” “hiragana,” “katakana,” “kanji with hira-
gana,” “‘punctuation mark,” “alphabet” and “digit.”
As for POS tag, more than one POS feature are
extracted if the target morpheme has POS ambigu-
ity. In addition, besides POS tag obtained by JU-
MAN, our system also uses POS tag obtained from
Japanese morphological analyzer MeCab® that uses
IPADIC as a word dictionary (Asahara and Mat-
sumoto, 2002). The JUMAN dictionary has few
named entity entries; thus our system supplements
the lack of lexical knowledge by using MeCab.

4.4.2 Structural Features

Our NER system uses three types of global fea-
tures: cache features, syntactic features and case-
frame features, and a rule that reflects coreference
relations. Although the coreference relations are not
used as features, we describe how to use them in this
section.

cache feature If the same morpheme appears mul-
tiple times in a single document, in most cases the
NE tags of these morphemes have some relation to
each other, and the NER results for previous parts
of the document can be a clue for the analysis for
following parts.

We consider the examples (2) and (3) again. Al-
though the second sentences of (2) and (3) are ex-
actly the same, we can recognize “Kawasaki’ in
the second sentence of (2) is “S-PERSON” and
“Kawasaki” in the second sentence of (3) is “S-
ORGANIZATION” by reading the first sentences.

To utilize the information obtained from previous
parts of the document, our system uses the NER
results for previous parts of the document as fea-
tures, called cache features. When analyzing (2),
our system uses the outputs of NE recognizer for

3http://mecab.sourceforge.jp/
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“Kawasaki” in the first sentence as a feature for
“Kawasaki” in the second sentence. For simplicity,
our system uses correct NE tags when training. That
is, as a feature for “Kawasaki” in the second sen-
tence of (2), the correct feature “B-PERSON” is al-
ways added when training, not always added when
analyzing.
coreference rule Coreference relation can be a
clue for NER. This clue is considered by using cache
features to a certain extent. However, if the same
morpheme is not used, cache features cannot work.
For example, “NHK kokyo gakudan™ and “N-kyo”
in (5) have coreference relation, but they do not
share the same morpheme.

(5) NHK kokyo gakudan-no ongaku kantoku-ni

symphony orchestra musical director
shuunin.  N-kyo-to kyoen-shite irai ... .
became perform together since

(He became musical director of the NHK Symphony
Orchestra. Since performing together with N-kyo ... .)

In this case, “NHK kokyo gakudan” can easily be
recognized as “ORGANIZATION,” because it ends
with “kokyo gakudan (symphony orchestra).” Mean-
while, “N-kyo,” the abbreviation of “NHK kokyo
gakudan,” cannot easily be recognized as “ORGA-
NIZATION.”

Therefore, our system uses a heuristic rule that if
a morpheme sequence is analyzed to be coreferential
to a previous morpheme sequence that is recognized
as an NE class, the latter morpheme sequence is rec-
ognized as the same NE class. Since this heuristic
rule is introduced in order to utilize the coreference
relation that is not reflected by cache features, our
system applies this rule only when coreferential ex-
pressions do not have any morphemes in common.

syntactic feature As mentioned in Section 3, our
system utilizes the information obtained from the
head verb. As syntactic features, our system uses the
head verb itself and the surface case of the bunsetsu
that includes the target morpheme.

For the morpheme “shin” in example (4), the
head verb “wataru (get across)” and the surface case
“kara (from)” are added as syntactic features.

caseframe feature Syntactic features cannot work
if the head verb does not appear in the training data.
To overcome this data sparseness problem, case-
frame features are introduced.

Table 2: Case frame of “haken (dispatch).”
case  examples
ga  Japan:23,party:13,country:12,government:7,
(nominative) company6,ward:6,corps:5,UN:4,US:4,Korea:4,
team:4,... (ORGANIZATION,LOCATION)
wo party:1249.,him:1017,soldier:932,official:906,
(objective) company6:214,instructor:823,expert:799,
helper:694,staff:398,army:347,. . .
ni Iraq:700,0n-the-scene:576,abroad:335,
(locative) home:172,Japan:171,Indirect Ocean:142,
scene:141,China:125,... (LOCATION)

For example, although the head verb “haken (dis-
patch)” can be a clue for recognizing “ICAO” in
(6) as “ORGANIZATION,” syntactic features can-
not work if “haken (dispatch)” did not appear in the
training data.

(6) ICAO-ha genchi-ni senmonka-wo haken-shita.

scene to  expert dispatched
(ICAO dispatched experts to the scene)

However, this clue can be utilized if there is knowl-
edge that the “ga (nominative)” case of “haken (dis-
patch)” is often assigned by “ORGANIZATION.”

Therefore, we construct case frames that include
NE labels in advance. Case frames describe what
kinds of cases each verb has and what kinds of nouns
can fill a case slot. We construct them from about
five hundred million sentences. We first recognize
NEs appearing in the sentences by using a primitive
NER system that uses only local features, and then
construct the case frames from the NE-recognized
sentences. To be more specific, if one tenth of the
examples of a case are classified as a certain NE
class, the corresponding label is attached to the case.
Table 2 shows the constructed case frame of “haken
(dispatch).” In the “ga (nominative)” case, the NE
labels, “ORGANIZATION” and “LOCATION” are
attached.

We then explain how to utilize these case frames.
Our system first performs case analysis, and uses as
caseframe features the NE labels attached in the case
to which the target morpheme is assigned. For in-
stance, by the case analyzer, the postpositional par-
ticle “-ha” in (6) is recognized as meaning nom-
inative and “ICAO” is assigned to the “ga (nom-
inative)” case of the case frame of “haken (dis-
patch).”Therefore, the caseframe features, “ORGA-
NIZATION” and “LOCATION” are added to the
features for the morpheme “ICAO.”

4.5 SVM and Viterbi Search Based Chunking

To utilize cache features obtained from the previous
parts of the same sentence, our system determines
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Table 3: Experimental results (F-measure).

CRL IREX WEB

baseline 88.63 85.47 68.98

+ cache 88.81 +0.18+ |85.94 +0.47 [69.67 +0.69+*
+ coreference| 88.68 +0.05 [86.52 +1.05+#+69.17 +0.19

+ syntactic | 88.80 +0.17+ |85.77 +0.30 |70.25 +1.27**
+ caseframe |88.57 —0.06 [85.51 +0.04 |70.12 +1.14+*
+ thesaurus | 88.77 +0.14 |86.36 +0.89* |68.63 —0.35
use all 89.40 +0.77+++87.72 +2.25%+4{71.03 +2.05%*x*

significant at the .1 level:*, .01 level:**, .001 level:***

NE tags clause by clause. The features extracted
from two preceding morphemes and two succeed-
ing morphemes are also used for chunking a target
morpheme. Since SVM can solve only a two-class
problem, we have to extend a binary classifier SVM
to n-class classifier. Here, we employ the one versus
rest method, in which we prepared n binary classi-
fiers and each classifier is trained to distinguish a
class from the rest of the classes.

To consider consistency of NE tags in a clause,
our system uses Viterbi search with some constraints
such as a “B-DATE” must be followed by “I-DATE”
or “E-DATE.” Since SVMs do not output proba-
bilities, our system uses the SVM+sigmoid method
(Platt et al., 2000). That is, a sigmoid function
s(z) = 1/(14exp(—pFz)) is applied to map the out-
put of SVM to a probability-like value. Our system
determines NE tags by using these probability-like
values. Our system is trained by TinySVM-0.09*
with C = 0.1 and uses a fixed value 3 = 10. This
process is almost the same as the process proposed
by Isozaki and Kazawa and for details see (Isozaki
and Kazawa, 2003).

S Experiments

5.1 Data

For training, we use CRL NE data, which was pre-
pared for IREX. CRL NE data has 18,677 NEs on
1,174 articles in Mainichi Newspaper.

For evaluation, we use three data: CRL NE data,
IREX’s formal test data called GENERAL and WEB
NE data. When using CRL NE data for evalua-
tion, we perform five-fold cross-validation. IREX
test data has 1,510 NEs in 71 articles from Mainichi
Newspaper. Although both CRL NE data and IREX
test data use Mainichi Newspaper, these formats are
not the same. For example, CRL NE data removes
parenthesis expressions, but IREX test data does not.
WEB NE data, which we annotated NEs on corpus
collected from the Web, has 1,686 NEs in 354 arti-

*http://chasen.org/ taku/software/TinySVM/

cles. Although the domain of the web corpus differs
from that of CRL NE data, the format of the web
corpus is the same as CRL NE data format.

5.2 Experiments and Discussion

To confirm the effect of each feature, we conducted
experiments on seven conditions as follows:

1. Use only basic features (baseline)

Add cache features to baseline

Add the coreference rule to baseline
Add parent features to baseline

Add caseframe features to baseline
Add thesaurus features to baseline

7. Use all structural information and thesaurus
Since (Masayuki and Matsumoto, 2003; Nakano and
Hirai, 2004) reported the performance of NER sys-
tem was improved by using a thesaurus, we also
conducted experiment in which semantic classes ob-
tained from a Japanese thesaurus “Bunrui Goi Hyo”
(NLRI, 1993) were added to the SVM features. Ta-
ble 3 shows the experimental results.

To judge the statistical significance of the dif-
ferences between the performance of the baseline
system and that of the others, we conducted a
McNemar-like test. First, we extract the outputs that
differ between the baseline method and the target
method. Then, we count the number of the outputs
that only baseline method is correct and that only
target method is correct. Here, we assume that these
outputs have the binomial distribution and apply bi-
nomial test. As significance level, we use .1 level,
.01 level and .001 level. The results of the signifi-
cance tests are also shown in Table 3.

When comparing the performance between data
sets, we can say that the performance for WEB NE
data is much worse than the others. This may be
because the domain of the WEB corpus differs from
that of CRL NE data.

As for the differences in the same data set, cache
features and syntactic features improve the perfor-
mance not dramatically but consistently and inde-
pendently from the data set. The coreference rule
also improves the performance for all data sets, but
especially for IREX test data. This may be because
IREX test data does not remove parenthesis expres-
sions, and thus there are a many coreferential ex-
pressions in the data. Caseframe features improve
the performance for WEB NE data, but do not con-
tribute to the performance for CRL NE data and

AR
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Table 4: Comparison with previous work.

CRL cross IREX Learnin; Analysis Features
validation test data Metho Units
(Isozaki and Kazawa, 2003) 86.77 85.10 SVM + Viterbi morpheme  basic features
(Masayuki and Matsumoto, 2003) 87.21 SVM character  +thesaurus
(Fukuoka, 2006) 87.71 Semi-Markov CRF character  basic features
(Yamada, 2007) 88.33 SVM + Shift-Reduce  morpheme +bunsetsu features
(Nakano and Hirai, 2004) 89.03 SVM character  +bunsetsu features & thesaurus
QOur system 89.40 87.72 SVM + Viterbi morpheme  +structural information & thesaurus

IREX test data. This result shows that caseframe
features are very generalized features and effective
for data of different domain. On the other hand, the-
saurus features improve the performance for CRL
NE data and IREX test data, but worsen the perfor-
mance for WEB NE data. The main cause for this
may be overfitting to the domain of the training data.

By using all structural information, the perfor-
mance is significantly improved for all data sets, and
thus we can say that the structural information im-
proves the performance of NER.

5.3 Comparison with Previous Work

Table 4 shows the comparison with previous work
for CRL NE data and IREX test data. Our system
outperforms all other systems, and thus we can con-
firm the effectiveness of our approach.

6 Conclusion

In this paper, we presented an approach that uses
structural information for Japanese NER. We in-
troduced four types of structural information to an
SVM-based NER system: cache features, coref-
erence relations, syntactic features and caseframe
features, and conducted NER experiments on three
data. As a consequence, the performance of NER
was improved by using structural information and
our approach achieved a higher F-measure than ex-
isting approaches.
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Abstract

Query and document representation is a
key problem for information retrieval and
filtering. The vector space model (VSM)
has been widely used in this domain. But
the VSM suffers from high dimensionality.
The vectors built from documents always
have high dimensionality and contain too
much noise. In this paper, we present a
novel method that reduces the dimensional-
ity using multilingual resource. We intro-
duce a new metric called 7C to measure the
term consistency constraints. We deduce a
TC matrix from the multilingual corpus and
then use this matrix together with the term-
by-document matrix to do the Latent Se-
mantic Indexing (LSI). By adopting differ-
ent TC threshold, we can truncate the 7C
matrix into small size and thus lower the
computational cost of LSI. The experimen-
tal results show that this dimensionality re-
duction method improves the retrieval per-
formance significantly.

1 Introduction

1.1 Basic concepts

The vast amount of electronic information that is
available today requires effective techniques for
accessing relevant information from it. The meth-
odologies developed in information retrieval aim at
devising effective means to extract relevant docu-
ments in a collection when a user query is given. In
information retrieval and filtering, Query and
document representation is a key problem and
many techniques have been developed. Among
these techniques, the vector space model (VSM)

proposed by Salton (1971; 1983) has been widely
used. In the VSM, a document is represented by a
vector of terms. The cosine of the angle between
two document vectors indicates the similarity be-
tween the corresponding documents. A smaller
angle corresponds to a larger cosine value and in-
dicates higher document similarity. A gquery, which
describes the information need, is encoded as a
vector as well. Retrieval of documents that satisfy
the information need is achieved by finding the
documents most similar to the query, or equiva-
lently, the document vectors closest to the query
vector. There are several advantages to this ap-
proach beyond its mathematical simplicity. Above
all, it is efficient to compute and store the word
counts. This is one reason that why VSM is widely
used for query and document representation. But
this method has problem that the vectors built from
documents always have high dimensionality and
contain too much noise. The high dimensionality
causes high computational and memory require-
ments while noise in the vectors degrades the sys-
tem performance.

1.2 Related works

To address these problems, many dimensionality
reduction techniques have been applied to query
and document representation. Among these tech-
niques, Latent Semantic Indexing (LSI) (Deer-
wester et al., 1990; Hofmann, 1999; Ding, 2000;
Jiang and Littman, 2000; Ando, 2001; Kokiopou-
lou and Saad, 2004; Lee et al., 2006) is a well-
known approach. LSI constructs a smaller docu-
ment matrix that retains only the most important
information from the original by using the Singular
Value Decomposition (SVD). Many modifications
have been made to this approach (Hofmann, 1999;
Ding, 2000; Jiang and Littman, 2000; Kokiopoulou
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and Saad, 2004; Sun et al., 2004; Husbands et al.,
2005). Among them, IRR (Ando and Lee, 2001) is
a subspace-projection method that counteracts ten-
dency to ignore minority-class documents. This is
done by repeatedly rescaling vectors to amplify the
presence of documents poorly represented in pre-
vious iterations.

In concept indexing (CI) (Karypis and Han,
2000) method, the original set of documents is first
clustered into & similar groups, and then for each
group, the centroid vector (i.e., the vector obtained
by averaging the documents in the group) is used

as one of the & axes of the lower dimensional space.

The key motivation behind this dimensionality re-
duction approach is the view that each centroid
vector represents a concept present in the collec-
tion, and the lower dimensional representation ex-
presses each document as a function of these con-
cepts. George and Han (2000) extend concept in-
dexing in the context of supervised dimensionality
reduction. To capture the concept, phrase also has

been used as indexing entries (Mao and Chu, 2002).

The LPI method (Isbell and Viola, 1999) tries to
discover the local structure and obtains a compact
document representation subspace that best detects
the essential semantic structure. The LPI uses Lo-
cality Preserving Projections (LPP) (Xiaofei He
and Partha, 2003) to learn a semantic space for
document representation. Xiaofei He et al., (2004)
try to get sets of highly-related words, queries and
documents are represented by their distance to
these sets. These algorithms have successfully re-
duced the dimensionality and improve the retrieval
performance but at the mean time they led to a
high computational complexity.

1.3  Our method

In this study, we propose a novel method that re-
duces the dimensionality using multilingual re-
source. We first introduce a new metric called 7C
to measure the term consistency constraints. We
use this metric to deduce a 7C matrix from the
multilingual corpus. Then we combine this matrix
to the term-by-document matrix and do the Latent
Semantic Indexing. By adopting different TC
threshold, we can truncate the 7C matrix into small
size and thus lower the computational cost of LSI.
The remainder of this paper is organized as fol-
lows. Section 2 describes the dimensionality reduc-
tion method using multilingual resource. Section 3
shows the experimental results to evaluate the di-

mensionality reduction method. Finally, we pro-
vide conclusions and remarks of future work in
Section 4.

2 Dimensionality reduction using multi-
lingual resource

2.1  Motivation

As mentioned above, the queries and documents
are represented by vectors of terms. The weight of
each term indicates its contribution to the vectors.
Many weighting schemes have been proposed. The
simplest form is to use the term-frequency (TF) as
the term weight. In this condition, a document can
be represented as a vectord = (¢, 1f,.....#f,) » Where

tf,1s the frequency of the ith term in the document.

A widely used refinement to this model is to
weight each term based on its inverse document
frequency (IDF) in the documents collection. This
is commonly done by multiplying the frequency of
each term i by log(N/df;), where N is the total

number of documents in the collection, and df; is

the number of documents that contain the ith term.
This leads to the TF-IDF representation of the
documents. Although the TF-IDF weighting
scheme has many variants (Buckley, 1985; Berry
et al., 1999; Robertson et al., 1999), the idea is the
same one that uses the statistical information such
as TF and IDF to calculate the term weight of
vectors.

This kind of statistical information is independ-
ence with languages. For example, in one language,
say L we have a vocabulary 7 = {w,", w,", ..,
w,"} and a documents collection D* = {d/*, d,", ...,
d,” }. If this documents collection has a parallel
corpus in language L’, say, D" = {d,*, d,’,..., d,’ }
and a vocabulary 7° = {w,”, ws", ..., w,”}. When
we put a query Oy’ = {qu’, qi” ... qu" } (g’ € V)
into an information retrieval system. The informa-
tion retrieval system will converts the query Q)
and the documents in the collection D“ into vectors.
By calculating the similarity between query O\
and each document d the system selects the
documents whose similarity is higher than a
threshold as the results R If we translate the
query 0" into language L” and get query O,’, when
putting the Q,” into the same information retrieval
system, we get the retrieval results R, Since the
O and Q,’ contain the same content and only ex-
pressed in different languages. We expect that R,”
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and R, will contain the same content. If this as-
sumption holds, the vocabulary which is used to
build queries and documents vectors should have
high representative ability. Since the weight of
each term in the vector is calculated by the statisti-
cal information such as TF and IDF. If the vocabu-
lary 7* and 7’ have high representative ability,
their statistical information will be consistent as
well. This is the main motivation of our dimen-
sionality reduction method.

2.2

The most straightforward way to measure the
word’s representability in multilingual resource is
to calculate the TF and IDF of each word in differ-
ent languages. But this method has one problem
that the TF-IDF scheme is dedicated for each sin-
gle document, the same word will have different
weight in different documents. It is impractical to
impose the consistency constraint to every docu-
ment. Even we can do that, this method still has the
drawback that it is very difficult to port to another
documents collection. To address this problem, we
consider the whole documents collection as one
single document. In this condition, the IDF will be
a fixed number.

We introduce a new metric to measure the term
consistency called 7C. Figure 1 and Figure 2 illus-
trate the basic idea. In these figures, the curve L,
shows the word logarithmic frequency in the
documents collection of language L“ the curve L,
shows the corresponding translation’s logarithmic
frequency in the documents collection of language
L. TC; and TC; are the term consistency of w; and
w; respectively.

Figure 1 shows the TC in normal condition that
the average word frequency in language « is proxi-
mate to that of language 4. In this case, the 7C is
defined as below:

TC(w}) =minlog(£*)/log(f"), log(f") log(f;*)) (1)

Here f is the frequency of w; in language a. f;’
is the frequency of the w;"’s translation in language
b. In multilingual case, the TC(w;) will be defined
as below:

TC(w, ) =min@C(w}), .. TC(w!")) 2)

In the case that the average word frequency in
language « is different with that of language b, we
will first calculate the moving average as shown in
the Figure 2. After that, we use the moving average
to calculate the TC of w;as below:

Dimensionality reduction method

TC(w}') = min((log(£") + H)/log(£"), log(£") /(log(£*) + H))
®)
Here H is distance between the moving average
and the original one.

—language a

Language b _

Frequency
T

w; words w;

Figure 1. TC in normal condition

——Language a

Language b

== = =)loving average

Frequency

w words W

Figure 2. TC in shift condition

Once we get the TC of every word in language «,
we present it in a diagonal matrix 7}, =diag(TC,,
TC,, ..., TC), TC, = TC, = ... = TC.

When applying the TC matrix 7,,, in informa-
tion retrieval, we combine 7,,, into the term-by-
document matrix 4;,;, . Where 4,,,= [a;] and the
a; is the weight of term 7 in document j. We get a

new matrix B, ,=T,.,4,x4 - Then following the

txd
classical LSI, we replace B, , by a low-rank ap-

proximation derived from its truncated Singular
Value Decomposition (SVD):

T
Bivd =UpinZnsxnVdxn
Here vu” =1, wwT =1, £=diag(oy1,0,....,0,)
012092..20,20,41=...=0, =0.

The main problem of LSI is that it usually led to
a high computational complexity since the matrix
B,.; usually in 10°-10° dimensional space. To

lower the computational cost, we truncate the 7C
matrix T;,, according to different 7C threshold

and get a new matrix 7., = diag(TCy,TC,,...,TC,) ,
TC]_ZTCZ ZZTC’, ZTCr+1:...=TCt ZO. Then

we getB, =T, 4.4 . Since r is small than ¢, the
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computational cost on the matrix érxd will lower

than B,,; . Note that the matrix B, is deduced
from the 7C matrix 7,,, which is sorted by word

representative ability. It will contain less noise and
outperform the original matrix 4,,, . The experi-

mental results have shown the effective of this
method.

For one word w;" in language L there are al-
ways several translations in language L”, say (w;/”,
wil .., wikb). To handle this one-to-many phe-
nomenon, we calculate the co-occurrence of w
and each translation and select the highest one as
the translation of w/.

3 Experiments

We adopt a VSM based IR system to evaluate
the dimensionality reduction method presented in
Section 2. The term weight in the term-by-
document matrix is calculated by the TF-IDF
weighting scheme.

3.1 Training and test corpora

The training corpus comes from Chinese Linguistic
Data Consortium (http://www.chineseldc.org/, ab-
breviate as CLDC). Its code number is “2004-863-
009”. This parallel corpus contains parallel texts in
Chinese, English and Japanese. It is aligned to sen-
tence level. The sentence alignment is manually
verified and the sampling examination shows the
accuracy reaches 99.9%.

The experiments are conducted on two test cor-
pora. The first one is the information retrieval test
corpus gotten from CLDC (*2003-863-006"). It is
a Chinese IR corpus and contains 20 topics for test.
Each topic has key words and description and nar-
rative. The second one is the Reuters 2001 data
(http://about.reuters.com/researchandstandards/cor
pus/ ). This corpus is a collection of about 810,000
Reuters English news stories from August 20, 1996
to August 19, 1997. It was used by the TREC-10
Filtering Tracks (Robertson and Soboroff, 2002).
In TREC-10, 84 Reuters categories were used to
simulate user profiles.

The evaluate measure is a version of van
Rijsbergen(1979)’s F measure with S=1(we de-
note it as F1).

3.2  Experimental results

The tablel and table2 show the experimental re-
sults conducted on Chinese and English test Cor-
pus respectively. In these tables, we compare our
method with basic LSI and LPI (Xiaofei et.al,
2004). In the tablel, the ‘C-E’ means the TC ma-
trix gotten from Chinese-English training collec-
tion (deduced from the trilingual training corpus).
The ‘C-J’ means that the 7C matrix gotten from
Chinese-Japanese training collection, and so force
the ‘C-E-J’. All the TC matrices have been normal-
ized to range from 0 to 1. The threshold ¢ is used
to truncate the 7C matrix into small size. Bigger ¢
corresponds to smaller truncated 7C matrix. Note
that here @ is discrete since for some 6, the size of
truncated matrix is very similar. For example,
when 6 = 0.85 and 6 = 0.9, the size of truncated 7C
matrices are the same one.

LSI: 0.3785, LPI: 0.405

0 C-E C-J C-E-J
0.3 0.404 0.4014 | 0.4124
0.4 0.4098 | 0.406 0.4185
0.45 0.4159 |0.4185 | 0.4226
0.5 0.4204 | 0.4124 | 0.4105
0.55 0.4061 | 0.4027 | 0.3997
0.6 0.3913 [ 0.3992 | 0.396
0.8 0.3856 | 0.3867 | 0.3842
0.85 0.3744 ]0.3754 | 0.3768

Tablel.F1 measure of Chinese test corpus
LSI: 0.3416, LPI: 0.3556

0 E-C E-J E-C-J
0.3 0.356 0.3478 | 0.3578
0.4 0.3578 | 0.3596 | 0.3702
0.45 0.3698 | 0.3651 | 0.3734
0.5 0.3636 | 0.3575 | 0.363
0.55 0.3523 | 0.3564 | 0.3477
0.6 0.3422 | 0.3448 | 0.3458
0.8 0.3406 | 0.3397 | 0.3378
0.85 0.3304 | 0.3261 | 0.3278

Table2. F1 measure of English test corpus

From the experimental results, we can see that
our method make great enhancement to the basic
LSI method. And our method also outperforms the
LPI method in both test corpora. Comparing the
performance on different training collection, we
can find that the difference is subtle. In Chinese
test corpus, the TC matrix gotten from C-E-J train-
ing collection get the best performance (F1=0.4226)
at ¢=0.45 while the C-E test collection get 0.4204
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at ¢=0.5 and the C-J test collection get 0.4185 at

9=0.45. For the English test corpus, the trilingual

training collection also gets the best performance.
But the difference between bilingual and trilingual
training collection is also subtle (E-C-J: F1=0.3734,
E-C: F1=0.3698, E-J: F1=0.3651). In the English
test corpus, all the training collection get the best
performance at =0.45.

As mentioned before, the bigger ¢ means the
smaller size of the truncated TC matrix. While
small size of the truncated 7C matrix means low
computational cost and high system speed. This is
one of the advantages of our method over the tradi-
tional LSI method. We conducted some experi-
ments to test the system speed on different thresh-
old 7. We use the number of documents per sec-
ond (docs/s) to denote this kind of system speed.
The experiment is conducted on the personal com-
puter with a Pentium (R) 4 processor @2.8GHz,
256 KB cache and 512 MB memory. Table 3
shows the experimental results that the ¢ vs. sys-
tem speed and Figure 3 illustrates the £ measure
vs. the system speed.

Baseline(LSI): 566.5 docs/s

0 C-E C-J C-E-J
0.3 1039.3 | 1034.4 | 1355.0
0.4 11484 | 11889 | 13725
0.45 12905 | 12469 | 1391.3
0.5 13239 | 1323.3 | 1469.6
0.55 1393.3 | 1392.6 | 1563.8
0.6 1413.3 | 1508.8 | 1590.1
0.8 1513.1 | 1555.6 | 1660.5
0.85 16411 | 17782 | 17735

Table 3. @ vs. system speed

0.43

BN N
L

0.4

——CE
—~CcJ |
——C-EJ

Measure

wo0.39
0.38

0.37

1000 1200 1400 1600 1800
docs/s

Figure 3. F'1 measure vs. system speed

4  Conclusions

In this paper, we present a novel method that re-
duces the dimensionality using multilingual re-
source. We deduce a TC matrix from the multilin-
gual corpus and then truncate it to small size ac-

cording to different 7C threshold. Then we use the
truncated matrix together with the term-by-
document matrix to do the LSI analysis. Since the
truncated 7C matrix is sorted by word representa-
tive ability. It will contain less noise than the origi-
nal term-by-document matrix. The experimental
results have shown the effectiveness of this method.
In the future, we will try to find the optimal
truncate threshold ¢ automatically. And since it
is more difficult to get the parallel corpora than
comparable corpora, we will explore using com-
parable corpora to do the dimensionality reduc-
tion.
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Abstract SearchPhrase| Google.com| Live.com| Yahoo.com
Englishas

We describe an algorithm that relies on SEC°E¢6|1P%U39€ 306,000 52,407 386,000
web frequency counts to identify and correct Secong?afgjjge 1,490,000| 38.336,308| 4,250,000
writing errors made by non-native writers of

English. Evaluation of the system on a real- Table 1: Web Hits for Phrasal Usages
world ESL corpus showed very promising
performance on the very difficult problem of
critiguing English determiner use: 62% pre-
cision and 41% recall, with a false flag rate
of only 2% (compared to a random-guessing
baseline of 5% precision, 7% recall, and
more than 80% false flag rate). Performance
on collocation errors was less good, sug-
gesting that a web-based approach should be
combined with local linguistic resources to
achieve both effectiveness and efficiency.

raw and edited ESL prose pose an obstacle to this
approach.

In this work we consider the prospect of using
the Web, with its billions of web pages, as a data
source with the potential to aid ESL writers. Our
research is motivated by the observation that ESL
users already use the Web as a corpus of good En-
glish, often using search engines to decide whether
a particular spelling, phrase, or syntactic construc-
tion is consistent with usage found on the Web. For
1 Introduction example, unsure whether the native-sounding phrase

Proofing technology for native speakers of Englist’cludes the determiner “a”, a user might search for
has been a focus of work for decades, and sonR@th quoted strings “English as Second Language”
tools like spell checkers and grammar checkers ha@@d “English as a Second Language™. The counts
become standard features of document processiHBtamed for each of these phrases on three different
software products. However, designing an Englisﬁeamh engines are shown in Table 1. Note the cor-
proofing system for English as a Second Languad&€t version, “English as a Second Language”, has a
(ESL) users presents a major challenge: ESL wrif'ch higher number of web hits.

ing errors vary greatly among users with different In order to determine whether this approach holds
language backgrounds and proficiency levels. R&/Omise, we implemented a web-based system for
cent work by Brocketet al. (2006) utilized phrasal ESL writing error proofing. This pilot study was in-
Statistical Machine Translation (SMT) techniques téended to:

correct ESL writing errors and demonstrated that. identify different types of ESL writing errors and
this data-intensive SMT approach is very promisingjow often they occur in ESL users’ writing samples,
but they also pointed out SMT approach relies on thgo that the challenges and difficulties of ESL error
availability of large amount of training data. The ex{roofing can be understood better;

pense and difficulty of collecting large quantities of2. explore the advantages and drawbacks of a web-
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basedapproach, discover useful web data features, (Gui and Yang, 2003), about 30% of ESL writ-
and identify which types of ESL errors can be reli- ing errors involve different types of collocation
ably proofed using this technique. errors.

We first catalog some major categories of ESL
writing errors, then review related work. Section 3N the remainder of the paper, we focus on proofing
describes our Web-based English Proofing Systefigterminer usage and VNC errors.
for ESL users (calle@ESL-WEPS later). Section 4
presents experimental results. Section 5 concludeé Related Work

1.1 ESL Writing Errors Researchers have recently proposed some success-

N ful learning-based approaches for the determiner se-
In order to get ESL writing samples, we employedection task (Minnen et al., 2000), but most of this

a third party to identify large volumes of ESL wWeb,yqr has aimed only at helping native English users
pages (mostly from Japanese, Korean and Chineggirect typographical errors. Gamet al.(2008)
ESL users’ blogs), and cull 1K non-native SeNyecenty addressed the challenging task of proofing
tences. A native speaker then rewrote these ESjyiting errors for ESL users: they propose combin-
sentences — when possible — to produce a nativVgyy contextual speller techniques and language mod-
sounding version. 353 (34.9%) of the original 101%Iing for proofing several types of ESL errors, and

ESL sentences were labeled “native-like”, anothefiemonstrate some promising results. In a departure
347 (34.3%) were rewritten, and the remaining 318 this work, our system directly uses web data
(30.8%) were classified as simply unintelligible. 5, the ESL error proofing task.

Table 2 shows some examples from the corpus il- thare is a small body of previous work on the

lustrating some typical types of ESL writing errors,qe of gnjine systems aimed at helping ESL learners
involving: (1) Verb-Noun Collocations (VNC) and

Y . . g correct collocation errors. In Shei and Pain’s sys-
(4) Adjective-Noun Collocations (ANC); (2) incor- o (2000), for instance, tHeritish National Cor-

rect use of the transitive verb “attend”; (3) detery, ;s (BNC)is used to extract English collocations,

miner (article) usage problems; and (5) more oMy an ESL learner writing corpus is then used to
plex lexical and style problems. We analyzed al, ;g 5 collocation Error Library. In Jiaet al’s sys-

the pre- and post-edited ESL samples and found 444, (2004), theNCis also used as a source of col-

ESL errors: about 20% are determiner usage profs.ations, with collocation instances and translation

Ieoms(missing/extrﬁmisused); 15% are VNC errorg, nterparts from the bilingual corpus identified and
1% are ANC errors; others represent complex Syrs o\ to ESL users. In contrast to this earlier work,
tactic, IeX|_caI or style problems. Multiple errors cang system uses the web as a corpus, with string fre-
co-occur in one sentence. These show that reqfyency counts from a search engine index used to in-

world ESL error proofing is very challenging. dicate whether a particular collocation is being used
Our findings are consistent with previous researcy ey,

results on ESL writing errors in two respects:

1. ESL users have significantly more problems \Web-based English Proofing System for
with determiner usage than native speakers be- ESL Users (ESL-WEPS)

cause the use and omission of definite anghe architecture oESL-WEPS, which consists of
indefinite articles varies across different lanyy,r main components, is shown in Fig.1.
guages (Schneider and McCoy, 1998)(Lonspyse ESL Sentence and Identify Check Points

dale and Strong-Krause, 2003). ESL-WEPS first tags and chunks (Sang and Buck-
2. Collocation errors are common among ESIN0IZ, 2000) the input ESL senterigeand identi-
users, and collocational knowledge contributefies the elements of the structures in the sentence
to the difference between native speakers arf@ be checked according to certain heuristics: when
ESL learners (Shei and Pain, 2000): in CLEC,

) ) 'Onein-house HMM chunker trained on English Penn Tree-
a real-world Chinese English Learner Corpusank was used.
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ID Pre-editingversion Post-editingversion

1 Whichteam cartakethe champion? Whichteam willwin the championship?

2 | attendto Pyoung Taek University. | attendPyoungTaek University.

3 I'm a Japanesend studying Info and I'm Japaneseand studying Info

ComputerScience at Keio University. ComputerScience at Keio University.
4 Herworks arekinda erotic but they will Herworks arekind of erotic, but they will
never arouse any obscerdggvil thoughtswhich might never arouse any obscereyil thoughtswhich might
destry the soul of the designer. destry the soul of the designer.

5 I think it is so beautiful tayo the way of theology I think it is so beautiful tayet into theology,

and very attractive too, especially in the area of Christianit especiallyChristianity, which attracts me.

Table 2: Some pre- and post-editing ESL writing samples, Bold Italic characters show where the ESL errors
are and how they are corrected/rewritten by native English speaker.

Pre-processing . N

ESL © Identif

—>| (POS Tagger and Chunk Parser) R )’ Generate a set ofguerles, in order to

Sentences Check Point search correct English usages from Web
Queries:

I am learning economics [NP I/PRP] [VP am/VBP  learning / [VP am/VBP learning /VNBG L. [cconomics at univcrsily]. AND [learning]

at university. VBG economics /NNS] [PP at/IN] [NP economics INNS] 2. [economics] AND [at university] AND
university/NN] ./. [learning]

3. [economics] AND [university] AND
[learning]

Use Web statistics to identify plausible errors, Collect Summaries, Mine collocations or Search
determiner usages, Generate good suggestions and provide Web example sentences Engine
N-best suggestions: ‘Web Examples:
1. studying 194 ‘Why Study Economics? - For Lecturers
2. doing 12 The design of open days, conferences and other events for school
3. visiting 11 students studying economics  and/or thinking of  studying economics at

university . These could be held in a university, in a conference
http/whystudyeconomics.ac.uk/lecturer

Figurel: System Architecture

checking VNC errors, the system searches for a years’ AND ‘recognized’].

structure of the form (VP)(NP) or (VP)(PP)(NP) in

the chunked sentence:; when checking determiner?- Chunk Level. The system segments each ESL
usage, the system searches for (NP). Table 3 shows sentence_accordlng to chunk tags and utilizes
some examples. For efficiency and effectiveness, the CNUNK pairs to generate a query, hereater re-
user can specify that only one specific error type be ~ (€red to as £-Query, e.g. the C-Query for the

critiqued; otherwise it will check both error types: secon‘d exgm;,)le in T:able 3is [T AND went
first determiner usage, then collocations. AND ‘to climb” AND ‘a tall mountain® AND

Generate Queriesln order to find appropriate web last week(]

examples, ESL-WEPS generates at each check poing
a set of queries. These queries involve three differ-
ent granularity levels, according to sentence’s syntax
structure:

Word Level. The system generates queries by
using keywords from the original string, in the
processing eliminating stopwords used in typ-
ical IR engines, hereafter referred to at\a
Query, e.g. W-Query for the first example in

1. Reduced Senten_ce Levgl. In order to use Table 3is ['I' AND ‘have’ AND ‘person’ AND
more contextual information, our system pref- ‘vears' AND ‘recognized’]

erentially generates a maximal-length query

hereafter calle®-Queries, by using the origi- As queries get longer, web search engines tend to re-
nal sentence. For the check point chunk, theurn fewer and fewer results. Therefore, ESL-WEPS

verb/adj. to be checked is found and extractefirst segments the original ESL sentence by using

based on POS tags; other chunks are simplyunctuation characters like commas and semicolons,
concatenated and used to formulate the querthen generates a query from only the part which con-

For example, for the first example in Table 3tains the given check point. When checking deter-

the S-Query is ['| have’ AND ‘this person for miner usage, three different cases (a or an/the/none)
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Parsed ESL sentence Error Type CheckPoints
(NP 1/PRP) (VP have/VBP recognized/VBN) (NP this/DT person/NN) (PP for/IN) (NP years/NNS) .[. VNC recognizedhis person
(NP I/PRP) (VP went/VBD) (VP to/TO climb/VB) (NP a/DT tall/JJ mountain/NN) (NP last/JJ week/NN) ./. ANC tall mountain, last week
(NP I/PRP) (VP went/VBD) (PP to/TO) (NP coffee/NN) (NP shop/NN) (NP yesterday/NN) ./. Determinemusage | coffee, shop, yesterday
(NP Someone/NN) (ADVP once/RB) (VP said/VBD) (SBAR that/IN) Determinemusage meeta right person
(ADVP when/WRB) (NP you/PRP) (VP meet/VBP) (NP a/DT right/JJ person/NN) atthe wrong time
(PPat/IN) (NP the/DT wrong/JJ time/NN),/, (NP it/PRP) (VP 's/VBZ) (NP a/DT pity/NN)./. ’s a pity

Table 3: Parsed ESL sentences and Check Points.

are considered for each check point. For instance, For collocation check points, ESL-WEPS may in-
given the last example in Table 3, three C-Querieteract twice with the search engine: first, it issues
will be generated: [meet a right person],[meet thguery sets to collect web examples and identify plau-
right person] and [meet right person]. Note that &ible collocation errors; then, if errors are detected,
term which has been POS-tagged as NNP (propaew query sets will be issued in the second step in
noun) will be skipped and not used for generatingrder to mine correct collocations from new web ex-
gueries in order to obtain more web hits. amples. For example, for the first sentence in Ta-
Retreive Web Statistics, Collect Snippetdo col- ble 3, the S-Query will be ['| have’ AND ‘this per-
lect enough web examples, three levels of query seten for years’ AND ‘recognized’]; the system an-
are submitted to the search engine in the followinglyzes returned snippets and identifies ‘recognized’
order: S-Query, C-Query, and finally W-Query. Foras a possible error. The system then issues a new
each query, the web hitdf returned by search en- S-Query [l have’ AND ‘this person for years’], and
gine is recorded, and the snippets from the top 10dthally mines the new set of snippets to discover that
hits are collected. For efficiency reasons, we folloknown’ is the preferred lexical option. In contrast
Dumais (2002)'s approach: the system relies onlio proofing determiner usages errarsfreq:

on snippets rather than full-text of pages returned , ‘

for each hit; and does not rely on parsing or POS-Tnf i s:mJ; ;ee‘ﬁeﬁiya"g izr;‘:f%fgzdnfdlomtwml verb/adj.
tagging for this step. However, a lexicon is used in

order to determine the possible parts-of-speech ofigutilized to both identify errors and suggest correct
word as well as its morphological variants. For exYNCs/ANCs. If mfreq is larger than a threshold
ample, to find the correct VNC for a given noun ‘tea’ts, the system will conclude that the collocation is
in the returned snippets, the vatthank in the same plausible and skip the suggestion step.

clause will be matched before ‘tea’. )

Identify Errors and Mine Correct Usages To de- 4 EXperiments

tect determiner usage errors, both the weldfyiand | order to evaluate the proofing algorithm described

the lengthi, of a given queryy are utilized, since apove, we utilized the MSN search engine API and
longer query phrases usually lead to fewer web hitghe ESL writing sample set described in Section

DFLq, DFLMAX, gmax andR, are defined as: 1 1 to evaluate the algorithm’s performance on two

DFL, = df, x l, for a given query q; tasks: determiner usage and VNC proofing. From
DFLMAX = max(DF L), a practical standpoint, we consider precision on the
Gmaz = 818 f“ax(DFLq)’ proofing task to be considerably more important
q € {queries for a given check point}; than recall: false flags are annoying and highly vis-

Rq = DFLe/DFLMAX, given query q and check point. 10 1o the yser, while recall failures are much less

If DFLM AX is less than a given threshalg, this problematic.

check point will be skipped; otherwise thg, .. in- Given the complicated nature of the ESL error
dicates the best usage. We also calculate the relatipeofing task, about 60% of ESL sentences in our set
ratio R, for three usages (a or an/the/none)RJfis  that contained determiner errors also contained other
larger than a thresholt for a querygq, the system types of ESL errors. As a result, we were forced
will not report that usage as an error because it i® slightly revise the typical precision/recall mea-
sufficiently supported by web data. surement in order to evaluate performance. First,
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Good ProofingExamples

Errorsentence 1 In my opinion, therefore, when we describe terrorism, its crucially important that
we considerthe degree of the influencé.e., power) on the other countries.

proofingsuggestion considetthe degree of influence

Error sentence 2 Someonence said that when yaueet a right person at the wrong timé’s a pity.

proofingsuggestion meetthe right person at the wrong time

Plausible Useful Proofing Examples

Errorsentence 3 Themost powerful place in Beijing, and the whole China
natve speaker suggestion in the whole of China
systemsuggestion in whole China
Errorsentence 4 Me, | wanna keep in touch with old friends and wanna talk with anyone dsodifferent thought etc.

natve speaker suggestion hasdifferent ideas

systemsuggestion hasa different thought

Table 4: ESL Determiner Usage Proofing by Native Speaker and ESL-WEPS.

Good ProofingExamples
Errorsentence 1 | had great time there amgbt many friends
proofingsuggestion mademany friends
Errorsentence 2 Whichteam cartake the champion?
proofingsuggestion win the champion
Plausible Useful Proofing Examples
Error sentence 3 It maysounds funif | say my firm resolution of this year is to get a girl friend.
native speaker suggestion soundfunny
systemsuggestion male * fun or get * fun

Table 5: ESL VNC Proofing by Native Speaker and ESL-WEPS.

we considered three cases: (1) the system correctigcause some errors types are out of current sys-
identifies an error and proposes a suggestion that eeem’s checking range.

actly matches the native speaker’s rewrite; (2) the

system correctly identifies an error but makes a sug- The system achieved very promising performance
gestion that differs from the native speaker's editdespite the fact that many of the test sentences con-
and (3) the system incorrectly identifies an error. Itained other, complex ESL errors: using appro-

the first case, we consider the proofiggod, in the priate system parameters, ESL-WEPS showed re-
second plausibly usefyland in the third case it is call 40.7% on determiner usage errors, with 62.5%

simply wrong. Correspondingly, we introduce theof these proofing suggestions exactly matching the
categoriesGood Precision (GP)Plausibly Useful rewrites provided by native speakers. Crucially, the

Precision (PUP)andError Suggestion Rate (ESR) false flag rate was only 2%. Note that a random-
which were calculated by: guessing baseline was about 5% precision, 7% re-

call, but more than 80% false flag rate.

GP = # of Good Proofings
T # of System’s Proofings’ )
PUP = # of Plausibly Usefu Pr.oofzngs . .
7 of System’s Proofings For collocation errors, we focused on the most
ESR = # of rong] Pr oofzﬁg.s . ;
7 of System's Proofings’ common VNC proofing taskmn freq and threshold

GP+PUP+ESR=1 , : ,
t3 described in Section 3 are used to control false

Furthermore, assuming that there are oveNafler- alarm, GP and recall. A smalléf can reduce recall,
rors for a given typed of ESL error , the typical butcanincrease GP. Table 7 shows how performance
recall andfalse alarmwere calculated by: changes with different settings fog, and Fig. 2(b)
rocall — #.of Good Proofings . plots the QP/recalI curve. Results are not.very good:
 NA ot Weong Proofings as recall increases, GP decreases too quickly, so that
false alarm = # of Check points for ESL error A o :
P at 30.7% recall, precision is only 37.3%. We at-
Table 4 and Table 5 show examples@bodor tribute this to the fact that most search engines only
Plausibly Usefulproofing for determiner usage andreturn the top 1000 web snippets for each query and
collocation errors, respectively. It can be seen theur current system relies on this limited number of
system makes plausibly useful proofing suggestiorsippets to generate and rank candidates.
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Recall 16.3% | 30.2% | 40.7% | 44.2% | 47.7% | 50.0% ¢
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tions.

How to match advertiser content to user

Abstract

We propose an intention analysis system
for instant messaging applications. The
system adopts Yahoo! directory as category
trees, and classifies each dialogue into one
of the categories of the directory. Two
weighting schemes in information retrieval,
i.e., tf and tf-idf, are considered in our ex-
periments. In addition, we also expand
Yahoo! directory with the accompanying
HTML files and explore different features
such as nouns, verbs, hypernym, hyponym,
etc. Experiments show that category trees
expanded with snippets together with noun
features under tf scheme achieves a best F-
score, 0.86, when only 37.46% of utter-
ances are processed on the average. This
methodology is employed to recommend
advertisements relevant to the dialogue.

1 Introduction

Instant messaging applications such as Google
Talk, Microsoft MSN Messenger, Yahoo Messen-
ger, QQ, and Skype are very popular. In the
blooming instant messaging markets, sponsor links
and advertisements support the free service. Fig-
ure 1 shows an example of sponsor links in instant
message applications. They are usually randomly
proposed and may be irrelevant to the utterance.
Thus, they may not attract users’ attentions and
have no effects on advertisements. This paper
deals with the analysis of intention in the dialogues
and the recommendation of relevant sponsor links
in an ongoing conversation.

In the related works, Fain and Pedersen (2006)
survey sponsored search, suggesting the impor-
tance of matching advertising content to user inten-

queries is an important issue. Yih et al. (2006)
aimed at extracting advertisement keywords from
the intention on the web pages. However, these
works did not address the issues in dialogues.

& KK - EIBX
WEE REE BT TAD B
S K
“* Lina’s Momi <7260726@hotmail com»
& @ T By 4 &
& S R - DATERRAIIE ST B - DT <
5 P

@ World Peace~~ 85
Hey # Lina’s mom
@ World Peace~~ 8%

£

How's your ob &

| EHE

Figure 1. A Sponsor Link in an IM Application

In conventional dialogue management, how to
extract semantic concepts, identify the speech act,
and formulate the dialogue state transitions are im-
portant tasks. The domain shift is a challenging
problem (Lin and Chen, 2004). In instant message
applications, more challenging issues have to be
tackled. Firstly, the discussing topics of dialogues
are diverse. Secondly, the conversation may be
quite short, so that the system should be responsive
instantly when detecting the intention. Thirdly, the
utterance itself can be purely free-style and far be-
yond the formal grammar. That is, self-defined or
symbolic languages may be used in the dialogues.
The following shows some example utterances.

James: dud, i c ur foto on Kelly’s door~ ™|
Antony: Orz....kill me pls. ><
An intention detecting system has to extract words
from incomplete sentences in dialogues. Fourthly,
the system should consider up-to-date terms, in-
stead of just looking up conventional dictionaries.
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Capturing the intention in a dialogue and rec-
ommending the advertisements before its ending
are the goal of this approach. This paper is organ-
ized as follows. Section 2 shows an overview of
the system architecture. Section 3 discusses the
category trees and the weighting functions for
identifying the intention. Section 4 presents the
experimental results comparing with different uses
of the category trees and word features. Section 5
concludes and remarks.

2  System Overview

Fain and Pedersen (2006) outlined six basic
elements for sponsored search. They are shown as
follows:

(1) advertiser-provided content,

(2) advertiser-provided bids,

(3) ensuring that advertiser content is relevant

to the target keyword,

(4) matching advertiser content to user queries,

(5) displaying advertiser content in some rank

order,

(6) gathering data, metering clicks and charg-

ing advertisers.

In instant messaging applications, a dialogue is
composed of several utterances issuing by at least
two users. They are different from sponsored
search in that advertiser content is matched to user
utterances instead of user queries. While reading
users’ conversation, an intention detecting system
recommends suitable advertiser information at a
suitable time. The time of the recommendation
and the effect of advertisement have a strong rela-
tionship. The earlier the correct recommendation
is, the larger the effect is.

However, time and accuracy are trade-off. At
the earlier stages of a dialogue, the system may
have deficient information to predict suitable ad-
vertisement. Thus, a false advertisement may be
proposed. On the other hand, the system may have
enough information at the later stages. However,
users may complete their talk at any time in this
case, so the advertisement effect may be lowered.

Figure 2 shows architecture of our system. In
each round of the conversation, we retrieve an ut-
terance from a given instant message application.
Then, we parse the utterance and try to predict in-
tention of the dialogue based on current and previ-
ous utterances, and consult the advertisement data-
bases that provide sponsor links accordingly. If

the information in the utterances is enough for pre-
diction, then several candidates are proposed. Fi-
nally, based on predefined criteria, the best candi-
date is selected and proposed to the IM application
as the sponsor link in Figure 1.

In the following sections, we will explore when
to make sure the intention of a dialogue with con-
fidence and to propose suitable recommendations.
In addition, we will also discuss what word fea-
tures (called cue words hereafter) in the utterances
are useful for the intention determination. We as-
sume sponsor links or advertisements are adjunct
on the given category trees.

—IM Dialogs — Hierarchical -

= Ad - Tree
e & : Intention <::>
I

Extraction

Model
Show Ad
Chosen Candidates
Ad
Chosen
Candidates

Figure 2. System Architecture

Ad

Candidates

3 Categorization of Dialogues
3.1

We employ Yahoo! directory' to assign a dialogue
or part of a dialogue in category representing its
intention. Every word in dialogues is classified by
the directory. For example, by searching the term
BMW, we could retrieve the category path:
>Business and Economy>... Makers>Vehicles

Each category contains subcategories, which in-
clude some subsidiary categories. Therefore, we
could take the directory as a hierarchical tree for
searching the intention. Moreover, each node of
the tree has attributes from the node itself and its
ancestors. Our idea is to summarize all intentions
from words in a dialog, and then conclude the in-
tention accordingly.

The nodes sometimes are overlapped, that is,
one node could be found in more than one path.
For example, the car maker BMW has at least two
other nodes:

Web Directory Used for Categorization

" http://dir.yahoo.com
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>Regional>Countries>Germany>Business and
Economy>...>Dealers
>Recreation>Automotive>...Clubs and Organi-
zations>BMW Car Club of America
The categories of BMW include Business and
Economy, Regional, and Recreation. This demon-
strates the nature of the word ambiguity, and is
challenging when the system identifies the inten-
tion embedded in the dialogs.

The downloaded Yahoo! directory brings up
HTML documents with three basic elements, in-
cluding titles, links and snippet as shown in Figure
3. The following takes the three elements from a
popular site as an example.

Title: The White House

Link: www.WhiteHouse.gov

Snippet: Features statements and press releases

by President George W. Bush as well...

Addiional Categaries
+ Business to Businessfi + Natianal Symbols and Songs |56

+ Chats and Forums (2

+ Civic Participation |17

+ Conventions and Conferences (3
+ Documents (23

+ Embassies and Consulates {173)
* Efics 12

+ Intelligence (/1]

» International Organizations {533

+ News and Media |14

+ Public and Civil Service |7
+ Ressarch Labs (27

+ Statistics 40

+ Student Government@

« Taxes (3]

+ Web Directories |11

POPULAR SITES |

+ Intermal Revenue Servics ns;'_

. Lihrﬂortongress‘:_

Figure 3. Sample HTML in Yahoo! Directory Tree

We will explore different ways to use the three
elements during intention identification. Table 1
shows different models and total nodes. YahooO
and YahooX are two extreme cases. The former
employs the original category tree, while the latter
expands the category tree with titles, links and
snippets. Thus, the former contains 7,839 nodes
and the latter 78,519 nodes.

Tree Scenario Total
YahooO | Original Yhoo! directory 7839
YahooX | Yahoo! directory expanded with web title, link, and snippet 7819
YahooS | Yahoo! directory expanded with web snippet 3476
YehooT | Yahoo! directory expanded with web title 39207
YahooL | Yahoo! directory expanded with web link 19690

Table 1. Tree Expansion Scenarios

Tree Example
_\Computers_and_Intemet'~W3C HTML Validation Service
\News_and_Media\~YouTube
.\Science\~Scientific American
\Social_Science'~Amnesty Intemational
_\Society_and_Culture'\-MvSpace
.. Recreation'Gambling\~-Mahjong
\Arts\Artists\Masters'~ Yann Arthus-Bertrand is a photojoumalist

specializing in adventure, sports, and nature photography. His best know

works are aerial shots taken from a hot air balloon.
.\Business_and_Economy\Shopping_and_Services! ~AltaVista

provides web and newsgroup search engines, as well as paid submission

services
_\Computers and Intemet'Desktop Publishing'~

Word files to Quark Xpress
..\ Computers_and_Intemet'~www java.sun.com
_.'Health'~www webmd com
..\Education'\Programs'~www.sea.edu
.. \Entertainment'\~www pandora.com

YahooT

YahooS

Converts Mac

YahooL

_.\News_and Media\~www nvtimes.com
_.\News_and Media\~www voutube com

Table 2. Examples of Expanded Nodes

Table 2 lists some examples to demonstrate the
category tree expansion. Some words inside the
three elements rarely appear in dictionaries or en-
cyclopedias. Thus, we can summarize these trees
and build a new dictionary with definitions. For
example, we could find the hottest web sites You-
Tube and MySpace, and even the most popular
Chinese gamble game, Mahjong.

3.2 Scoring Functions for Categorization

Given a fragment F of a dialogue, which is com-
posed of utterances reading up to now, Formula 1
determines the intention Iyt of F by counting total
scores of cue words w in F contributing to I.

| 7 =argmax th (w)xb(w,1) (1)
weF

where tf(w) is term frequency of w in F, and b(w,I)
is 1 when w is in the paths corresponding to the
intention I\yr; b(w,1) is 0 otherwise.

Formula 2 considers the discriminating capabil-
ity of each cue word. It is similar to tf-idf scheme
in information retrieval.

Iy = argfnaxv;tf (W) xlog df (w) xb(w,1) )

where N is total number of intentions, and df(w) is
total intentions in which W appears.

3.3 Features of Cue Words

The features of possible cue words including nouns,
verbs, stop-words, word length, hypernym, hypo-
nym, and synonym are summarized in Table 3 with
explanation and examples.
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Explanation

Source

Noun Words defined as nouns Dictionary  Buddha, Earth
Verb Words defined as verbs Dictionary  Go, get, replace
Stopword  Words used often but not meaningful  Dictionary ~ Of, on, off, alongside

Total number of letter in a word Calculation Length of "on" is two

Hypernym A superclass of a word WordNet  Dogis a hypemym of puppy
Hyponym A subclass of a word WaordNet  Puppy is a hyponym of dog
Synonym  Same meaning words WordNet  Feline is a synonym of cat

Table 3. Cue Words Explored

Nouns and verbs form skeletons of concepts are
important cues for similarity measures (Chen et al.,
2003), so that they are considered as features in our
model. Word length is used to filter out some un-
necessary words because the shorter the word is,
the less meaningful the word might be. Here we
postulate that instant messaging users are not will-
ing to type long terms if unnecessary.

In this paper, we regard words in an utterance of
dialogues as query terms. Rosie et al. (2006)
showed that query substitution may be helpful to
retrieve more meaningful results. Here, we use
hypernym, hyponym and synonym specified in
WordNet (Fellbaum, 1998) to expand the original
utterance.

3.4 Candidate Recommendation

The proposed model also provides the ability to
show the related advertisements after intention is
confirmed. As discussed, for each of node in the
category tree, there is an accompanying HTML file
to show some related web sites and even sponsors.
Therefore, we can also use the category tree to put
sponsor links into the HTML files, and just fetch
the sponsor links from the HTML file on the node
to the customers.

The algorithm to select the suitable candidates
could be shortly described as the Longest Path
First. Once we select the category of the intention,
the nodes appearing in the chosen category will
then be collected into a set. We will check the
longest path and provide the sponsor links from the
node.

4  Experimental Results

4.1 Performance of Different Models

To prepare the experimental materials, we col-
lected 50 real dialogs from end-users, and asked
annotators to tag the 50 dialogs with 14 given Ya-
hoo! directory categories shown in Table 4. Aver-
age number of sentences is 12.38 and average

number of words is 56.04 in each dialog. We
compare the system output with the answer keys,
and compute precision, recall, and F-score for each
method.

Arts & Humanities
Business & Economy
Computers & Internet
Education
Entertainment
Government

Health

News & Media
Recreation & Sports
Reference

Regional

Science

Social Science
Society & Culture

na

Table 4. Category Abbreviation

® Z2 2 rFrE . —-—IOmMmoOooms

Table 5 shows the performance of using For-
mula 1 (i.e., tf scheme). This model is a combina-
tion of a scenario shown in Table 1 and features
shown in Table 3. For example, the YahooS-noun
matches cue words of POS noun from utterances to
the category tree expanded with snippets. WL de-
notes word length. Only cue words of length >
WL is considered. C denotes the number of dia-
logues correctly analyzed. NA denotes the number
of undecidable dialogues. P, R and F denote preci-
sion, recall and F-score.

Table 5 shows that YahooS with noun features
achieves a best performance. Noun feature works
impressively well with the orders, YahooS, Ya-
hooT, YahooX, and YahooL. That meets our ex-
pectation because the information from snippets is
well enough and does not bring in noise as the Ya-
hooX. YahooT, however, has good but insufficient
information, while YahooL is only suitable for dia-
logs directly related to links.

Moreover, the experimental results show that
verb is not a good feature no matter whether the
category tree is expanded or not. Although some
verbs can explicitly point out the intention of dia-
logues, such as buy, sell, purchase, etc, the lack of
verbs in Yahoo! directory makes the verb features
less useful in the experiments. Table 6 shows the
performance of using Formula 2 (i.e., tf-idf
scheme). The original category tree with hyponym
achieves the best performance, i.e., 56.56%. How-
ever, it cannot compete with most of models with tf
scheme.
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YahooS noun 0 43 0 86 86 86.00
YahooT noun 3 38 0 76 76 76.00
YahooX noun 3 37 0 74 74 7400
YahooL noun 3 37 0 74 74 7400
YahooS no-stopword 136 0 72 72 7200
YahooO noun 3 34 1 69 68 6869
YahooS hypernym 4 34 0 68 68 68.00
YahooS 4 33 0 66 66 66.00
YahooT 4 33 0 66 66 66.00
YahooX no-stopword 4 33 0 66 66 66.00
YahooT no-stopword 4 33 0 66 66 66.00
YahooX synonym 4 33 0 66 66 6600
YahooX 4 32 0 64 64 6400
YahooO noun verb 0 31 1 63 62 6263
YahooO 331 1 63 62 6263
YahooS hyponym 4 31 0 62 62 62.00
YahooL 4 31 0 62 62 62.00
Yahool. no-stopword 4 30 0 60 60 6000
YahooT synonym 3 29 0 58 58 58.00
YahooX hyponym 4 29 0 58 58 58.00
Yahool. synonym 4 29 0 58 58 5800
YahooT hyponym 4 28 0 56 56 5600
YahooO hyponym 3 27 0 54 54 5400
Yahool. hyponym 4 26 0 52 52 5200
YahooO hypernym 3 25 0 50 50 5000
YahooT hypernym 5 23 0 46 46 46.00
YahooS verb hyponym 117 1 35 34 3434
YahooS verb 115 1 31 30 3030
YahooO verb 4 2 42 25 4 690

Table 5. Performance of Models with tf Scheme

YahooO hyponym 3 28 1 57 56 5656
YahooO no-stopword 3 28 1 57 56 5656
YahooO 3 27 1 55 54 5454
YahooO hypernym 3 26 1 53 52 5252
YahooO noun 3 25 1 51 50 5050
Yahool noun 4 18 0 36 36 3600
YahooT no-stopword 3 17 0 34 34 3400
YahooL 4 17 0 34 34 3400
YahooT noun 3 17 0 34 34 3400
YahooT noun, hyponym, hypernym 3 16 0 32 32 3200
YahooT 3 15 0 30 30 3000
YahooX noun 2 11 0 22 22 2200
YahooS noun 3 10 0 20 20 20.00
YahooS no-stopword 4 9 0 18 18 1800
YahooO verb 3 6 32 33 12 17.65
YahooS verb 4 7 18 22 14 1707
YahooX 1 8 0 16 16 16.00
YahooX no-stopword 1 8 0 16 16 16.00
YahooS 4 7 0 14 14 1400

Table 6. Performance of Models with tf-idf Scheme
4.2 Hit Speed

Besides precision, recall and F-score, we are al-
so interested if the system captures the intention of
the dialogue at better timing. We define one more
metric called hit speed in Formula (3). It repre-
sents how fast the sponsor links could be correctly
suggested during the progress of conversations.
For each utterance in a dialogue, we mark either X
or a predicted category. Here X denotes undecid-
able.

Assume we have a dialogue of 7 utterances and
consider the following scenario. At first, our sys-
tem could not propose any candidates in the first
two utterances. Then, it decides the third and the
fourth utterances are talking about Business and
Economy. Finally, it determines the intention of
the dialogue is Computer and Internet after reading
the next three utterances. In this example, we get

an answer string, XXBBCCC, based on the nota-
tions shown in Table 4. If the intention annotated
by human is Computer and Internet, then the sys-
tem starts proposing a correct intention from the 5
utterance. In other words, the information in the
first 4 utterances is not sufficient to make any deci-
sion or make wrong decision.

Let CPL be the length of correct postfix of an
answer string, e.g., 3, and N be total utterances in a
dialogue, e.g., 7. HitSpeed is defined as follows.

HitSpeed = % 3)

In this case, the hit speed of intention identification
is 3/7. Intuitively, our goal is to get the hit speed
as high as possible. The sooner we get the correct
intention, the better the recommendation effect is.

The average hit speed is defined by Formulas (4)
and (5). The former considers only the correct dia-
logues, and the latter considers all the dialogues.
Let M and N denote total dialogues and total cor-
rect dialogues, respectively.

M .
 HitSpeed.
AvgHitSpeed = Z"Np' @
M .
— HitSpeed.
M
100
90
tm_&\’./:ﬁ%/i
§ 50 —4—ahocT-Houn \
40 =& fahocl-Houn \
30 YahooS-Houn \
20 === YahooX-Noun \
¢ L -

Word Length

Figure 4. Average Hit Speed by Formula (4)

100
a0
80
70
—4—YzhooT-Nour
o0
o —&—Yzhool-Noun
§ 50
] YehooS-Mour
a0
——YzhooX-Moun
30
. N
. \.
] - - - L
1 2 3 L 5 1) 7 8 9 10 11 12 1 14

Word Length

Figure 5. Average Hit Speed by Formula (5)
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Figures 4 and 5 demonstrate average hit speeds
computed by Formulas (4) and (5), respectively.
Here four leading models shown in Table 5 are
adopted and nouns are regarded as cue words. Fig-
ure 4 shows that the average hit speed in correctly
answered dialogues is around 70%. It means these
models can correctly answer the intention when a
dialogue still has 70% to go in the set of correctly
answered dialogs.

Figure 5 considers all the dialogues no matter
whether their intentions are identified correctly or
not. We can still capture the intention with the hit
speed 62.54% for the best model, i.e., YahooS-
noun.

5 Concluding Remarks

This paper captures intention in dialogues of in-
stant messaging applications. A web directory
such as Yahoo! directory is considered as a cate-
gory tree. Two schemes, revised tf and tf-idf, are
employed to classify the utterances in dialogues.
The experiments show that the tf scheme using the
category tree expanded with snippets together with
noun features achieves the best F-score, 0.86. The
hit speed evaluation tells us the system can start
making good decision when near only 37.46% of
total utterances are processed. In other words, the
recommended advertisements can be placed to at-
tract users’ attentions in the rest 62.54% of total
utterances.

Though the best model in the experiments is to
use nouns as features, we note that another impor-
tant language feature, verbs, is not helpful due to
the characteristic of the category tree we adopted,
that is, the absence of verbs in Yahoo! directory. If
some other data sources can provide the cue infor-
mation, verbs may be taken as useful features to
boost the performance.

In this paper, only one intention is assigned to
the utterances. However, there may be many par-
ticipants involving in a conversation, and the topics
they are talking about in a dialogue may be more
than one. For example, two couples are discussing
a trip schedule together. After the topic is finished,
they may continue the conversation for selection of
hotels and buying funds separately in the same in-
stant messaging dialogue. In this case, our system
only decides the intention is Recreation, but not
including Business & Economy.

Long time delay of response is another interest-
ing topic for instant messaging dialogues. Some-
times one participant could send a message, but
have to wait for minutes or even hours to get re-
sponse. Because the receiver might be absent,
busy or just off-line, the system should be capable
of waiting such a long time delay before a com-
plete dialogue is finished in practical applications.

Opinion mining is also important to the pro-
posed model. For example, dialogue participants
may talk about buying digital cameras, and one of
them has negative opinions on some products. In
such a case, an intelligent recommendation system
should not promote such products. Once opinion
extraction is introduced to intention analysis sys-
tems, customers can get not only the conversation-
related, but also personally preferred sponsor links.
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Abstract

Term Extraction (TE) is an important com-
ponent of many NLP applications. In gen-
eral, terms are extracted for a given text
collection based on global context and fre-
guency analysis on words/phrases associa-
tion. These extracted terms represent effec-
tively the text content of the collection for
knowledge elicitation tasks. However, they
fail to dictate the local contextual informa-
tion for each document effectively. In this
paper, we refine the state-of-the-art C/NC-
Value term weighting method by consider-
ing both termhood and unithood measures,
and use the former extracted terms to direct
the local term extraction for each document.
We performed the experiments on Straits
Times year 2006 corpus and evaluated our
performance using Wikipedia termbank.
The experiments showed that our model
outperforms C/NC-Value method for global
term extraction by 24.4% based on term
ranking. The precision for local term ex-
traction improves by 12% when compared
to pure linguistic based extraction method.

1 Introduction

Terminology Extraction (TE) is a subtask of in-
formation extraction. The goal of TE is to auto-
matically extract relevant terms from a given cor-
pus. These extracted terms are used in a variety of
NLP tasks such as information retrieval, text min-
ing, document summarization etc. In our applica-
tion scenario, we are interested in terms whose
constituent words have strong collocation relations
and can be translated to another language in stable
single word or multi-word translation equivalents.

Thus, we define “term” as a word/phrase that car-
ries a special meaning.

A general TE consists of two steps. The first
step makes use of various degrees of linguistic fil-
tering (e.g., part-of-speech tagging, phrase chunk-
ing etc.), through which candidates of various lin-
guistic patterns are identified (e.g. noun-noun, ad-
jective-noun-noun combinations etc.). The second
step involves the use of frequency- or statistical-
based evidence measures to compute weights indi-
cating to what degree a candidate qualifies as a
terminological unit. There are many methods in
literature trying to improve this second step. Some
of them borrowed the metrics from Information
Retrieval to evaluate how important a term is
within a document or a corpus. Those metrics are
Term Frequency/Inverse Document Frequency
(TF/IDF), Mutual Information, T-Score, Cosine,
and Information Gain. There are also other works
(Nakagawa and Mori, 2002; Frantzi and
Ananiadou, 1998) that introduced better method to
weigh the term candidates.

Currently, the C/NC method (Frantzi and
Ananiadou, 1998) is widely considered as the
state-of-the-art model for TE. Although this
method was first applied on English, it also per-
formed well on other languages such as Japanese
(Hideki Mima and Sophia Ananiadou, 2001), Slo-
vene (Spela Vintar, 2004), and other domains such
as medical corpus (Frantzi and Ananiadou, 1998),
and computer science (E. Milios et al, 2003).

In terminology research, a term is evaluated us-
ing two types of feature: termhood® and unithood

! Termhood refers to a degree of linguistic unit. It considers a
term as a linguistic unit representative for the document con-
tent.
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’(Kyo Kageura, 1996). In C/NC method, the fea-
tures used to compute the term weight are based on
termhood only. In this paper, we introduce a uni-
thood feature, T-Score, to the C/NC method. Ex-
periment results show that by incorporating T-
Score into C/NC to derive a new weight,
NTCValue, it gives a better ranking of the global
terms and outperforms C/NC method by 24.4%.

On the other hand, C/NC method extracts term
candidates using linguistic patterns and derives
their weights based on distribution of terms over
all documents. The extracted terms thus represent
global content of the corpus, and do not represent
well the contextual information for each individual
document. So, we propose a method to enrich the
local terms through a Term Re-Extraction Model
(TREM). Experiment results show that the preci-
sion for local TE has been improved significantly,
by 12% when compared to pure linguistic based
extraction method.

In the following sections, we introduce the state-
of-the-art method, the C/NC Value method. We
then introduce our proposed methods, the
NTCValue method on section 3, the Term Re-
Extraction Model (TREM) on section 4 followed
by the experiment results and conclusion.

2 The C/NC value Method

C/NC method uses a combination of linguistic and
statistical information to evaluate the weight of a
term. This method has two steps: candidate
extraction and term weighting by C/NC value.

2.1 Term Candidate Extraction

This method uses 3 linguistic patterns to extract the
term candidates:
— (Noun+Noun);
— (Adj|Noun)+Noun;
—  (Adj|Noun)+|((Adj|Noun)*(NounPrep)?)(Adj|
Noun)*)Noun.
The term candidates are passed to the second step.

2.2  Term Weighting
221 CValue

CValue is calculated based on the frequency of
term and its subterms.

2 Unithood refers to a degree of strength or stability of syn-
tagmatic combinations or collocations.

CValue(a) = Iogz|a|-(f( Z f (b J
beT

Where, f (@) is the frequency of term a with | a)

words, T, is the set of extracted candidate terms that

contain a and P(Ta) is the total number of longer

candidate terms that contain a The for-

mula—— ( Zf WiII have value 0 when T, is
beT,

empty.

2.2.2 NC Value

NCValue combines the context information of
a term together with the CValue. The weight of a
context word® b is defined by the number of terms

t(b)in which it appears over the total number of
terms considered, n. C, is the set of distinct con-
text words and f, (b)is the frequency of b as con-

text word of a.
t(b)

weight(b) = =~
NValue = > f, (b)x weight(b)
beC,

NCValue(a) = 0.8-CValue(a)+ 0.2 - NValue(a)

From the above formula, we find that
NCValue is mainly weighted by CValue It treats
the term candidate as a linguistic unit and evaluates
its weight based on characteristics of the termhood,
i.e. frequency and context word of the term candi-
date. The performance can be improved if feature
measuring the adhesion of words within the term is
incorporated.

3 Enhancement on Global TE: the

NTCValue

Theoretically, the C/NC method can be improved
by adding unithood feature to the term weighting
formula. Based on the comparison of (Evert, S and
B. Krenn, 2001), we explore T-Score, a
competitive metric to evaluate the association
between two words, as a unithood feature.

% All experiments in this paper use the length of context is 3.
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3.1 T-Score

The T-Score is used to measure the adhesion
between two words in a corpus. It is defined by the
following formula (Manning and Schuetze, 1999):

Plw,,w. )]—P(w, JP{w.
oo ) L)~ Pl Pl

1 1
i)

N
Where, P(Wi,wj)is the probability of bi-gram
w,w; in the corpus, P(W) is the probability of

word W in the corpus, and N is the total number
of words in the corpus. The adhesion is a type of
unithood feature since it is used to evaluate the
intrinsic strength between two words of a term.

3.2 Incorporate T-Score within C/NC value

As discussed in 2.2, the most influential feature in
the C/NC method is the term frequency. Our idea
here is to combine the frequency with T-Score, a
unithood feature. Taking the example in Table 1,
the candidates have similar rank in the output using
C/NC termhood approach.

massive tidal waves

gigantic tidal waves

killer tsunami tidal waves

deadly tidal waves

huge tidal waves

giant tidal waves

tsunamis tidal waves
Table 1. Example of similar terms *

To give better ranking and differentiation, we
introduce T-Score to measure the adhesion be-
tween the words within the term. We use the
minimum T-Score of all bi-grams in term a
minTS(a), as a weighted parameter for the term
besides the term  frequency. For a

terma = W,.W,...W, , the minTS(a) is defined as:
minTS(a)=min{TS(w,,w,,)}i=1..(n-1)

Term minTS(-)
massive tidal waves 4.56
gigantic tidal waves 2.44
killer tsunami tidal waves 3.99
deadly tidal waves 3.15
huge tidal waves 2.20

4 The italic means a week adhesion.

giant tidal waves 1.35
tsunamis tidal waves 5.06
Table 2. Term with Minimum T-Score value

Table 2 shows the minTS(a) of the different
terms in table 1. Since minTS (a)can have a nega-
tive value, we only considered those terms with
minTS(a)> 0 and combined it with the term fre-
quency. We redefine CValue to TCValue by re-
placing f( ) using F( ) as follows:

F(a)= Ea) if minTS(a)<0
)=

f(a)xIn(2+minTS(a)) if minTS(a)> 0

;Fb]

The final weight, defined as NTCVaIue, is com-
puted using the same parameter as NCValue.

NTCValue(a)=0.8-TCValug(a)+0.2- NValue(a)

TCValue(a) = log,[a] - [F

4 Enhancement on Local Terms: Term
Re-Extraction Method (TREM)

The extracted term candidates are ranked globally
with best global terms promoted due to their dis-
tinguishing power. However, preliminary investi-
gation on using linguistic patterns for extracting
global term candidates for identifying term candi-
dates of each document does not perform satisfac-
tory, as high rank global terms do not reconcile
well with the local term candidates identified using
the linguistic patterns. A re-extraction process is
thus evolved to derive local terms of a document
from global terms using the NTCValue of the
global terms.

4.1 Local Term Candidate Extraction

A string (or term candidate) extracted based on
linguistic pattern follows the maximum matching
algorithm. As long as the longest string whose
part-of-speech tag satisfies the linguistic pattern, it
will be extracted. For this reason, some noises are
extracted together with these candidates. Table 3
shows some examples of noisy term candidates.

Strait Times yesterday

THE World Cup

gross domestic product growth forecast

senior vice-president of DBS Vickers security

on-line

Table 3. Examples of noisy candidates.
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Our intention here is to reduce the noise and also
mine more good terms embedded within the noise
by using the global terms. We favor recall over
precision to get as many local terms as possible.

The examples in table 3 show the problem in de-
tecting term candidate’s boundary using linguistic
patterns. The “Strait Times yesterday” is a bad
term identified by linguistic patterns because all
three words are tagged as “noun”. The second one
is caused by an error of the POS tagger. Because of
capitalization, the word “THE” is being tagged
wrongly as a “proper-noun” (NNP/NNPS), and not
determiner (DT). Similarly, “gross domestic prod-
uct growth forecast” and “senior vice-president of
DBS Vickers security on-line” are complex noun-
phrases that are not symbolized good terms in the
document. The more expressive terms would be
“gross domestic product”, “DBS Vickers security”,
etc.

Our proposed algorithm utilizes the term weight
from section 3.2 to do term re-extraction for each
document through dynamic programming theory
(Viterbi algorithm) to resolve the above problem.

4.2  Proposed algorithm

The algorithm for term re-extraction is outlined
in Figure 1.

Algorithm: Term re-extraction for a document

Input: L €< global term list with NTCValue
T < input for TREM T = ww,...w,

1: Fori=2->n

2: If (lei =W1...Wi)e L

3 MaxNTC(Li)= NTC(T, )

4: Else MaxNTC(Li)=0

5: End If

6: For j=1->1i-1

7 If (ij = Wj+l...Wi)e L

8: MaxNTC(1,i) = max

{MaxNTC(1, j)+ NTC(T,.,, ); MaxNTC(L, i)

9: End If

10: End For

11: End For

Output: Updated term list for a document

Figure 1. Term Re-Extraction Algorithm

Where, Ti]j is the word chain formed by the
words from i to j of the term T=ww,..w, ;
MaxNTC(1,i) is the maximum NTCValue value
from 1 to i of the term T =ww,..w, ; and
NTC(T, ) is the NTCValueof T,;.

5 Experiments and Evaluations

5.1 Term Bank Collection

Term boundary is one of the main issues in termi-
nology research. In our experiments, we consider a
term based on the resources from Wikipedia. In
each Wikipedia article, the editor annotated the key
terminologies through the use of hyperlinks. We
extracted the key terms for each article based on
this markup. The entire Wikipedia contains about
1,910,974 English articles and 8,964,590 key terms.
These terms are considered as Wikipedia term-
bank and we use it to evaluate our performance.
An extracted term is considered correct if and only
if it is in the term-bank.

5.2 Corpus Collection

To evaluate the model, we use the corpus collected
from Straits Times in year 2006. We separate the
data into 12 months as showed in Table 4.

Month Total articles Total words
1 3,134 1,844,419
2 3,151 1,824,970
3 3,622 2,098,459
4 3,369 1,969,684
5 3,395 1,957,962
6 3,187 1,781,664
7 3,253 1,818,606
8 3,497 1,927,180
9 3,463 1,853,902

10 3,499 1,870,417
11 3,493 1,845,254
12 3,175 1,711,168

Table 4. Evaluation data from Straits Times.

5.3 NTCValue Evaluation

We evaluate the performance of global ranked
terms using average-precision. A higher average-
precision would mean that the list contains more
good terms in higher rank. The average precision

AveP(.) of a term-list L:{tl,tz,...,tM} with
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L, as the list of all correct terms in L (L, L), is
calculated by the following formula:

AveP(L)= ﬁK;L {rk x GLZJ ﬂ

the data described in section 5.2. We evaluate the
performance based on 8 different levels of top
ranking terms.

Each cell in Table 5 contains a couple of

AveP() for NCValue and NTCValue

Where: (NCValue/ NTCValue)  respectively.  The
r— {1 el AveP(.) decreases gradually when we relax the

' 0 teL, threshold for the evaluation . The result shows that

Table 5 shows the comparison result of the ori-
gin NCValue and our NTCValue on the ranking
of global terms. The experiment is conducted on

the term ranking using NTCValue improves the
performance significantly.

Number of top high term 01 02 03 04 05 06
50 0.70/0.77 | 0.57/0.81 | 0.52/0.80 | 0.51/0.78 | 0.55/0.80 | 0.67/0.69
100 0.60/0.73 | 0.59/0.77 | 0.51/0.79 | 0.50/0.74 | 0.57/0.78 | 0.64/0.70
200 0.55/0.70 | 0.56/0.75 | 0.53/0.78 | 0.49/0.72 | 0.55/0.77 | 0.62/0.69
500 0.53/0.67 | 0.54/0.70 | 0.54/0.71 | 0.48/0.68 | 0.53/0.71 | 0.57/0.65
1000 0.51/0.62 | 0.52/0.66 | 0.52/0.66 | 0.47/0.64 | 0.51/0.65 | 0.53/0.60
5000 0.48/0.58 | 0.49/0.61 | 0.49/0.62 | 0.45/0.60 | 0.49/0.61 | 0.49/0.56
10000 0.43/0.52 | 0.44/0.55 | 0.44/0.56 | 0.42/0.54 | 0.44/0.56 | 0.44/0.50
All_terms 0.38/0.47 | 0.39/0.49 | 0.40/0.50 | 0.37/0.48 | 0.39/0.49 | 0.38/0.45
Number of top high term 07 08 09 10 11 12
50 0.67/0.67 | 0.65/0.70 | 0.49/0.65 | 0.62/0.71 | 0.65/0.76 | 0.63/0.86
100 0.64/0.71 | 0.62/0.74 | 0.47/0.66 | 0.59/0.74 | 0.59/0.76 | 0.61/0.82
200 0.65/0.72 | 0.59/0.75 | 0.48/0.68 | 0.55/0.72 | 0.56/0.73 | 0.58/0.77
500 0.62/0.71 | 0.56/0.70 | 0.50/0.66 | 0.52/0.66 | 0.54/0.67 | 0.55/0.69
1000 0.59/0.66 | 0.54/0.66 | 0.50/0.64 | 0.49/0.64 | 0.51/0.64 | 0.54/0.65
5000 0.54/0.60 | 0.51/0.62 | 0.49/0.60 | 0.46/0.61 | 0.48/0.60 | 0.51/0.61
10000 0.46/0.53 | 0.46/0.55 | 0.45/0.55 | 0.43/0.56 | 0.44/0.55 | 0.46/0.55
All_terms 0.40/0.47 | 0.40/0.50 | 0.40/0.50 | 0.38/0.49 | 0.38/0.48 | 0.39/0.48
Table 5. Performance of NTCValue with C/NC value.

Method Without TREM TREM+NC TREM+NTC
Month Precision No. terms Precision No. terms Precision No. terms
1 44.98 23915 50.81 34910 50.85 34998
2 44.74 23772 50.22 34527 50.33 34657
3 44.39 28772 49.58 41691 49.59 41778
4 42.89 25857 48.78 38564 48.91 38589
5 44.67 25787 50.44 38252 50.38 38347
6 46.58 23293 51.80 33574 51.91 33651
7 46.35 23638 51.31 33990 51.35 34041
8 46.50 25869 51.91 37896 51.96 37973
9 46.16 25276 51.34 36632 51.39 36731
10 45.79 24987 50.99 36082 51.05 36179
11 45.28 24661 50.43 35894 50.54 35906
12 45.67 22745 50.73 32594 50.73 32673

Table 6. Term Re-Extraction evaluation result.
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5.4 TREM Evaluation

We evaluate TREM based on the term bank de-
scribed in section 5.1. Let M, be the number of

extracted terms for articlei, N, be the number of

extracted terms in the term bank for articlei, and
nis the total articles in the test corpus. The accu-
racy is evaluated by the following formula:

n N
p=S_L
2w,
Table 6 shows the result of TREM. From the re-
sults, we can find that the accuracy has improved
significantly after the re-extraction process. On top
of that, the results of TREM based on NTCValue
is also slightly better than using NCValue. More-
over, the number of correct terms extracted by
TREM using NTCValue is higher than us-

ing NCValue.

6 Conclusions and Future Works

We introduce a term re-extraction process (TREM)
using Viterbi algorithm to augment the local TE
for each document in a corpus. The results in Table
6 show that TREM improves the precision of terms
in local documents and also increases the number
of correct terms extracted. We also propose a
method to combine the C/NC value with T-Score.
The results of our method, NTCValue, show that
the motivation to combine the termhood features
used in C/NC method, with T-Score, a unithood
feature, improves the term ranking result. Results
on Table 6 also show that NTCValue gives a bet-
ter result than the origin NCValue for TREM.

In Table 5, the average scores for “All Term”
are 38.8% and 483% for NCValue and
NTCValue respectively. Therefore, NTCValue
method improves global TE by 24.4% when com-
pared to the origin NCValue method. With the
same calculation, we also conclude that TREM
outperforms the linguistic pattern method by 12%
(average scores are 50.7% and 45.3% for TREM
and TREM-NTC respectively).

In the future, we will focus on improving the
performance of TREM by using more features,
besides the weighting score.
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Abstract Search result clustering has several specific re-
guirements that may not be required by other cluster
Search results clustering helps users to algorithms. First, search result clustering should al-
browse the search results and locate what |ow fast clustering and fast generation of a label on
they are looking for. In the search result  the fly, since it is an online process. This require-
clustering, the label selection which anno-  ment can be met by adopting “snippe%g’ather than
tates a meaningful phrase for each cluster entire documents of a search result set. Second, la-
becomes the most fundamental issue. In this  bels annotated for clusters should be meaningful to
paper, we present a new method of using users because they are presented to users as a general
the language modeling approach over Dmoz  view of results. For this reason, recent search result
for label selection, namely label language clustering researches focus on selecting meaningful
model. Experimental results show that our |abels. This differs from general clustering which
method is helpful to obtain meaningful clus-  focuses on the similarity of documents. In Zamir

tering labels of search results. and Etzioni (Zamir and Etzioni, 1998), a few other
. key requirements of search result clustering are pre-
1 Introduction sented.

Most contemporary search engines generate a long!n this paper, we present a language modeling
flat list in response to a user query. This result Caﬂpproe;c_h with Dmoz for search result clustering.
be ranked by using criteria such as PageRank (BrldM0Z° is an Open Directory Project, and contains
and Page, 1998) or relevancy to the query. Howevemanually tagged categ(_)rles for web-sites. Slnce
this long flat list is uncomfortable to users, since if/'€S€ categories are built by human, they provide a

forces users to examine each page one by one awaod basis to build labels for clusters. We can view

to spend significant time and effort for finding thethe problem of label selection for clusters as a prob-

really relevant information. Most users only look/€M Of label generation by Dmoz.

into top 10 web pages in the list (Kummamuru etal., We define a language model for each Dmoz-
2004). Thus many other relevant information can b&at€gory ap_d select I.abels for clusters according to
missed out as a result. Clustering method is prdgh€ probability that this language model would gen-
posed in order to remedy the problem. Instead &ate candidate labels.

the flat list, it groups the search results to clusters, Thus, our method can select more meaningful la-
and annotates a label with a representative words Bgls for clusters because we use labels generated by
phrases to each cluster. Then, these labeled clustB#nan-tagged categories of Dmoz. The selected la-

of search results are presented to users. Userscan————— . .
. . . The term “snippet” is used here to denote fragment of a
benefit from labeled clusters because the size of iRyep, page returned by certain search engines

formation presented is significantly reduced. 20pen Directory Project, http://www.dmoz.com/
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belsenable users to quickly identify the desired in-duces a hierarchy of labeled clusters by constructing

formation. a sequence of labeled and weighted bipartite graphs
The paper is organized as follows. The next se¢epresenting the individual snippets on one side and

tion introduces related works. In Section 3, we fora set of labeled clusters on the other side.

mulate the problem and show the detail of our ap-

proach. The experiment results and evaluations afe LABEL LANGUAGE MODEL

presented in Section 4. Finally, we conclude th

paper and discuss future works in Section 5. The main purpose of Label Language Model(LLM)

is to generate meaningful labels on-the-fly from
search results, specifically snippets, for web-users.
The generated labels provide a view of the search re-

Many approaches have been suggested for organ?é’-'t to users, and allow the users to navigate through

ing search results to improve browsing effectivenesd1€m for their search needs.

Previous researches such as scatter/Gather (Hearspur algorithm is composed of the four phases:

and Pedersen, 1996) and Leuski (Leuski and Allan,

2000), Leouski (Leouski and Croft, 1996), cluster 1. Searchresult fetching

documents using document-similarity, and generate 2. Candidate Labels Generation

representative terms or phrases as labels. However3. Label Score Calculation

these labels are often not meaningful, which compli- 4. Post-processing

cates user relevance judgment. They are also slow

in generating clusters and labels because they useSearch result fetching LLM operates as a meta-

entire document contents in the process. Thus it Bearch engine on top of established search engines.

difficult to apply these approaches to search enginf@ur engine first retrieves results from dedicated

applications. search engines in response to user queries. The
Due to the problems mentioned above, researggarch results are parsed through HTML parser,

in search result clustering has focused on choosir@id snippets are obtained as a result. We assume

meaningful labels which is not usually addressethat these snippets contain enough information

in general document clustering. Zeng et al. preto provide user-relevance judgment. Hence, we

sented salient phrase ranking problem for label s€an generate meaningful labels using only those

lection, which ranks labels scored by a combinatioghippets rather than the entire document contents of

of some properties of labels and documents (Zerifje search result set.

et al., 2004). Kummamuru regarded label se-

lection as a problem making a taxonomy of the Candidate Labels Generation Candidate labels

search result, and proposed a label selecting critere generated using the snippets obtained by search

rion based on taxonomy likelihood (Kummamuru etesult fetching. Snippets are processed by Porter’s

al., 2004). Zamir presented a Suffix Tree Clusterlgorithm for stemming and stopword removing,

ing (STC) which identifies sets of documents thathen every n-grams becomes a candidate label. Each

share common phrases, and clusters according ¢andidate label is tagged with a score calculated

these phrases (Zamir and Etzioni, 1998). Maardky the Label Language Model. Finally, toy

et al. and Osinski presented a singular value deandidate labels with highest scores are displayed

composition of the term-document matrix for searcho users as labels for clusters of search result.

result clustering (Maarek et al., 2000), (Osinski

and Weiss, 2004). The problem of these methods Label Score Calculation. Our model utilizes

is that SVD is extremely time-consuming when apbmoz to select meaningful labels. Dmoz is the

plied to a large number of snippets. Ferragina prdargest, most comprehensive human-edited directory

posed a method for generating hierarchical labels lnf the Web and classifies more than 3,500,000 sites

which entire search results are hierarchically clusn more than 460,000 categories. It is used for rank-

tered (Ferragina and Gulli, 2005). This method proing and retrieval by many search engines, such as

2 RELATED WORKS
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Google(Rerragina and Gulli, 2005). In Candidate Labels Generation phase, all can-

Language model ranks documents according tdidate labels are scored. After post-processing,
the probability that the language model of each do@andidate labels are shown in a descending order.
ument would generate the user query.

Dmoz is a human-edited directory, which contains Post-processingIn post processing phase, labels
meaningful categories. We can use the probabilitsre refined through several rules. First, labels com-
that categories of Dmoz would generate candidajsosed of only query words are removed because they
labels as criteria to rank labels. do not provide better clues for users. Second, la-

In our approach, the user query and the documebgls that are contained in another label are removed.
correspond to the candidate label and the DmozSince every possible n gram is eligible for candidate
category, respectively. We can obtain the probabilitiabels, multiple labels that differ only at the either
that LLM of each category would generate a label bgnds, i.e., one label contained in another, can be as-
language model. We assume that the probability afigned a high score. In such cases, longer labels
certain candidate label being generated can be esfire more specific and meaningful than shorter ones,
mated by the maximum value of the probability thatherefore shorter ones are removed. Users can ben-
LLM of each category would generate the candidatefit from a more specific and meaningful label that
label. clarifies what a cluster contains. Finally, TdpLa-

Let label; bei'" label,w;; be ;" word of label;,  bels with highest scores produced by post processing
andC), bek'" category of Dmoz, respectively. If we are presented to users.
assume that the labels are drawn independently from
the distribution, then we can express the probability EXPERIMENTS
that Dmoz generates labels as follows:

We conducted several experiments with varying
p(label;| Dmoz) = ml?XP(labeli\Ck) (1)  smoothing parameter values, u. We investigated

the influence of the smoothing parameter on the la-
pllabel;|Cy) = Hp(wij|ck) (2)  bel selection procedure.

We use two smoothing methods, Jelinek-Merceﬂ
smoothing and Dirichlet Priors smoothing (Zhai and™”
Lafferty, 2001), in order to handle unseen wordsDespite heavy researches on search result cluster-
The score ofabel; is calculated as follows: ing, a standard test-set or evaluation measurement
does not exist. This paper adopts the methodology
S, = maleog (1 + Ap(wij|C) ) (3) of (Zeng et al., 2004) in order to evaluate the ex-
ks (1 = N)p(wij|Can) pressiveness of selected label and LLM

1 Experiment Setup

4.1.1 TestData Set

§; = max ¥ log #(w) + up(wi;|Can) (4)  We obtained Google's search results that corre-
ks #(Ck) + spond to fifty queries. The fifty queries are com-

prised of top 25 queries to Google and 25 from

To solve the equationp(w;;|Cy) and p(w;;|Can)  (Zeng et al., 2004). For each query of the fifty, 200
should be estimated. Let(Cy) and#(Cqu)® be  snippets from Google are obtained. Table 1 summa-

the number of words ik’ category and the number rizes the query used in our experiment.

of words in Dmoz. Further, leg(w};) and# (wi!) Search results obtained from Google are parsed
be the number of wordy;;, in k™ category and the to remove html-tag and stopword, and stemming is
number of wordw;;, in Dmoz. Themp(w;;|Cy) is  applied to obtain the snippets. Every n-gram of the

estimated aﬁ(lgﬁ-)’ andp(wi;|Cont) as#(g?}l)_ snippets, where, < 3, becomes candidate labels.
#(Ok) #{Can) Labels that do not occur more than 3 times are re-
3C.u denotesall categories of Dmoz moved from candidate set in order to reduce noise.
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Type

Queries

hypernyms relationship allows them. Only the first

2005Google
Top query

Myspace, Ares, Baidu, orkut,
iTumes, Sky News, World of War,

craft, Green Day, Leonardo da

listed sense in Wordnet is used to prevent over-
- generation.
We evaluated the overall effectiveness of LLM

Vinci, Janet Jackson, Hurricarie with PQN and the effect of smoothing parameter

Katrina, tsunami, xbox 360, Bra
Pitt, Michael Jackson, America
Idol,

d on PQN.
n

Jolie, Harry Potter, ipod, digit

We usedP@5, PQ10 and P@20 to evaluate the ef-

tal camera, psp, laptop, computerfectiveness of our model because most users disre-

desk

gard snippets beyond 20.

(Zenget al.,
2004) query

jaguar apple, saturn, jobs, jordan,

tiger, trec, ups, quotes, matrix, s

First, for each query, we obtained each label’s
U- MAP# for two smoothing methods. Figures 1 and

san dumais, clinton, iraq, dell, dis- 2 depicts MAP of Jelinke-Mercer smoothing and

ney, world war 2, ford, health, yel
low pages, maps, flower, musi
chat, games, radio, jokes, graph

design, resume, time zones, travel I 7 P

0.75

- Dirichlet Priors smoothing.
C

ic

0.8

Table 1: Queries used in experiment

4.1.2 Answer Label Set for Evaluation

In order to evaluate LLM, we manually created
labels for each query which are desired as outputs of
our test, and we refer them as answer labels. There
might be a case where an answer label and label se-

Precision

0.6 0.8 1
Lambda

"o 0.2

lected by our model are semantically equivalent but

lexically different; for example, car and automobile.

Figurel: Jelinek-Mercer Smoothing

To mitigate the problem, we used Wordnet to han-
dle two different words with the same semantic. We

explain the use of Wordnet further in section 4.1.3. .

4.1.3 Evaluation Measure & Method

We used precision at tofy labels to evaluate the

model. Precision at topV is defined asPQN =

MQN
N H

labels even when they have the same semantic mean- ©°z

where isM QN is the number of relevant la-
bels among the tofy generated labels to the answer
set. As explained in section 4.1.2, the labels gen-

—=—P@5
——P@10
—%— P@20

0.9

Precision

0.3

erated by our model might not be equal to answer  °2f N

0.2

ing. It might be very time consuming for a human

to manually compare the two label set where one set
can vary due to the varying smoothing parameter if

semantic meaning also has to be considered.

We used WordNet’s synonyms and hypernyms
relationships in order to mitigate the problem ad-
dressed above. We regard a test label to be equa

Figure2: Dirichlet priors Smoothing

Infigures 1 and 2X-axis denotes smoothing pa-
rameter, and -axis denotes MAP. The figures show
thf;\t the smaller the value of the smoothing is , the

to an answer label when WordNet's synonyms or “MeanAverage Precision
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higherthe precision is. This indicates that a better Figure 4 shows the average coverage of labels
label is selected when the probability that a specifigenerated by our model. The coverage of the labels
category would generate the label is high. In ouis about).32%, 0.51% and0.66% at top5, 10 and20
test result, when using Dirichlet smoothing, the prelabels respectively. This means that the labels allow
cision of top5 and10 labels are32% and80%, thus  browsing over only60% of the entire search results.
users can benefit in browsing from our model using he lack of coverage is another pitfall of our model,
5 or 10 labels. However, the precision rapidly dropsand further refining is needed.
to 60% at P@20. The low precision aP@20 shows Finally, in Table 2, we list tod0 labels for five
the vulnerability of our model, indicating that ourqueries.
model needs a refinement.

Figure 3 shows individual precisions of labels fo® CONCLUSION & FUTURE WORKS
randomly selected five queries. The labels were ge

) L . . e proposed a LLM for label selection of search re-
erated by using Dirichlet priors smoothing.

sults, and analyzed the smoothing parameter’s effect
on the label selection. Experimental results showed

il [] ] [ [===rezo that LLM can pick up meaningful labels, and aid
0.9} C—IprP@s . . .
— @10 users in browsing web search results. Experimental

0.8

results also validated our assumption that the high
probability that Dmoz categories generate a label in-
dicates meaningful labels. Further research direc-
tions remain as future works.

Our model is sensitive to Dmoz because we use
the language model based on Dmoz. Our model may
resultin poor performance for labels that are not rep-

0.7

0.6~

0.5

Precision

0.4

0.3

0.2

0.1

Baidu tiger apple jaguar travel

Queries resented or over-represented in Dmoz. Therefore, it
is meaningful to study how sensitive to Dmoz the
Figure3: Using Dirichlet priors Smoothing performance of the LLM is, and how to mitigate sen-

sitivity. We used Google’s search results as an input
As shown in figure 1 and 2, the general order ofo our system. However, multiple engines offer a
result precisions is as follows?@20 < P@10 < better coverage of the web because of the low over-
P@5. However, figure 3 shows that the precisiorlap of current search engines (Bharat and Broder,
for query “travel” is the lowest af@5. This re- 1998). Further work can utilize multiple engines to
sult indicates that words that appear many times ingenerate input to our system. In our test, snippet’s
specific category of Dmoz might have higher probatitle and content were assigned the same weight, and

bility regardless of snippet’s contents. tittes and descriptions of Dmoz's category were also
assigned the same weight. Future work might bene-
. fit from varying the weights to them. We did not uti-
0| H—or e lize the information buried in the documents, such

o8f T Top 20 ast f -«df, but used only knowledge provided by the
external system, Dmoz. We believe that this also af-
fected LLM'’s poor performance on over-represented
terms. Future work will benefit from incorporating
the information derivable from the documents.

Coverage
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Queries Labels

Baidu language search set, Chinese
search engine, search engine camy
pany, Baidu.com, MP3 Search,
Baidu engine, Japanese Search
Engine, IPO, search market,

Mobile

Mac OS X, iPod, Apple Mac-
intosh, Apple products, language
character set, Music Store, Apple
develops, Apple Support, informa- A,
tion, San Francisco

apple A

Mac OS X, Jaguar Cars, Land
Rover, Jaguar XJ, Jaguar XK,
largest cat, Leopard,
tagged jaguar, Jaguar
Jaguar Clubs

jaguar

dealer,

tiger Mac OS X, Tiger Woods, Tiger
Cats, Detroit Tigers, Security Y-
tool, Parts PC Components, Paper
Tiger, Adventure Tour, National

Zoo, Tiger Beat

Car Rental, airline tickets, dist
count hotels, Plan trip, Airfares,
package holidays, Visa, Travel
Cheap, Destination guides, Travel
news

travel

Table 2: Queries used in experiment

(AlTrc), also in part by the BK 21 Project and MIC s,
& IITA through IT Leading R&D Support Project in
2007.
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Abstract

To transliterate foreign words, in Japanese
and Korean, phonograms, such as Katakana
and Hangul, are used. In Chinese, the
pronunciation of a source word is spelled
out using Kanji characters. Because Kanji
is ideogrammatic representation, different
Kanji characters are associated with the
same pronunciation, but can potentially con-
vey different meanings and impressions. To
select appropriate Kaniji characters, an ex-
isting method requests the user to provide
one or more related terms for a source word,
which is time-consuming and expensive. In
this paper, to reduce this human effort, we
use the World Wide Web to extract related
terms for source words. We show the effec-
tiveness of our method experimentally.

Introduction

}@slis.tsukuba.ac.jp

In Chinese, Kaniji is used to spell out both conven-
tional Chinese words and foreign words. Because
Kaniji is ideogrammatic, an individual pronunciation
can be represented by more than one character. If
several Kanji strings are related to the same pronun-
ciation of the source word, their meanings will be
different and convey different impressions.

For example, “Coca-Cola” can be represented by
different Kaniji strings in Chinese with similar pro-
nunciations, such as¥ 0 O &” and “0 kO O .

The official transliteration is [ O O 4&”, which
comprises f1 0 (tasty)” and ‘0 ‘% (pleasant)”, and

is therefore associated with a positive connotation.
However, ‘0 <0 O” is associated with a nega-
tive connotation because this word includésf ”,
which is associated with “choking”.

For another example, the official transliteration of
the musician Chopin’s name in Chinese is [1”,
where ‘07 is commonly used for Chinese family
names. Other Kanji characters with the same pro-

Reflecting the rapid growth of science, technologypunciation as “IT" include “0". However, ‘0",

and economies, new technical terms and produ¥thich means “to disappear”, is not ideal for a per-
names have progressively been created. These né@n’s name.
words have also been imported into different lan- Thus, Kanji characters must be selected carefully
guages. There are two fundamental methods for ingluring transliteration into Chinese. This is espe-
porting foreign words into a language. cially important when foreign companies intend to
In the first methodtranslation-the meaning of introduce their names and products into China.
the source word in question is represented by an ex-In a broad sense, the term “transliteration” has
isting or new word in the target language. been used to refer to two tasks. The first task is
In the second methodkansliteratior-the pronun- transliteration in the strict sense, which creates new
ciation of the source word is represented by usingrords in a target language (Haizhou et al., 2004;
the phonetic alphabet of the target language, such @#an and Verspoor, 1998; Xu et al., 2006). The sec-
Katakana in Japanese and Hangul in Korean. Technd task is back-transliteration (Knight and Graehl,
nical terms and proper nouns are often transliterate998), which identifies the source word correspond-
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ing to an existing transliterated word. Both tasks B sowee word |
K L. A Source word '——»-@ [ Category of source word ]
require methods that model pronunciation in the . _ = World Wide Web P
source and target languages. (epuson) @ (company)
However, by definition, in back-transliteration, VEi
. . . IKe,
the word in question has already been transliter- # (popularize)
; ; ; #38 (general)
ated and the meaning or impression of the SOUrCe . ngaion moel | Wigood) | [language model |
word does not have to be considered. Thus, back- :impressio;n model
transliteration is outside the scope of this paper. In
th f ” . th t “t It t ” t {Transliteration candidates] [Kanji characters] [Kanji characlers]
e following, we use the term “transliteration” to ., BB T g
refer to transliteration in the strict sense. T
Existing transliteration methods for Chi- REE .. ranking candidates
nese (Haizhou et al., 2004; Wan and Verspoor,
1998), Wthh aim to Spe” out foreign names of [Ranked Iistoftransliterationcandidates]

people and places, do not model the impression th
transliterated word might have on the reader.

Xu et al. (2006) proposed a method to model botgver, in principle, any language that uses a phonetic
the impression and the pronunciation for transliterscript can be a source language for our method.
ation into Chinese. In this method, impression key- Using the impression model, one or more related
words that are related to the source word are usettrms are converted into a set of Kanji characters.
However, a user must provide impression keyword$n Xu et al. (2006), one or more words that de-
which is time-consuming and expensive. scribe the impression of the source word are used as

In this paper, to reduce the amount of human efelated terms (i.e., impression keywords). Because
fort, we propose a method that uses the World Widignpression keywords are given manually, users must
Web to extract related terms for source words. have a good command of Chinese. In addition, the

task of providing impression keywords is expensive.
2 Overview We solve these problems by automatically extracting

_ _ _ ~ terms related to the source word from the Web.
Figure 1 shows our transliteration method, which Unlike Xu at al. (2006), the language model for

models pronunciation, impression, and target lan,, category of the source word is used. For ex-

guage when transliterating foreign words into Ch"ample, if the category is “person”, Kaniji characters

nese. Figure 1is an extension of the method propt are often used for personal names in Chinese are

posed by Xu et al. (2006) and the part surrounded bpYreferany used for the transliteration.

a dotted line is the scheme we propose in this paper. Because of the potentially large number of se-

We will explain the entire process using Figure 1. lected candidates, we need to rank the candidates.

There are two parts to the input for our methodye mqde| pronunciation, impression, and target lan-

First, a source word to be transliterated into Ch'guage in a probabilistic framework, so that candi-

nese is requested. Second, the category of the SOUfge are sorted according to their probability score.
word, such .as company or p_?fo?” 1S requestedm practice, the Kaniji characters derived via the im-
The output is one or more Kanji strings. pression and language models are used to re-rank the

~ Using the pronunciation model, the source wordangjgates derived via the pronunciation model.
is converted into a set of Kanji strings whose pro-

nunciation is"simi'lar tq that of thg source word: Eachy  probabilistic Transliteration Model
of these Kanji strings is a transliteration candidate.

Currently, we use Japanese Katakana words &ven a romanized source woig, a set of related
source words, because Katakana words can be easgyms W, and the category of the source wary
converted into pronunciations using the Latin alphasur purpose is to select the Kanji stringthat max-
bet. In Figure 1, the Katakana word “epuson (EPimizesP(K|R, W, C), which is evaluated as shown
SON)” is used as an example source word. Howin Equation (1), using Bayes’s theorem.

T:igurel: Overview of our transliteration method.
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P(K|R,W,C) e general model: one month of newspaper arti-

_ P(R,W,C|K)xP(K) cles in the PFR corptiswere used. In this
N P(R,W,C) model, 4540 character types (12229 5630-
_ P(RIK)xP(W|K)xP(C|K)xP(K) (1) kens) are modeled.

P(R,W,C) e company model: a list 022569 company
x P(R|K)x P(W|K)xP(C|K)x P(K) names in CNLP (Chinese Natural Language
= P(R|K)xP(W|K)x P(C,K) Processing) was used. In this modeR 167

character typesrg 432 tokens) are modeled.
Xu et al. (2006) did not consider the category of the _
source word and compute@(K | R, W). e person model: a list 038 406 personal names
In the third line of Equation (1), we assume the in CNLP was used. In this model,318 char-
conditional independence &, W, andC given K. acter types {04 443 tokens) are modeled.

In the fourth line, we omitP(R, W, C), which is  To extract Kanji characters from the above corpus
independent of’. This does not affect the rela- and lists, we performed morphological analysis by
tive rank of Kanji strings, when ranked in terms ofsyperMorphd and removed functional words and
P(K|R,W,C). Ifauser intends to select more thansymbols. While the general model is not adapted to
one Kanji string, thoses's associated with higher any specific category, the other models are adapted
probabilities should be selected. In Figureld, W,  to the company and person categories, respectively.
andC are “epuson”, % ¥ K id /E"and “ 0 Although the effect of adapting language models has
007, respectively, and & is “SR A", been explored in spoken language processing, no at-
In Equation (1),P(K|R,W,C) can be approx- tempt has been made for transliteration.
imated by the product oP(R|K), P(W|K), and
P(C, K). We call these three factors the pronunciad  Extracting Related Terms

tion, impression, and language models, respectively, gyiract related terms for a source word, we used
The implementation oP(R|K) and P(W|K) is  wjikipedia, which is a free encyclopedia on the Web

the same as in Xu et aI.. (2006_)- Whil R| K) has_ and includes general words, persons, places, compa-

commonly been used in the literature, the basis gfies and products, as headwords. We extracted re-

P(W|K) should perhaps be explaineB(W|K) is  |ated term candidates for a source word as follows.
computed using co-occurrence frequencies of each

word in W and each character i, for which we 1. We consulted the Japanese Wikipedia for the
extracted co-occurrences of a word and a Kanji char- ~ source word and obtained the result page.
acter from a dictionary of Kanji in Chinese. Please
see Xu et al. (2006) for details. However, unlike Xu
et al. (2006), in whicHV was provided manually,
we automatically extradt” from the Web.

While Xu et al. (2006) did not use the language 3. We extracted nouns and adjectives as related
model, we computé(C, K') by Equation (2). term candidates.

2. We deleted HTML tags from the result page
and performed morphological analysis by
ChaSen.

We used mutual information (Turney, 2001) to
measure the degree of relation between the source
word and a related term candidate by Equation (3).

P(C,K) = P(C)xP(K|C) x P(K|C) (2)

We omit P(C), which is independent ok’. Thus,

we computeP (K |C), which is the probability that I(X,Y) = log P(X,Y) 3)
a Kanji string K is selected given categoty. P(X) x P(Y)
To computeP (K |C), we decomposé&’ into sin- *http://icl.pky.edu.cn/

2 .
gle Kaniji characters. We used a character unigram ,P-//ww.nip.org.cn/
http://www.omronsoft.com/

model and produced the following three language 4htp:/ja wikipedia.org/wikil
models. Shttp://chasen.naist.jp/hiki/ChaSen/
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X andY denotethe source word and a related termwords provided automatically and manually, respec-
candidate, respectively.P(X) and P(Y') denote tively. Then, we call the above three methods
probabilities ofX andY’, respectivelyP(X,Y) de- “PL’, “PL+RT”, and “PL+IK”, respectively. PL and
notes the joint probability oK andY'. PL+IK are the lower bound and the upper bound of
To estimate the above three probabilities, we folthe expected accuracy, respectively. PL+IK is the
lowed the method proposed by Turney (2001). Weame as in Xu et al. (2006), but the language model
used the Yahoo!JAPARNsearch engine and replaceds adapted to the category of source words.
P(A) in Equation (3) with the number of pages re- To produce test words for the transliteration, we
trieved by the query. Here, “A” can be X", “Y' ",  first collected210 Katakana words from a Japanese—
or “X andY™. Then, we selected up to 10s with  Chinese dictionary. Thesd 0 words were also used
the greatesf(X,Y") and translated them into Chi- by Xu et al. (2006) for experiments. We then con-
nese using the Yahoo!JAPAN machine translatioaulted Wikipedia for each of th&10 words and se-
system. lected128 words that were headwords in Wikipedia,
Table 1 shows examples of related terms for thas test words. Details of th&28 test words are
source word f1 0 (mass)”, such as[t 0 (cere- shown in Table 2.
mony)” and “00 O (dedication)”. Irrelevant candi-

dates, such as [ (meeting)’ and ©1 0 (thing)”, Table 2: Categories of test words.

were discarded successfully. Catagory | #Words Exampl'_aword _
Japanese | Chinese| English
Table 1. Example of related terms for “00 (fnass)”. General 24 00000 | 0%0 | angel
Extractedrelated terms| Discardectandidates| Compary 35 oooao YRR | Intel
Japanese English | Japanese English Product 27 oooo oo Audi
oo ceremoy O meeting Person 13 oooo oo Chopin
oo dedication oo thing Place 29 oooog ooo Ohio
od bishop ood meeting
oo church oo join We selectively used the three language models ex-
plained in Section 3. We used the general model
) for general words. We used the company model for
S Experiments company and product names, and used the person
51 Method model for person and place names. A preliminary

) study showed that the language model adaptation
To evaluate the effectiveness of the related term ey, generally effective for transliteration. However,

traction in the transliteration, we compared the aGsgcqse the focus of this paper is the related term
curacy of the following three methods. extraction, we do not describe the evaluation of the

e A combination of the pronunciation and Ian_lar]rgua%ehmodel adzpta;uoni dents who had q
guage models that does not use the impression Wwo hinese graduate students who had a goo

model, P(W| K), in Equation (1), command of Japanese sgrved as assessors and_ pro-
duced reference data, which consisted of impression
e Our method, which uses Equation (1) and usekeywords used for PL+IK and correct answers for
automatically extracted related termséis the transliteration. Neither of the assessors was an
author of this paper. The assessors performed the
e Equation (1), in which manually provided im- same task for the@28 test words independently, to
pression keywords are usedlas enhance the objectivity of the evaluation.

We produced the reference data via the following

To make the difference between the second ang,cequre that is the same as that of Xu et al. (2006).
third methods clear, we use the terms “related term First, for each test word, each assessor pro-

(RT)” and “impression keyword (IK)” to refer to \;jyeq one or more impression keywords in Chinese.
Shttp://wwwyahoo.co.jp/ We did not restrict the number of impression key-
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words per test word; the number was determinef.2 Results and Analyses

by each assessor. We provided the assessors Wil o 3 snows the average rank of correct answers
the descriptions for the test words from the SOUrce . jifferent cases Looking at Table 3, for certain

Japanese—Chinese dictionary, so that the assessIS qories, such as “Place”, when the impression
could understand the meaning of each test word. model was used, the average rank was low. How-

Second, for each test word, we applied the threg\/er, on average, the average rank for PL+RT was
methods (PL, PL+RT, and PL+IK) |ndependently1ower than that for PL+IK, but was higher than that

which produced three lists of ranked candidates. for PL, irrespective of the answer type.

. Third, for each test word, egch a_lssessor |dent| Figures 2 and 3 show the distribution of correct
fied one or more correct transliterations, accordlng . .

L . . nswers for different ranges of ranks, using answer
to their impression of the test word. It was impor-

types (a) and (c) in Table 3, respectively. Because

tant not to reveal to the assessors which method prg- .
e results for types (a) and (b) were similar, we

duced which candidates. By these means, we Sg; only the results of type (a), for the sake of con-

lected the top 100 transliteration candidates from th&seness. In Figure 2, the number of correct answers

three ranked lists. We merged these candidates, e the top 10 for PL+RT was smaller than that for

moved duplications, and sorted the remaining Ca'BIqHK but was greater than that for PL

didates by character code. The assessors judge n Figure 3, the number of correct answers in the

:het corrgctr_wriss of up to 30% can;jldatzs df(t)r ea(itap 10 for PL+RT was greater than those for PL and
est word. € average humber of candidates Wy , k. Because in Figure 3, the correct answers

36976. : . S .
were defined in the dictionary and were independent
The resultant reference data were used to evaluat .
) . .~ Of the assessor judgments, PL+IK was not as effec-
the accuracy of each method in ranking translitera: o
. . ive as in Figure 2.
tion candidates. We used the average rank of correc .
In summary, the use of automatically extracted re-

answers in the list as the evaluation measure. If mo eted terms was more effective than the method that
than one correct answer was found for a single te%%

. oes not use the impression model. We also reduced
word, we first averaged the ranks of these answers

and then averaged the ranks over the test words. the_ manqal C.O.St of providing impression keywords,
For each test word, there was more than one tyﬁ’(\éh”e maintaining the transliteration accuracy. .
of “correct answer”, as follows: Tab_Ie 4 shows examples of related terms or im-
pression keywords for answer type (c). In Table
(a) transliteration candidates judged as correct by the column “Rank” denotes the average rank
either of the assessors independently, of correct answers for PL+RT and PL+IK, respec-
ively. For “0 O (mass)”, the rank for PL+RT was
igher than that for PL+IK. However, for* 0 O
O (the State of Qatar)”, the rank for PL+RT was
(c) transliteration defined in the source Japanesdewer than that for PL+IK. One reason for this is
Chinese dictionary. that most related terms for PL+RT were names of

In (a), the coverage of correct answers is the Iargesct(,)untrles that border Qatar, which do not describe

whereas the objectivity of the judgment is the Iow-Qatar well, compared with impression keywords for

£:¢/|\¢“‘ ” I J N\
est. In (c), the objectivity of the judgment is thePL+IK’ such as "?>¥i(desert)” and “f1 i (oil)".

largest, whereas the coverage of correct answersTiQIS example indicates room for improvement in the

the lowest. In (b), where the assessors did not dig@lated term extraction algorithm.
agree about the correct_n(_ess, thg coverage of the c@r- conclusion
rectness and the objectivity are in between.

The number of test words wag8 for both (a) and For transliterating foreign words into Chinese, the
(c), but76 for (b). The average numbers of correcipronunciation of a source word is spelled out with
answers weré.65, 1.04, and1 for (a), (b), and (c), Kanji characters. Because Kanji is an ideogram-
respectively. matic script, different Kanji characters are associ-

(b) transliteration candidates judged as correct b
both assessors,
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Table 3: Average rank of correct answers for different methods in different cases.

Category Answertype (a) Answertype (b) Answertype (c)
PL | PL+RT | PL+IK | PL | PL+RT | PL+IK | PL | PL+RT | PL+IK
General | 189 165 167 44 49 52 84 61 65
Compay | 232 208 203 33 29 27 317 391 325
Product | 197 175 166 34 27 21 313 198 198
Person 98 69 44 4 4 4 114 154 75
Place 85 133 95 13 14 16 76 98 89
Avg. 160 150 135 26 25 24 181 160 150

150

=3 o N
o s o
T

N
o
T

# of Correct answers
# of Correct answers
D
3

n
o

0 - -
D
S 9
Rank
Figure2: Rank for correct answer type (a). Figure3: Rank for correct answer type (c).

Table 4: Examples of related terms and impression keywords used for experiments.

Sourceword | Answer | Method | Rank Examplesof related terms or impression keywords
oo _— PL+RT 8 Ht (ceremoy), F=# (bishop),Z= ik (dedication)Zt<: (church)
(mass) PL+IK | 10 | %L (ceremow), F# (bishop),/Z1 (belief), # < (church)
oooo e PL+RT | 103 | R}k (Stateof Kuwait), #]7] (Republic of Yemen)
(Stateof Qatar) PL+IK 61 | BRI (Arab), ¥PiE (desert) A (oil), T4 (dryness)

atedwith the same pronunciation, but can potenPeter D. Turney. 2001. Mining the Web for Synonyms:
tially convey different meanings and impressions. PMI-IR versus LSA on TOEFL. IProceedings of the
In this paper, to select appropriate characters for T\éveelzféhfgg%ezan Conference on Machine Learping
transliterating into Chinese, we automatically ex- pag '

tracted related terms for source words using th&tephen Wan and Cornelia Maria Verspoor. 1998. Auto-

Web. We showed the effectiveness of our method Matic English-Chinese name transliteration for devel-
. opment of multilingual resources. Proceedings of
experimentally.

the 36th Annual Meeting of the Association for Com-
putational Linguistics and the 17th International Con-
ference on Computational Linguisticpages 1352—
References 1356.

Li Haizhou, Zhang Min, and Su Jian. 2004. A jointLiLi Xu, Atsushi Fujii, and Tetsuya Ishikawa. 2006.
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A Structured Prediction Approach for Statistical Machine Translation
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Abstract

We propose a new formally syntax-based
method for statistical machine translation.
Transductions between parsing trees are
transformed into a problem of sequence
tagging, which is then tackled by a search-
based structured prediction method. This
allows us to automatically acquire transla-
tion knowledge from a parallel corpus
without the need of complex linguistic
parsing. This method can achieve compa-
rable results with phrase-based method
(like Pharaoh), however, only about ten
percent number of translation table is used.
Experiments show that the structured pre-
diction approach for SMT is promising for
its strong ability at combining words.

1

Statistical Machine Translation (SMT) is attract-
ing more attentions than rule-based and example-
based methods because of the availability of large
training corpora and automatic techniques. How-
ever, rich language structure is difficult to be inte-
grated in the current SMT framework. Most of the
SMT approaches integrating syntactic structures
are based on probabilistic tree transducers (tree-
to-tree model). This leads to a large increase in the
model complexity (Yamada and Knight 2001;
Yamada and Knight 2002; Gildea 2003; Galley et

Introduction

Le Sunt
*Institute of Software, Graduate University

al. 2004; Knight and Graehl 2005; Liu et al. 2006).

However, formally syntax-based methods propose
simple but efficient ways to parse and translate
sentences (Wu 1997; Chiang 2005).

In this paper, we propose a new model of SMT
by using structured prediction to perform tree-to-
tree transductions. This model is inspired by Sa-
gae and Lavie (2005), in which a stack-based rep-
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resentation of monolingual parsing trees is used.
Our contributions lie in the extension of this rep-
resentation to bilingual parsing trees based on
ITGs and in the use of a structured prediction
method, called SEARN (Daumé III et al. 2007), to
predict parsing structures.

Furthermore, in order to facilitate the use of
structured prediction method, we perform another
transformation from ITG-like trees to label se-
quence with the grouping of stack operations.
Then the structure preserving problem in transla-
tion is transferred to a structured prediction one
tackled by sequence labeling method such as in
Part-of-Speech (POS) tagging. This transforma-
tion can be performed automatically without com-
plex linguistic information. At last, a modified
search process integrating structure information is
performed to produce sentence translation. Figure
1 illustrates the process flow of our model. Be-
sides, the phrase extraction is constrained by ITGs.
Therefore, in this model, most units are word
based except that we regard those complex word
alignments as a whole (i.e. phrase) for the simplic-
ity of ITG-like tree representations.

Bilingual Sentences

Word Alignments GIZA++ Training
(grow-diag-final) <1‘:' (Bidirectional)
Monolingual
Sentences <&
ITG-like Trees
ﬂ Stack-based Operations
Language Model JL
guag Translation Model
Structured Information
H (Training by SEARN)
!

Search e*
Maximize Pr(e)*Pr(fle)

)

Input Output

npu
Source Language Target Language
Sentence Sentence

Figure 1: Chart of model framework
The paper is organized as follows: related work
is show in section 2. The details of the transforma-



tion from word alignments to structured parsing
trees and then to label sequence are given in sec-
tion 3. The structured prediction method is de-
scribed in section 4. In section 5, a beam search
decoder with structured information is described.
Experiments are given for three European lan-
guage pairs in section 6 and we conclude our pa-
per with some discussions.

2 Related Work

This method is similar to block-orientation model-
ing (Tillmann and Zhang 2005) and maximum
entropy based phrase reordering model (Xiong et
al. 2006), in which local orientations (left/right) of
phrase pairs (blocks) are learned via MaxEnt clas-
sifiers. However, we assign shift/reduce labeling
of ITGs taken from the shift-reduce parsing, and
classifier is learned via SEARN. This paper is
more elaborated by assigning detailed stack-
operations.

The use of structured prediction to SMT is also
investigated by (Liang et al. 2006; Tillmann and
Zhang 2006; Watanabe et al. 2007). In contrast,
we use SEARN to estimate one bilingual parsing
tree for each sentence pair from its word corre-
spondences. As a consequence, the generation of
target language sentences is assisted by this struc-
tured information.

Turian et al. (2006) propose a purely discrimi-
native learning method for parsing and translation
with tree structured models. The word alignments
and English parse tree were fed into the GenPar
system (Burbank et al. 2005) to produce binarized
tree alignments. In our method, we predict tree
structures from word alignments through several
transformations without involving parser and/or
tree alignments.

3 Transformation

3.1 Word Alignments and ITG-like Tree

First, following Koehn et al. (2003), bilingual sen-
tences are trained by GIZA++ (Och and Ney 2003)
in two directions (from source to target and target
to source). Then, two resulting alignments are re-
combined to form a whole according to heuristic
rules, e.g. grow-diag-final. Second, based on the
word alignment matrix, one unique parsing tree
can be generated according to ITG constraints
where the “left-first” constraint is posed. That is to
say, we always make the leaf nodes as the right
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sons as possible as they can. Here we present two
basic operations for mapping tree items, one is in
order and the other is in reverse order (see Figure
2). Basic word alignments are in (a), while (b) is
their corresponding alignment matrix. They can be
described using ITG-like trees (c).

f2

® ® oo
el * fl/el S
o @ o . m;l ‘;ez f2/e2 SR+
(1a)

(1b) (le) (1d)

® ® 1o
@ @ e2| o+ fle2 /el

(2a) (2b) (2¢) (2d)

Figure 2: Two basic representations for tree items

©eo6 060606
o 5% & %

(b)

© ® 0 @ ®
@ © ® O ®

© (d)
Figure 3: “inside-out” transpositions (a) and (b) with two
typical complex sequences (c) and (d). In (¢) and (d), word
correspondence f2-e2 is also extracted as sub-alignments.

The two widely known situations that cannot be
described by ITGs are called “inside-out” transpo-
sitions (Figure 3 a & b). Since they cannot be de-
composed in ITGs, we consider them as basic
units. In this case, phrase alignment is used. In our
model, more complex situations exist for the word
correspondences are generated automatically from
GIZA++. At the same time, we also keep the sub-
alignments in those complex situations in order to
extend the coverage of translation options. The
sub-alignments are restricted to those that can be
described by the two basic operations. In other
words, for our ITG-like tree, the nodes are mostly
word pairs, except some indecomposable word
sequences pairs. Figure 3 shows four typical com-
plex sequences viewed as phrases.

Therefore, our ITG-like trees take some phrase
alignments into consideration and we also keep
the sub-alignments in these situations. Tree items
in our model are restricted to minimum constitu-
ents for the simplicity of parsing tree generation.
Then we extract those word pairs from tree items,
instead of all the possible word sequences, as our
translation table. In this way, we can greatly re-
duce the number of translation pairs to be consid-
eration.

fl/e2 N
f2/el S.R-

(a)



3.2 SHIFT and REDUCE Operations

Sagae and Lavie (2005) propose a constituency-
based parsing method to determine sentence de-
pendency structures. This method is simple and
efficient, which makes use of SHIFT and RE-
DUCE operations within a stack framework. This
kind of representations can be easily learned by a
classifier with linear time complexity.

In their method, they build a parse tree of a sen-
tence one word at a time just as in a stack parser.
At any time step, they either shift a new word on
to the stack, or reduce the top two elements on the
stack into a new non-terminal.

Sagae and Lavie’s algorithms are designed for
monolingual parsing problem. We extend it to
represent our ITG-like tree. In our problem, each
word pairs can be viewed as tree items (nodes).
To handle our tree alignment problem, we need to
define two REDUCE operations: REDUCE in
order and REDUCE in reverse order. We define
these three basic operations as follows:

S: SHIFT - push the current item onto the
stack.

R+: REDUCE in order - pop the first two
items from the stack, and combine them in
the original order on the target side, then
push back.

R-: REDUCE in reverse order - pop the
first two items from the stack, and combine
them in the reverse order on the target side,
then push back.

Using these operators, our ITG-like tree is
transformed to serial stack operations. In Figure 2,
(d) is such a representation for the two basic
alignments. Therefore, the structure of word
aligned sentences can be transformed to an opera-
tion sequence, which represents the bilingual pars-
ing correspondences.

After that, we attach these operations to each
corresponding tree item like a sequence labeling
problem. We need to perform another “grouping”
step to make sure only one operation is assigned
to each item, such as “S,R+”, “S,R-R+”, etc.
Then, those grouped operations are regarded as a
whole and performed as one label. The number of
this kind of labels is decided by the training cor-
pus'. Having defined such labels, the prediction of

" This set of labels is quite small and only 16 for the French-
English training set with 688,031 sentences.
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tree structures is transformed to a label prediction
one. That is, giving word pairs as input, we trans-
form them to their corresponding labels (stack
operations) in the output. At the same time, tree
transductions are encoded in those labels. Once all
the “labels” are performed, there should be only
one element in the stack, i.e. the generating sen-
tence translation pairs. See Appendix A for a more
complete example in Chinese-English with our
defined operations.

Another constraint we impose is to keep the
least number of elements in stack at any time. If
two elements on the top of the stack can be com-
bined, we combine them to form a single item.
This constraint can avoid having too many possi-
ble operations for the last word pair, which may
make future predictions difficult.

4 Structured Prediction

SEARN is a machine learning method proposed
recently by Daumé III et al. (2007) to solve struc-
tured prediction problems. It can produce a high
prediction performance without compromising
speed, simplicity and generality. By incorporating
the search and learning process, SEARN can solve
the complex problems without having to perform
explicit decoding any more.

In most cases, a prediction of input x in domain
X into output y in domain Y, like SVM and deci-
sion trees, cannot keep the structure information
during prediction. SEARN considers this problem
as a cost sensitive classification one. By defining
features and a loss function, it performs a cost
sensitive learning algorithm to learn predictions.
During each iteration, the optimal policy (decided
by previous classifiers) generates new training
examples through the search space. These data are
used to adjust performance for next classifier.
Then, iterations can keep this algorithm to per-
form better for prediction tasks. Structures are
preserved for it integrates searching and learning
at the same time.

4.1 Parsing Tree Prediction

For our problem, using SEARN to predict the
stack-based ITG-like trees, given word alignments
as input, can benefit from the advantages of this
algorithm. With the structured learning method,
we can account for the sentence structures and
their correspondence between two languages at



the same time. Moreover, it keeps the translating
structures from source to target.

As we have transformed the tree-to-tree transla-
tion problem into a sequence labeling one, all we
need to solve is a tagging problem similar to a
POS tagging (Daumé III et al. 2006). The input
sequence x is word pairs and output y is the group
of SHIFT and REDUCE operations. For sequence
labeling problem, the standard loss function is
Hamming distance, which measures the difference
between the true output and the predicting one:

HL(y,9)=Y.6(3,.3,) (1)

where 9 is 0 if two variables are equal, and 1 oth-
erwise.

5

We use a left-to-right beam search decoder to find
the best translation given a source sentence. Com-
pared with general phrase-based beam search de-
coder like Pharaoh (Koehn 2004), this decoder
integrates structured information and does not
need distortion cost and other costs (e.g. future
costs) any more. Therefore, the best translation
can be determined by:

e* =argmax{p(f | e)p,, ("} (2)

where w is a factor of word length penalty. Simi-
larly, the translation probability p(f |e) can be

Decoder

further decomposed into:

p(f1o=TTo(fle)
and ¢(f;|e,) represents the probability distribu-

3

tion of word pairs.

Instead of extracting all possible phrases from
word alignments, we consider those translation
pairs from the nodes of ITG-like trees only. Like
Pharaoh, we calculate their probability as a com-
bination of 5 constituents: phrase translation prob-
ability (in both directions), lexical translation
probability (in both directions) and phrase penalty
(default is set at 2.718). The corresponding weight
is trained through minimum error rate method
(Och 2003). Parameters of this part can be calcu-
lated in advance once tree structures are generated
and can be stored as phrase translation table.

5.1 Core Algorithm

Another important question is how to preserve
sentence structures during decoding. A left-to-
right monotonous search procedure is needed.
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Giving the source sentence, word translation can-
didates can be determined according to the trans-
lation table. Then, several rich features like cur-
rent and previous source words are extracted
based on these translation pairs and source sen-
tence. After that, our structured prediction learn-
ing method will be used to predict the output “la-
bels”, which produces a bilingual parsing tree.
Then, a target output will be generated for the cur-
rent partial source sentence as soon as bilingual
parsing trees are formed. The output of this part
therefore contains syntactic information for struc-
ture.

For instance, given the current source partial
like “fl1 f2”, we can generate their translation
word pair sequences with the translation table,
like “fl/el f2/e2”, “f1/e3 f2/e4” and so on. The
corresponding features are then able to be decided
for the next predicting process. Once the output
predictions (i.e. stack operations) are decided, the
bilingual tree structures are formed at the same
time. As a consequence, results of these opera-
tions are the final translations which we really
need.

At each stage of translation, language model
parameters can be added to adjust the total costs
of translation candidates and make the pruning
process reasonable. The whole sentence is then
processed by incrementally constructing the trans-
lation hypotheses. Lastly, the element in the last
beam with the minimum cost is the final transla-
tion. In general, the translation process can be de-
scribed in the following way:

1. Generating all the translation options based on the phrase
translation table

2. For each source word in sequence, choose one translation
counterpart, generate its word pairs and current word pair
sequence for sentence

3. Extract features for structured prediction

4. Using SEARN to predict the “label” sequence and then its
parsing tree

5. Generate current target output with recombining and pruning
6. Add the next source word and repeat step 2 until all is finished
7. Output the one with the minimum cost in the last beam.

5.2  Recombining and Pruning

Different translation options can combine to form
the same fragment by beam search decoder. Re-
combining is therefore needed here to reduce the
search space. So, only the one with the lowest cost
is kept when several fragments are identical. This
recombination is a risk-free operation to improve
searching efficiency.

Another pruning method used in our system is
histogram pruning. Only n-best translations are



allowed for the same source part in each stack (e.g.
n=100). In contrast with traditional beam search
decoder, we generate our translation candidates
from the same input, instead of all allowed word
pairs elsewhere. Therefore the pruning is much
more reasonable for each beam. There is no rela-
tive threshold cut off compared with Pharaoh.

In the end, the complexities for decoding are
the main concern of our method. In practice, how-
ever, it will not exceed the O(m* N *Tn) (m for

sentence length, N for stack size and 7n for al-
lowed translation candidates). This is based on the
assumption that our prediction process (tackled by
SEARN) is fed with three features (only one for-
mer item is associated), which makes it no need of
full sentence predictions at each time.

6 Experiment

We validate our method using the corpus from the
shared task on NAACL 2006 workshop for statis-
tical machine translation”. The difference of our
method lies in the framework and different phrase
translation table. Experiments are carried on all
the three language pairs (French-English, Ger-
man-English and Spanish-English) and perform-
ances are evaluated by the providing test sets. Sys-
tem parameters are adjusted with development
data under minimum error rate training.

For SEARN, three features are chosen to use:
the current source word, the word before it and the
current target word. As we do not know the real
target word order before decoding, the corre-
sponding target word’s position cannot be used as
features. Besides, we filter the features less than 5
times to reduce the training complexities.

The classifier we used in the training process is
based on perceptron because of its simplicity and
performance. We modified Daumé III’s script’ to
fit our method and use the default 5 iterations for
each perceptron-based training and 3 itertaions for
SEARN.

6.1 Results for different language pairs

The final results of our system, named Amasis,
and baseline system Pharaoh (Koehn and Monz
20006) for three language pairs are listed in Table 1.
The last three lines are the results of Pharaoh with
phrase length from 1 to 3. However, the length of

2 http://www.statmt.org/wmt06/shared-task/
3 http://www.cs.utah.edu/~hal/searn/SimpleSearn.tgz
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F-E G-E S-E

In Out In Out In Out
Amasis | 27.44 | 18.41 | 23.02 | 15.97 | 27.51 | 23.35
Pharaoh; | 20.54 | 14.07 | 17.53 | 12.13 | 23.23 | 20.24
Pharaoh, | 27.71 | 19.41 | 23.36 | 15.77 | 28.88 | 25.28
Pharaoh; | 30.01 | 20.77 | 24.40 | 16.58 | 30.58 | 26.51

Table 1: BLEU scores for different language pairs. In - In-
domain test, Out - Out-of-domain test.

phrases for Amasis is determined by ITG-like tree
nodes and there is no restriction for it.

Even without producing higher BLEU scores
than Pharaoh, our approach is still interesting for
the following reasons. First, the number of phrase
translation pairs is greatly reduced in our system.
The ratio of translation table number in our
method (Amasis) to Pharaoh, for French-English
is 9.68%, for German-English is 13.54%, for
Spanish-English is 8.12% (Figure 4). This means
that our method is more efficient at combining
words and phrases during translation. The reasons
for the different ratio for the three languages are
not very clear, maybe are related to the flexibility
of word order of source language. Second, we
count the single word translation pairs (only one
word in the source side) as shown in Figure 5.
There are significantly more single word transla-
tions in our method. However, the translation
quality can be kept at the same level under this
circumstance. Third, our current experimental re-
sults are produced with only three common fea-
tures (the corresponding current source and target
word and the last source one) without any linguis-
tics information. More useful features are ex-
pected to be helpful like POS tags. Finally, the
performance can be further improved if we use a
more powerful classifier (such as SVM or ME)
with more iterations.
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Our method provides a simple and efficient way
to solve the word ordering problem partially
which is NP-hard (Knight 1999). It is word based
except for those indecomposable word sequences
under ITGs. However, it can achieve comparable
results with phrase-based method (like Pharaoh),
while much fewer translation options are used.
For the structure prediction process, only 3 com-
mon features are preserved and perceptron-based
classifiers are chosen for the use of simplicity. We
argue that this approach is promising when more
features and more powerful classifiers are used as
Daumé III et al. (2007) stated.

Our contributions lie in the integration of struc-
ture prediction for bilingual parsing trees through
serial transformations. We reinforce the power of
formally syntax-based method by using structured
prediction method to obtain tree-to-tree transduc-
tions by the transforming from word alignments to
ITG-like trees and then to label sequences. Thus,
the sentence structures can be better accounted for
during translating.

Conclusion
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Appendix A. A Complete Example in Chinese-English
with Our Defined Operations

Word alignments
A T

[SRNES|

AR

I AR L o Jrat

a great way to learn about Chinese music

ITG-like tree

I % /music

T fi#/to learn about  **[¥]/Chinese R Uf/great Ji #way

SHIFT-REDUCE label sequence

—Na S

T f#/to learn about S

71 [# /Chinese S,R+

SRk /music S,R+

/e SR+

1R Ui /great S

/e SR+

J5 way S,R+,R-,R+

Stack status when operations finish
A TR P E ER AR G 5

/ a great way to learn about Chinese music
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Abstract

Target task matched parallel corpora are re-
quired for statistical translation model train-
ing. However, training corpora sometimes
include both target task matched and un-
matched sentences. In such a case, train-
ing set selection can reduce the size of the
translation model. In this paper, we propose
a training set selection method for transla-
tion model training using linear translation
model interpolation and a language model
technique. According to the experimental
results, the proposed method reduces the
translation model size by 50% and improves
BLEU score by 1.76% in comparison with a
baseline training corpus usage.

1 Introduction

Parallel corpus is one of the most important compo-
nents in statistical machine translation (SMT), and
there are two main factors contributing to its perfor-
mance. The first is the quality of the parallel corpus,
and the second is its quantity.

A parallel corpus that has similar statistical char-
acteristics to the target domain should yield a more
efficient translation model. @ However, domain-
mismatched training data might reduce the transla-
tion model’s performance. A large training corpus
obviously produces better quality than a small one.
However, increasing the size of the training corpus
causes another problem, which is increased compu-
tational processing load. This problem not only af-
fects the training of the translation model, but also

655

its applications. The reason for this is that a large
amount of training data tends to yield a large trans-
lation model and applications then have to deal with
this model.

We propose a method of selecting translation
pairs as the training set from a training parallel
corpus to solve the problem of an expanded trans-
lation model with increased training load. This
method enables an adequate training set to be se-
lected from a large parallel corpus by using a small
in-domain parallel corpus. We can make the transla-
tion model compact without degrading performance
because this method effectively reduces the size of
the set for training the translation model. This com-
pact translation model can outperform a translation
model trained on the entire original corpus.

This method is especially effective for domains
where it is difficult to enlarge the corpus, such as
in spoken language parallel corpora (Kikui et al.,
2006). The main approach to recovering from an un-
dersupply of the in-domain corpus has been to use
a very large domain-close or out-of-domain paral-
lel corpus for the translation model training (NIST,
20006). In such case, the proposed method effectively
reduces the size of the training set and translation
model.

Section 2 describes the method of selecting the
training set. Section 3 details the experimental re-
sults for selecting the training set and actual trans-
lation from the International Workshop on Spoken
Language Translation 2006 (IWSLT2006). Section
4 compares the results of the proposed method with
those of the conventional method. Section 5 con-
cludes the paper.
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Figure 1: Framework of method.

2 Method

Our method use a small in-domain parallel corpus
and a large out-of-domain parallel corpus, and it
selects a number of appropriate training translation
pairs from the out-of-domain parallel corpus. Fig-
ure 1 is a flow diagram of the method. The proce-
dure is as follows:

1. Train a translation model using the in-domain
parallel corpus.

2. Train a language model using the source lan-
guage side or/and target language side of the
in-domain corpus.

3. Calculate the word perplexity for each sentence
(in source language side or/and target language
side) in the out-of-domain corpus by using the
following formulas.
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PP, = P.(S,) 7« (1)

where PP, is the target language side perplex-
ity, and P, is the probability given by the target
side language model. S, is the target language
sentence in the parallel corpus, and n, is the
number of words in the sentence.

We can also calculate the perplexity in the
source language (P Py) in the same way.

1

PPy = Py(Sy) ™ 2

If we use perplexities in both languages, we can
calculate average perplexity (PP, ) by using
the following formula.

PP, = (PP, x PPy)2 3)



Table 1: Size of parallel corpora

# of sentences # of words Explanation
English Chinese English Chinese P
In=domain 40 K 40 K 320 K| 301 K Basic Travel Expressions Corpus
parallel corpus
Out-of-domain LDC corpus (LDC 2002T01, LDC2003T17, LDC2004T07,
parallel corpus | Z9M | 25M [ 62M | 54 M LDC2004T08, LDC2005T06 and LDC2005T10)

4. Select translation pairs from the out-of-domain
parallel corpus. If the perplexity is smaller than
the threshold, use translation pairs as the train-
ing set. Otherwise, discard the translation pairs.

5. Train a translation model by using the selected
translation pairs.

6. Integrate the translation model obtained in 1
and 6 by linear interpolation.

3 Experiments

We carried out statistical machine translation experi-
ments using the translation models obtained with the
proposed method.

3.1 Framework of SMT

We employed a log-linear model as a phrase-based
statistical machine translation framework. This
model expresses the probability of a target-language
word sequence (e) of a given source language word
sequence (f) given by

exp (Zf\g Aihi(e, f))
o exp (S Aihile'. 1))

where h;(e, f) is the feature function, J; is the fea-
ture function’s weight, and M is the number of fea-
tures. We can approximate Eq. 4 by regarding its
denominator as constant. The translation results (€)
are then obtained by

P(elf) =

)

M
é(f, \M) = argmax, Z Aihi(e, f) ®)
i=1

3.2 Experimental conditions

3.2.1 Corpus

We used data from the Chinese-to-English trans-
lation track of the IWSLT 2006(IWSLT, 2006) for
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the experiments. The small in-domain parallel cor-
pus was from the IWSLT workshop. This corpus
was part of the ATR Bilingual Travel Expression
Corpus (ATR-BTEC) (Kikui et al., 2006). The large
out-of-domain parallel corpus was from the LDC
corpus (LDC, 2007). Details on the data are listed
in Table 1. We used the test set of the IWSLT2006
workshop for the evaluation. This test set consisted
of 500 Chinese sentences with eight English refer-
ence translations per Chinese sentence.

For the statistical machine-translation experi-
ments, we first aligned the bilingual sentences
for preprocessing using the Champollion tool (Ma,
2006). We then segmented the Chinese words us-
ing Achilles (Zhang et al., 2006). After the seg-
mentation, we removed all punctuation from both
English and Chinese corpuses and decapitalized the
English corpus. We used the preprocessed data to
train the phrase-based translation model by using
GIZA++ (Och and Ney, 2003) and the Pharaoh tool
kit (Koehn et al., 2003).

3.2.2 Features

We used eight features (Och and Ney, 2003;
Koehn et al., 2003) and their weights for the transla-
tions.

1. Phrase translation probability from source lan-
guage to target language (weight = 0.2)

2. Phrase translation probability from target lan-
guage to source language (weight = 0.2)

3. Lexical weighting probability from source lan-
guage to target language (weight = 0.2)

4. Lexical weighting probability from source tar-
get to language weight = 0.2)

5. Phrase penalty (weight = 0.2)



6. Word penalty (weight = —1.0)
7. Distortion weight (weight = 0.5)

8. Target language model probability (weight =
0.5)

According to a previous study, the minimum er-
ror rate training (MERT) (Och, 2003), which is the
optimization of feature weights by maximizing the
BLEU score on the development set, can improve
the performance of a system. However, the range
of improvement is not stable because the MERT al-
gorithm uses random numbers while searching for
the optimum weights. As previously mentioned, we
used fixed weights instead of weights optimized by
MERT to remove its unstable effects and simplify
the evaluation.

3.2.3 Linear interpolation of translation
models

The experiments used four features (Feature # 1
to 4 in 3.2.2) as targets for integration. For each fea-
ture, we applied linear interpolation by using the fol-
lowing formula.

h(e, f) = Houthout(ea f) + (1 _Mout)hin(ey f) (6)

Here, h,(e, f) and hoyu(e, f) are features trained
on the in-domain parallel corpus and out-of-domain
corpus, respectively. fioy: 1s the weight for the fea-
ture trained on the out-of-domain parallel corpus.

3.24 Language model

We used a Good-Turing (Good, 1953) 3-gram lan-
guage model for data selection.

For the actual translation, we used a modi-
fied Kneser-Ney (Chen and Goodman, 1998) 3-
gram language model because modified Kneser-Ney
smoothing tended to perform better than the Good-
Turing language model in this translation task. For
training of the language model, only the English side
of the in-domain corpus was used. We used the
same language model for the entire translation ex-
periment.

3.3 Experimental results

3.3.1 Translation performance

Figure 2 and 3 plot the results of the experiments.
The horizontal axis represents the weight for the out-
of-domain translation model, and the vertical axis
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Figure 2: Results of data selection and linear inter-
polation (BLEU)

represents the automatic metric of translation qual-
ity (BLEU score (Papineni et al., 2002) in Fig. 2,
and NIST score (NIST, 2002) in Fig. 3). Thick
straight broken lines in the figures indicate auto-
matic scores of a baseline system. This base line sys-
tem was trained on the in-domain and all of the out-
of-domain corpus (2.5M sentence pairs). These data
were concatenated before training; then one model
was trained without linear interpolation. The five
symbols in the figures represent the sizes (# of sen-
tence pairs) of the selected parallel corpus. Here,
the selection was carried out by using Eq. 1. For
automatic evaluation, we used the reference transla-
tion with a case unsensitive and no-punctuation set-
ting. Hence, higher automatic scores indicate better
translations; the selected corpus size of 1.2M (Xx)
indicates the best translation quality in Fig. 2 at the
point where the weight for the out-of-domain trans-
lation model is 0.7.

In contrast to Fig. 2, Fig. 3 shows no improve-
ments to the NIST score by using the baseline out-
of-domain usage. The optimal weights for each cor-
pus size are different from those in Fig. 2. How-
ever, there is no difference in optimal corpus size;
i.e., the selected corpus size of 1.2M gives the best
NIST score.



6.9

i
R T
e |
S 62 \
(%] p
e it
Z 1
6 4
1
1
so b | --O-- 400K \\:
|1
Ay
58 F—| - - 800 K '-\\
it
\X
57 F —x-12M |
56 F— - 16 M

O - e~

55 F—

—e—25M

54 [ [
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Weight for out—of—domain translation model

Figure 3: Results of data selection and linear inter-
polation (BLEU)

Table 2: Size of integrated phrase tables

(SeCn?crepnucSespl)za?rs) Size of phrase table
(Bytes)
In—domain| Out—of-domain
40 K 0 AN
40 K 1.2 M 917 M
40 K 25 M 1.8 G

3.3.2 Size of the translation models

Table 2 lists the sizes of the translation models
of the baseline and optimum-size training corpus.
The size of the phrase table is the uncompressed file
size of the phrase table trained by the Pharaoh tool
kit. As the table indicates, our method reduced the
model sizes by 50%.

This reduction had a positive effect on the com-
putational load of decoding.

3.3.3 Equations for the selection

The experiments described above used only target
language side information, i.e., Eq. 1, for the data
selection. Here, we compare selection performances
of Eqs. 1, 2, and 3. Table 3 shows the results.
The first row shows the results of using only the in-
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domain parallel corpus. The second row shows re-
sults of the baseline. The third row shows the results
of using linear interpolation without data selection.
Comparing the results for the three equations, we
see that Eq. 1 gives the best performance. It out-
performs not only the baseline but also the results
obtained by using all of the (2.5M) out-of-domain
data and linear interpolation.

The results of using source language side infor-
mation (Eq. 2) and information from both language
sides (Eq. 3) still showed better performance than
the baseline system did.

4 Comparison with conventional method

There are few studies on data selection for trans-
lation model training. Most successful and recent
study was that of (Lu et al., 2007). They applied
the TF*IDF framework to translation model train-
ing corpus selection. According to their study, they
obtained a 28% translation model size reduction (A
2.41G byte model was reduced to a 1.74G byte
model) and 1% BLEU score improvement (BLEU
score increased from 23.63% to 24.63%). Although
there results are not directly comparable to ours [?7]
because of the differences in the experimental set-
ting, our method outperforms theirs for both aspects
of model size reduction and translation performance
improvement (50% model size reduction and 1.76%
BLEU score improvement).

5 Conclusions

We proposed a method of selecting training sets for
training translation models that dramatically reduces
the sizes of the training set and translation models.

We carried out experiments using data from the
Chinese-to-English translation track of the IWSLT
evaluation campaign. The experimental results indi-
cated that our method reduced the size of the training
set by 48%. The obtained translation models were
half the size of the baseline.

The proposed method also had good translation
performance. Our experimental results demon-
strated that an SMT system with a half-size transla-
tion model obtained with our method improved the
BLEU score by 1.76%. (Linear interpolation im-
proved BLEU score by 1.61% and data selection im-
proved BLEU score by an additional 0.15%.)



Table 3: Results of data selection by using Egs. 1, 2, and 3

Corpus §ize (Sentence pairs) : Selection method Optimal wei.ght for BLEU score

In—domain Qut—of—-domain out—of—-domain model
40 K 0 N/A N/A 21.68%
40 K 25 M N/A N/A 23.16%
40 K 25 M N/A 0.7 24.77%
40 K 1.2 M Eg. 1 0.7 24.92%
40 K 1.2 M Eq. 2 0.8 24.76%
40 K 1.2 M Eq. 3 0.6 24.56%

We also compared the selections using source lan-
guage side information, target language side infor-
mation and information from both language sides.
The experimental results show that target language
side information gives the best performance in the
experimental setting. However, there are no large
differences among the different selection results.
The results are encouraging because they show that
the in-domain mono-lingual corpus is sufficient to
select training data from the out-of-domain parallel
corpus.
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Abstract 2 Related Work

This paper presents methods to combine The utility of ever increasingly large LMs for MT
large language models trained from diverse has been recognized in recent years. The effect
text sources and applies them to a state-of- 0f doubling LM size has been powerfully demon-
art French—-English and Arabic—English ma-  strated by Google’s submissions to the NIST eval-
chine translation system. We show gains of uation campaigns. The use of billions of words of
over 2 BLEU points over a strong baseline LM training data has become standard in large-scale
by using continuous space language models SMT systems, and even trillion word LMs have been

in re-ranking. demonstrated. Since lookup of LM scores is one of
the fundamental functions in SMT decoding, effi-
1 Introduction cient storage and access of the model becomes in-

Oft data is better dat 4 so it should creasingly difficult.
€n more data IS betier dala, and so It Shou comeA recent trend is to store the LM in a distributed

as no surprise that recently statistical machine trans: . . . .
. : Cluster of machines, which are queried via network
lation (SMT) systems have been improved by the ) .
. Tequests (Brants et al., 2007; Emami et al., 2007).

use of large language models (LM). However, trains, . . .
. . It is easier, however, to use such large LMs in re-
ing data for LMs often comes from diverse sources,_ . .
o ranking (Zhang et al., 2006). Since the use of clus-

some of them are quite different from the target do: . . .
. . ters of machines is not always practical (or afford-
main of the MT application. Hence, we need to o .
. . . able) for SMT applications, an alternative strategy
weight and combine these corpora appropriately. In ' iy .
- - -7 Is to find more efficient ways to store the LM in the
addition, the vast amount of training data available . . . .
working memory of a single machine, for instance

for LM purposes and the desire to use high-order . . . .
_arams auickly exceeds the conventional com uer using efficient prefix trees and fewer bits to store
r-grams quickly PUthe LM probability (Federico and Bertoldi, 2006).

ing resources that are typically availa_ble. It we a"Also the use of lossy data structures based on Bloom
not able to accommodate large LMs integrated Ints‘)llters has been demonstrated to be effective for LMs

th? dtigoder, using them mtre-:janklng 'S an o:c;;uodn. Talbot and Osborne, 2007a; Talbot and Osborne,
n thiS paper, we present and compare methods 07b). This allows the use of much larger LMs,

build LMs from diverse training corpora. We alsobut increases the risk of errors.
show that complex LMs can be used in re-ranking

to improve performance given a strong baseline. |
particular, we use high-ordet-grams continuous

space LMs to obtain MT of the well-known NIST | M training data may be any text in the output

2006 test set that compares very favorably with the\nguage. Typically, however, we are interested in

8  Combination of L anguage M odels

results reported in the official evaluation. building a MT system for a particular domain. If text
" hew address: LIUM, University du Maine, France,'€Sources come from a diversity of domains, some
Hol ger. Schwenk@ i um uni v-1 enans. fr may be more suitable than others. A common strat-
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,_ _ _ _ NeuralNetwork —__ _ _ sic idea is to convert the word indices to a continu-
output

| input probability estimation layer | ous representation and to use a probability estima-

Wi | rojection P tor operating in this space. Since the resulting dis-
| . layer hidden | P(w;=1]hy;) tributi .
\ : ributions are smooth functions of the word repre-
. | sentation, better generalization to unknowsgrams
: o } P(w]—z\hj)

I can be expected. This approach was successfully ap-
: plied to language modeling in small (Schwenk et al.,

shared
projections

I
| 2006) an medium-sized phrase-based SMT systems
: (Déchelotte et al., 2007).
: H g PV The architecture of the continuous space language
oy 0 model (CSLM) is shown in Figure 1. A standard

- - - - T T T T fully-connected multi-layer perceptron is used. The
inﬁ?@zés%%z%iﬁﬁgt | jepiesentaton: MPaiverds.  inputs to the neural network are the indices of the

n—1 previous words in the vocabulafy=w;_, 11,

Figure 1: Architecture of the continuous space LM. - -, wj—2,w;—1 and the outputs are the posterior
probabilities ofall words of the vocabulary:

egy is to divide up the LM training texts into smaller P(w; = ilhj) Vi € [1, N] (@H)
parts, train a LM for each of them and combine these ) ) )

in the SMT system. Two strategies may be emwhereN is the size of the vocabulary. The input
ployed to combine LMs: One is the use of interpolaUSeS the so-called 1-of-n coding, i.e., itfeword of

tion. LMs are combined into one by weighting eactf"® Vocabulary is coded by setting thi element of
based on their relevance to the focus domain. TI'{Qe yector to 1 and aI_I the C?ther eler_nen_ts 0. _The
weighting is carried out by optimizing perplexity of ith line of theV x P dimensional projection matrix

a representative tuning set that is taken from the d&prrespolnds to the continuous representation of the
main. Standard LM toolkits like SRILM (Stolcke, ‘i Word= Let us denote; these projectionsy; the

2002) provide tools to estimate optimal weights usr—"dden Iayer ac_t|V|t|esai the outputsp; their sqft—
ing the EM algorithm max normalization, aneh;;, b;, v;; andk; the hid-

The second strategy exploits the log-linear modegen and output layer weights and the corresponding
that is the basis of modern SMT systems. In thi iases. Using these notations, the neural network

framework, a linear combination of feature func—IOerformS the following operations:

tions is used, which include the log of the LM prob-

ability. It is straight-forward to use multiple LMs in dj = tanh <Z mji ¢ + bj) 2)

this framework and treat each as a feature function ¢

in the log-linear model. Combining several LMs in 0i = > vid;+k (3)
J

the log domain corresponds to multiplying the cor-
responding probabilities. Strictly speaking, this sup- L, N o
poses an independence assumption that is rarely sat- pi = e/ Z € (4)
isfied in practice. The combination coefficients are =t
optimized on a criterion directly related to the transThe value of the output neuragsm corresponds di-
lation performance, for instance the BLEU score. rectly to the probabilityP (w; =i|h;).

In summary, these strategies differ in two points;: Training is performed with the standard back-
linear versus log-linear combination, and optimizing’ropagation algorithm minimizing the following er-

perplexity versus optimizing BLEU scores. ror function:
. N
4 Continuous Space L anguage M odels E=Y tlogp;+ 3 (Z e v%) (5)
i=1 jl ij

This LM approach is based @ntinuous represen-
tation of the words (Bengio et al., 2003). The ba- Typical values aré® = 200 ... 300
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wheret; denotes the desired output. The paramethe LMs have to be held in the working memory of
ter 5 has to be determined experimentally. Trainthe machine, since disk lookups are simply too slow.
ing is done using a resampling algorithm (Schwenkiltering LMs to then-grams which are needed for
2007). It can be shown that the outputs of a neurdhe decoding a particular sentence may be an option,
network trained in this manner converge to the podsut is useful only to a degree. Since the order of out-
terior probabilities. Therefore, the neural networkput words is unknown before decoding, atgrams
directly minimizes the perplexity on the trainingthat contain any of output words that may be gener-
data. Note also that the gradient is back-propagateded during decoding need to be preserved.
through the projection-layer, which means that the
neural network learns the projection of the words_ ¢
that is best for the probability estimation task. 014 |
In general, the complexity to calculate one prob-5 o.12 |
ability is dominated by the output layer dimension & o1l S e
since the size of the vocabulary (hek&=273k) is
usually much larger than the dimension of the hid-
den layer (hered=500). Therefore, the CSLM is
only used when the to be predicted word falls into.
the 8k most frequent ones. While this substantiallys
decreases the dimension of the output layer, it still®
covers more than 90% of the LM requests. The
other requests are obtained from a standard back-off

LM. Note that the full vocabulary is still used for the . ) )
words in the context (input of the neural network). Figure 2: Ratio of 5-grams required to translate one

The incorporation of the CSLM into the SMT sentence. The graph plots the ratio against sentence
- i 0
system is done by using-best lists. In all our length. - For a 40-word sentence, typically 5% of

experiments, the LM probabilities provided by thethedl"}/I s nectladed (numbtlars from German—English
CSLM are added as an additional feature functiof"0de! trained on Europarl).

It is also possible to use only one feature function See Figure 2 for an illustration that highlights

for the modeling of the target language (interpolag ot ratio of the LM is needed to translate a sin-
tion between the back-off and the CSLM), but thii&vle sentence. The ratio increases roughly linear
would need more memory since the huge back-Offiy sentence length. For a typical 30-word sen-
LM must be loaded during-best list rescoring. tence, about 4% of the LM 5-grams may be po-

We did not try to use the CSLM directly during tentially generated during decoding. For large 100-

decoding since this would result in increased decogyorg sentences. the ratio is about 18%hese num-
ing times. Calculating a LM probability with a back- pgrg suggest that we may be able to use 5-10 times

off model corresponds basically to a table Iook—up|,arger LMs, if we filter the LM prior to the decod-
while a forward pass through the neural network i?ng of each sentence. SMT decoders such as Moses
necessary for the CSLM. Very efficient optimiza-(koehn et al., 2007) may store the translation model
tions are possible, in particular whergrams with i, g efficient on-disk data structure (Zens and Ney,
the same context can be grouped together, but a "007), leaving almost the entire working memory
organization of the decoder may be necessary. o | M storage. However, this means for 32-bit ma-
] ] chines a limit of 3 GB for the LM.
5 Language Modelsin Decoding and On the other hand, we can limit the use of very

Re-Ranking large LMs to a re-ranking stage. In two-pass de-

words)

grams required

5

\ \
80 100 120
sentence length

LM lookups are one of the most time-consuming The numbers were obtained using a 5-gram LM trained

. . . .__~on the English side of the Europarl corpus (Koehn, 2005), a
steps in the decoding process, which makes t'm%'erman—Eninsh translation model trained on Europarl, and the
efficient implementations essential. ConsequentlywMT 2006 test set (Koehn and Monz, 2006).
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French | English 300 : , , : 29
News Commentary 1.2M 1.0M o
Europarl 37.5M | 33.8M Sl P 128

260 | 27

Table 1: Combination of a small in-domain (News £
Commentary) and large out-of-domain (Europarl)jE; 2401
training corpus (number of words). a

1 26

BLEU score

220 1 25

Dev perplexity

200 1 24

coding, the initial decoder produces arbest list

of translation candidates (say=1000), and a sec- 180
ond pass exploits additional features, for instance

very large LMs. Since the order of English words

is fixed, the number of different-grams that need Figure 3: Different weight given to the out-of-
to be looked up is dramatically reduced. Howevergomain data and effect on perplexity of a develop-

since then-best list is only the tip of the iceberg ment set (nc-dev2007) and on thee score of the
of possible translations, we may miss the translatiogest set (nc-devtest2007).

that we would have found with a LM integrated into

0.2 0.4 0.6 0.8 1
Interpolation coefficient

the decoding process. ™ LM BLEU (test)
_ combined 2 features 27.30

6 Experiments combined| interpolated 0.42  27.23

In our experiments we are looking for answers to the 2 features i 2 features 27.64

open questions on the use of LMs for SMT: Do per- _2 [eatures| interpolated 0.42  27.63

plexity and B_.EU score performance correlate when o ]
interpolating LMs? Should LMs be combined by in_TabIe 2: _Comblnatlon of _the translatlo_n_ models
terpolation or be used as separate feature functioh5M) Py simple concatenation of the training data

in the log-linear machine translation model? Is th&S: Uuse of two feature functions, and combination
use of LMs in re-ranking sufficient to increase ma®f the LM (LM) by interpolation or the use of two

chine translation performance? feature functions.
6.1 Interpolation may be given to the out-of-domain versus the in-
In the WMT 2007 shared task evaluation campaigdomain LM. One way to tune the weight is to opti-
(Callison-Burch et al., 2007) domain adaptation wamiize perplexity on a development set (nc-dev2007).
a special challenge. Two training corpora were profe examine values between 0 and 1, the EM proce-
vided: a small in-domain corpus (News Commendure gives the lowest perplexity of 193.9 at a value
tary) and the about 30 times bigger out-of-domaimf 0.42. Does this setting correspond with good
Europarl corpus (see Table 1). One method for ddBLEU scores on the development and test set (nc-
main adaptation is to bias the LM towards the indevtest2007) ? See Figure 3 for a comparison. The
domain data. We train two LMs and interpolate thenBLEU score on the development data is 28.55 when
to optimize performance on in-domain data. In outhe interpolation coefficient is used that was ob-
experiments, the translation model is first trained otained by optimizing the perplexity. A slightly better
the combined corpus without weighting. We use thgalue of 28.78 good be obtained when using an in-
Moses decoder (Koehn et al., 2007) with default seterpolation coefficient of 0.15. The test data seems
tings. The 5-gram LM was trained using the SRILMto be closer to the out-of-domain Europarl corpus
toolkit. We only run minimum error rate training since the best BLEU scores would be obtained for
once, using the in-domain LM. Using different LMssmaller values of the interpolation coefficient.
for tuning may change our findings reported here.  The second question we raised was: Is interpola-
When interpolating the LMs, different weightstion of LMs preferable to the use of multiple LMs
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as separate feature functions. See Table 2 for num- Px Bleu score

bers in the same experimental setting for two dif- Decode LM eval04| eval04 | eval06
ferent comparisons. First, we compare the perfor- 3-gram train+xin+afp| 86.9 | 50.57 | 43.69
mance of the interpolated LM with the use of two 3-gram train+giga 85.9 | 50.53 | 43.99
feature functions. The resultingLBU scores are  4-gram train+xin+afp| 74.9 | 50.99 | 43.90
very similar _(27.23 VS. 27.30). In a second experi- Reranking with continuous space L M
ment, we build two translation models, one for each 5-gram train+xin+afp| 62.5 | 52.88 | 46.02
corpus, and use separate feature functions for themG-gram traintxintafp| 60.9 | 53.25 | 45.96

T_hls gives a s_llghtly better performance, but_agaln it 7-gram train+xin+afp| 60.5 | 52.95 | 45.96
gives almost identical results for the use of interpo

lated LMs vs. two LMs as separate feature function%able 4: Improving MT performance with larger

(27.63 vs. 27.64). ) - . .
These experiments suggest that interpolated LI\/|'SMS trained on more training data and using higher

give similar performance to the use of multiple LMs.Order ofn-grams (Px Qenotgs perplexity).
In terms of memory efficiency, this is good newsPerformance we obtained is aBu score of 46.02
since an interpolated LM uses less memory. (case insensitive) on the most recent eval06 test set.

This compares favorably to the best score of 42.81
6.2 Re-Ranking (case sensitive), obtained in 2006 by Google. Case-
sensitive scoring would drop our score by about 2-3

Let us now turn our attention to the use of very larg _
LMs in decoding and re-ranking. The largest freelyBLEU POINtS.
available training sets for MT are the corpora pro- 10 assess the utility of re-ranking with large LMs,
vided by the LDC for the NIST and GE evalu- We carried out a number of experiments, summa-
ation campaigns for Arabic—English and Chineselized in Table 4. We used the English side of the par-
English. In this paper, we concentrate on the firgtllel training corpus and the Gigaword corpus dis-
language pair. Our starting point is a system udributed by the LDC for language modeling. See
ing Moses trained on a training corpus of about 20dable 3 for the size of these corpora. While this
million words that was made available through thduts us into the moderate billion word range of large
GALE program. Training such a large system pushdsMs, it nevertheless stresses our resources to the
the limits of the freely available standard tools. ~ limit. The largest LMs that we are able to support
For instance, GIZA++, the standard tool for wordWithin 3 GB of memory are a 3-gram model trained
alignment keeps a word translation table in memoryn all the data, or a 4-gram model trained only on
The only way to get it to process the 200 milliontrain+afp+xin. On disk, these models take up 1.7 GB
word parallel corpus is to stem all words to their firs€ompressed (gzip) in the standard ARPA format. All
five letters (hence reducing vocabulary size). Stilthese LMs are interpolated by optimizing perplexity
GIZA++ training takes more than a week of com-On the tuning set (eval04).
pute time on our 3 GHz machines. Training uses The baseline result is aUgu score of 43.69 us-
default settings of Moses. Tuning is carried out usng a 3-gram trained on train+afp+xin. This can be
ing the 2004 NIST evaluation set. The resulting sysslightly improved by using either a 3-gram trained

tem is competitive with the state of the art. The begen all data (REU score of 43.99) or by using a
4-gram trained on train+afp+xin (U score of

43.90). We were not able to use a 4-gram trained on
all data during the search. Such a model would take
more than 6GB on disk. An option would be to train
the model on all the data and to prune or quantize
it in order to fit in the available memory. This may
give better results than limiting the training data.
Next, we examine if we can get significantly bet-
ter performance using different LMs in re-ranking.

Corpus Words
Parallel training data (train) 216M
AFP part of Gigaword (afp) 390M
Xinhua part of Gigaword (xin) 228M
Full Gigaword (giga) 2,894M

Table 3: Size of the training corpora for LMs in
number of words (including punctuation)
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To this end, we train continuous space 5-gram to 7Fhorsten Brants, Ashok C. Popat, Peng Xu, Franz J. Och,

gram LMs and re-rank a 1000-best list (without du- and Jeffrey Dean. 2007. Large language models in

plicate translations) provided by the decoder using Machine translation. IBMNLP, pages 858-867.

the 4-gram LM. The CSLM was trained on the same&hris Callison-Burch, Cameron Fordyce, Philipp Koehn,

data as the back-off LMs. It yields an improvement ChfllStOtf 'V'Of;z, a”ﬂ_JOSth Sﬁhipederﬁso%7w“£eta')

; ; 0 ; evaluation of machine translation. on rk-

in pgrplexﬂy of abput 17% relative. shop on SMT, pages 136-158.

With various higher orden-grams models, we

obtain significant gains, up to just over 46.@) Daniel Déchelotte, Holger Schwenk, Hine Bonneau-
L . Maynard, Alexandre Allauzen, and Gilles Adda.

on the 200(_5 NIST evaluation set. A ga_ln of over 2007. A state-of-the-art statistical machine translation

2 BLEU points underscores the potential for re- gystem based on Moses. MT Summit.

ranking with large LM, even when the baseline LM

: mad Emami, Kishore Papineni, and Jeffrey Sorensen.
was already trained on a large corpus. Note also tI%12007. Large-scale distributed language modeling. In

good generalization behavior of this approach : the |cassp.
gain obtained on the test data matches or exceeds in

most cases the improvements obtained on the dev&farcello Federico and Nicola Bertoldi. 2006. How
many bits are needed to store probabilities for phrase-

opment data. The CSLM is also very memory ef- paseq translation? IRirst Workshop on SVIT, pages
ficient since it uses a distributed representation that 94-101.

does not increase with the Slze_ of trammg_matenaﬂ’hilipp Koehn and Christof Monz. 2006. Manual and au-
used. Overall, about 1GB of main memory is used. omatic evaluation of machine translation between Eu-

ropean languages. IFrst Workshop on SMT, pages
7 Discussion 102-121.

. . . >hilipp Koehn et al. 2007. Moses: Open source toolkit
In this paper we examined a number of issues rg for statistical machine translation. A&CL Demo and

garding the role of LMs in large-scale SMT sys- poger Sessions, pages 177—180, June.
tems. We compared methods to combine trainin

data from diverse corpora and showed that interp
lation of LMs by optimizing perplexity yields simi-

lar results to combining them as feature functions iffolger Schwenk, Marta R. Costa-jussa, and José A. R.
the log-linear model Fonollosa. 2006. Continuous space language models

. . . . for the IWSLT 2006 task. IWWSLT, pages 166—173.
We applied for the first time continuous space

LMs to the large-scale Arabic—English NIST eval-Holger Schwenk. 2007. Continuous space language
uation task. We obtained large improvements (over Models. Computer Speech and Language, 21:492—
2 BLEU points) over a strong baseline, thus validat-

ing both continuous space LMs and re-ranking as 4ndreas Stolcke. 2002. SRILM - an extensible language
method to exploit large LMs modeling toolkit. InICSLP, pages II: 901-904.

hilipp Koehn. 2005. Europarl: A parallel corpus for
statistical machine translation. MT Summit.
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Abstract

We present an approach to text navigation
conceived as a cognitive process exploiting
linguistic information present in texts. We
claim that the navigational knowledge in-
volved in this process can be modeled in a
declarative way with the Sextant language.
Since Sextant refers exhaustively to specific
linguistic phenomena, we have defined a
customized text representation. These dif-
ferent components are implemented in the
text navigation system NaviTexte. Two ap-
plications of NaviTexte are described.

1 Introduction

Text navigation has several interpretations. Usu-
ally, this term refers to hypertext systems, which
offer the possibility to activate hyperlinks, moving
the reading point from a text unit (source) to an-
other one (target), this change being intra or inter-
textual. From our point of view, this conception
presents some limitations. First, the hyperlink acti-
vation is not assisted. In other words, imprecise,
poor or no information is provided to the reader
before s/he activates the link. Second, the reader
does not know where the movement will be carried
out in the text (before or after the reading point or
outside the text), which generates the “lost in
hyperspace” problem (Edwards and Hardman
1989). Finally, hyperlinks are embedded in the hy-
pertext. Therefore, there is no clearly distinction
between text constituents and navigation knowl-
edge. In addition, by not explicitly modeling this
knowledge, it is not reusable.

Different solutions have been proposed to ad-
dress the problems mentioned. Some researchers
(Danielson, 2002) have tried to mitigate the lost in
hyperspace problem offering global maps where

Jean-Luc Minel
MoDyCO, UMR 7114 CNRS - Univ. Paris X
200, avenue de la République
92 001 — Nanterre — France

jminel@u-parisl0.fr

the reading point is clearly identified. Adaptive
hypertext (Mathe and Chen, 1994; Brusilovsky,
1996) relying on user model, proposes to modify
the way the text is shown on the screen. Dynamic
hypertext (Bodner and Chignell, 1999) computes
the value of hyperlinks using several criteria such
as text similarity or predefined relations. In this
approach, a hyperlink is defined as a query return-
ing a text node.

In some way, our conception of text navigation
is related to the notion of computed query, but
rather than taking into account criteria depending
on the reader, the target is computed by exploiting
linguistic information in texts. Moreover, the que-
ries are not placed in texts but they are encapsu-
lated as knowledge by a specific language (Sex-
tant), which allows isolating the navigational
knowledge to create knowledge bases. Both texts
and queries (navigational knowledge) are inter-
preted by NaviTexte, which manages the interac-
tions with a reader.

The remainder of this paper is organized as fol-
lows. In the next section, we discuss our approach
to text navigation. The third section describes a
navigational knowledge modeling language called
Sextant. The fourth section details the text naviga-
tion system NaviTexte. The fifth section describes
two applications of NaviTexte. Then we address
the evaluation aspects of our approach. At last,
conclusions are presented.

2 Defining text navigation

Our conception of text navigation lies in the
hypothesis that navigating through texts is the
expression of a cognitive process related to specific
knowledge (Minel, 2003; Couto and Minel, 2006).
More precisely: we claim that a reader moves
through texts applying some knowledge to exploit
linguistic information present in texts (e.g.
discursive markers). Moreover, we claim that this
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knowledge may be articulated in a declarative way
(cf- Sec. 3) relying on information in texts coded,
on the one hand, by its structure, and, on the other
hand, by specific annotations.

The main difference between classic hypertext
and our conception of navigation lies on the status
of texts and on the definition of navigational
knowledge. In the case of hypertext, the visualiza-
tion of a text is unique and navigational knowledge
is encoded (embedded) in the text. In our approach,
there are several ways to visualize a text (Couto,
2006), each way called fext view, and for each
view, different navigational knowledge may be
defined. As a consequence, the navigation is not
guided by the author, compared to hypertext navi-
gation where s/he determines the links, but it is the
result of an interpretation process made by the
reader, relying on text structure and annotations.

Navigational Knowledge
e [
inevi : A
) | Encoding Agent
> encodes
37
qene\ @

Machine leaning

. Text views having
navigation operations.

Figure 1. Elements of text navigation.

Our conception of navigation (cf. Fig.1) relies on
four elements: i) a text representation allowing lin-
guistic specific phenomena and annotations (see
Couto, 2006); ii) a language to model navigational
knowledge (cf. Sec. 3); iii) an agent (an individual
or a software) able to encode such knowledge; iv) a
system, called NaviTexte, to interpret and apply
knowledge to a specific text (cf. Sec. 4).

3 Modeling navigational knowledge: the
Sextant language

To allow the unambiguous isolation of navigational
knowledge we need a formal modeling language.
We want to model the knowledge applied by a
reader to move through texts, claiming that this
knowledge exploits linguistic information present
in texts. We do not say that this is the only way a
reader may move through texts (e.g. strolling
courses proposed by Géry (2002) is a counterex-
ample), but we say that this is the kind of way than

we are going to model. Different views of a text
and the fact that each view contains specific indica-
tions of the possible reading courses constitute the
heart of the language.
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A text view may be a full view or a partial view
focused in some specific phenomena present in the
text (for example a view of all discourse referents).
The constituent elements of a view are formalized
in a view description, which contains the type of
view, its parameters, the creation constraints (i.e.
conditions to verify by the TU of the view) and the
navigation operations (see next section). At pre-
sent, four types of view have been defined: plain-
text, tree, graph and temporality. The three firsts
types are described in (Couto, 2006). The last one
graphically represents temporality in texts and a
complete description is in (Battistelli et al., 2000).

Several view descriptions may be gathered by
the encoder in an entity called navigational knowl-
edge module. The creation of a view may be con-
ceptualized as the application of a view description
to a specific text. Thus, the application of a module
implies the creation of a set of text views.

Knowledge modules ant text views

3.2 The navigation operation

The notion of computed query mentioned in sec-
tion 1 is formalized in Sextant as a navigation op-
eration, which links a source TU to a target TU. In
classic hypertext systems one must explicitly con-
nect the specific source to the specific target. For
example, if a reader wants, for all definitions in a
scientific paper, to move from one to the following
one, several hyperlinks must be defined. In our ap-
proach we specify the source and the target using
conditions. As a result, we can abstract, for exam-
ple, the navigational knowledge that states “go
from one definition to the following one”, being
“definition” one of the TU annotations.

We can specify several conditions for the source
and the target. We say that a navigation operation
is available for a TU if this TU verifies the source
conditions. A text navigation system should find
the TU that verifies the target conditions. As sev-
eral TU in the text may verify them, we need a way
of disambiguation. This is done by the orientation
parameter, which specifies the direction of the tar-
get search by using one of these options: first, last,
forward(i), backward(i). First and last indicate that
the search of the target is absolute: the TU to select
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will be the first (respectively the last) TU that ver-
ify the conditions. Forward(i) and backward(i) in-
dicate that the search is carried out relatively to the

source (before or after) and indexed by the integer i.

For example, “forward(3)” is interpreted as the
third TU, after the source, of all the TU verifying
the target conditions.

3.3 The conditions language

The conditions language is an important compo-
nent of Sextant ant it is composed by basic condi-
tions, TU elements existence conditions, hierarchi-
cal conditions and non-hierarchical conditions.

Basic conditions concern TU’s attributes and
annotations. For this kind of condition we use a
notation close to the pattern notion. We define an
operator called TU, having five operands that cor-
respond to the following properties: type, number,
level, annotations and string. With the three first
operands and the fifth one, we denote constraints of
equality, inequality, order, prefix, suffix and sub-
string occurrence. The fourth operand is used to
indicate the existence or non-existence of annota-
tions, whether it is an annotation name, a value or a
name-value pair.

For TU elements existence conditions, we define
operators without operands to verify if a TU has
annotations, string, title, parent and children.

For conditions dealing with hierarchical rela-
tionship between different TU, a set of unary op-
erators have been defined, taking a basic condition
as an argument. For example, the isAscendant op-
erator verifies if a TU is the ascendant of another
TU specified by a basic condition. The other opera-
tors are: isParent, isChild, isSibling, isDescendant,
hasInTitle, isInTitle. We would like to draw atten-
tion to the fact that these operators allow to move
through the hierarchy of TU from a starting TU
(Couto, 2006).

Non-hierarchical conditions concern constructed
units’ attributes and annotations as well as TU con-
stitution.

All conditions may be combined using the clas-
sic logic operators OR, AND and NOT. Figure 2
presents an example of a language expression that
formulates the following condition: TU of type
“NP”, having an annotation of name ‘“discourse
referent”, for which it exists, among its descen-
dants, a TU of type “paragraph” not having an an-
notation of name “semantic label” whose value is
“conclusion”.

TU(type = NP, ** {(discourse referent, *)},*) AND
isDescendant(TU(type = paragraphe,*,*, {—J(semantic
label, conclusion)},*))

Figure 2. Conditions language example.

This condition means: noun phrases being a dis-
course referent that does not occur in a concluding
paragraph.

4 NaviTexte: a text navigation system

Several adaptive navigation systems have been
proposed (Benyon and Murray, 1993; Kaplan et al.,
1993; Boyle and Encarnacion, 1994; Brusilovsky
and Pesin, 1994; Brusilovsky et al., 1996). While
they are goal specific (learning, tutoring, reading,
etc.), NaviTexte (Couto, 2006) is a generic text
navigation system implementing our approach.
This means that, depending on texts and knowledge
modules, NaviTexte may be used, for example, as a
learning, tutoring or reading system. Another im-
portant difference is that NaviTexte gives the user
the liberty to navigate through the text following its
own interests (the system propose - the reader
chooses), while the mentioned systems try to main-
tain a user stuck to a given route (the user chooses -
the system propose) (Ho6k and Svensson, 1999).

NaviTexte consists of sub-systems dealing with:
text representation, navigational knowledge, visual
representation and user interaction. The first one
builds a text representation in memory from a text
annotated manually or by dedicated software (Cun-
ningham et al., 2002; Bilhaut et al., 2003). The
second sub-system loads and compiles the knowl-
edge modules. The result of this compilation is a
graph of potential navigation courses that in prac-
tice is calculated as needed and stored in optimiza-
tion data structures. The third sub-system calcu-
lates and displays different text views and the
fourth one manages the user interaction.

The reader has the possibility to load and unload
several texts and knowledge modules in the same
work session. A complete description of NaviTexte
may be found in (Couto, 2006).

5 Applications of NaviTexte

Building an application with NaviTexte requires a
set of texts and navigational knowledge modules.
Both text representation and Sextant language have
XML implementations with dedicated editors to
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use in case of a manual text annotation and a hu-
man knowledge encoder, respectively (cf. Fig.1).

So far four applications have been developed: al-
ternative automatic summarization (Couto and
Minel, 2006), the NaviLire project (Couto et al.,
2005; Lunquist et al., 2006), re-reading Madame
Bovary (Couto and Minel, 2006) and temporality in
texts (Battistelli et al., 2006). We present two of
them to illustrate NaviTexte’s potential.

5.1 NaviLire: a text linguistics application

For the past thirty years, text linguistic researchers
have worked on describing linguistic markers of
textual coherence in order to bring out principles of
text structuring (Lundquist, 1980). A set of con-
cepts and models of textual interpretation has been
worked out, including for example, anaphora, con-
nectors, mental spaces, etc. In particular, these
studies have shown that even for languages appar-
ently close like French and Danish, texts are not
organized in the same way (Lundquist, 2005). Con-
sequently, text linguistics has important implica-
tions in foreign language teaching, especially from
a contrastive point of view, when language pairs
are analyzed through texts used in authentic com-
munication situations. It seems that the teaching of
text linguistics contributes to sharpen the attention
of students towards the building of well-formed
texts and to stimulate their own text production.
Therefore, a tool that allows the student to perceive
text units that contribute to and maintain text co-
herence and to navigate between them, can be sup-
posed to be an important didactic tool for teaching
reading of foreign language texts, as well as pro-
ducing written texts in the foreign language.

In the reading process, the student has to deal
with two basic types of cognitive problems. First,
s/he has to identify discourse referents in a text and
choose the correct relations between the noun
phrases that refer to them. Second, s/he has to iden-
tify the function and orientation intended by the
sender. In the NaviLire project, navigation opera-
tions assisting the student are defined used Sextant
and the texts are manually annotated by a text lin-
guistics expert.

5.2 Navigation as an alternative to automatic
summarization

Many automatic summarization systems have been
proposed (Mani, 2001; Minel, 2003). All these sys-
tems, based on the principle of phrase, proposition

or group extraction, have been confronted to two
problems intrinsic to the extraction procedure: i)
the rupture of text cohesion, like in cases of anaph-
ora where the corresponding discourse referent is
missing; ii) the adaptation of the summary to reader
specific needs. Actually, there are no completely
satisfying solutions to these problems. An alterna-
tive approach is to consider the summarizing proc-
ess as a reading course belonging to the reader
(Crispino and Couto, 2004). Thereby, instead of
extracting text fragments, we propose specific
reading courses, whose specifications are based on
propositions of (Endres-Niggermeyer et al., 1995)
and on practice observations made in the frame of
the automatic summarization system SERAPHIN
evaluation (Minel et al.,, 1997) and the Filtext
framework (Minel et al., 2001).

These works showed that professional summar-
izers are interested by discourse categories that
they retrieve by exploiting text organization and
lexical markers. They also showed that these pro-
fessionals navigate through texts using heuristics
acquired by experience. For example, they begin
by reading the conclusion, and then they continue
by looking, in the introduction, for nominal groups
that occurred in the conclusion. This is the knowl-
edge we have modeled with Sextant.

A specific reading course specifies, on the one
hand, the kind of discursive category searched by a
reader (e.g. a conclusion, a definition, an argument,
a hypothesis, etc.') and on the other hand, the
course in which the segments that linguistically
enunciate these categories (typically phrases) must
be presented to the reader.

To carry out these reading courses, it is neces-
sary to locate the discursive categories involved
and mark them in the text. For this purpose, we
used ContextO (Minel et al., 2001). A reading
course example is presented in Fig. 3. The reading
point is positioned over the first TU, a phrase in
this case, annotated ‘“Thematic Announcement”.
When the user clicks over the TU, NaviTexte rec-
ommends her/him four navigation operations. The
first one suggests bringing her/him to the following
“Thematic Announcement”. The others ones sug-
gest going to the first “Conclusion”, the first “Re-
capitulation” and the first “Argument”. For a given
TU, each navigation operation available has three

'For more details on different categories or on what empirical
basis were these types derived, see (Minel et al., 2001).

670



possible states (and there is a visual semantic asso-
ciated to states), depending if it has been executed
(bold font and “*” prefix) or not (normal font and
no prefix), and if it exists a TU target (clickable
menu option) or not (non-clickable menu option).

L 181
FiiosCerfguiton

E + -
coma hamde  Omnsr  Gusbng | nd

@ GoperprTeds
E =l Nanotechnology | | Performance Review|
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with more memory capacity , filters for cleaning contaminated water ,
cancer killing molecules, and more
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the market. In the longer term, but still in the near future, nanotech's
new designer materials could topple commodity markets , disrupt
trade, and eliminate jobs. Private patents on fundamental nanoscale
fals , tools, and processes are already creating thorny barriers for
would-be innovators and could serve to widen the gap between rich
and poor and to further consolidate economic power in the hands of

iodischgh 3 Tester Bernte ~ 12uszees

Figure 3. Automatic summarization courses.

These kinds of suggestions (i.e. showing avail-
able navigation operations for a TU) are made all
over the reading process. Consequently, along
her/his reading continuum, the reader is assisted by
the display of a specific set of signs, and there is no
rupture of cohesion because s/he is able to continu-
ally see all the text (Battistelli and Minel, 2006).

6 Evaluations

There are few studies of adaptive navigation in hy-
permedia systems and most of them are focused in
measures such as the number of visited nodes or
the task completion time (H66k and Svensson,
1999). Are we interested in this kind of measures?
Being NaviTexte a generic text navigation system,
we think that what it has to be evaluated are the
different applications. Each application requires
pertinent measures. For example, in NaviLire, the
number of nodes or the time factor seems less use-
ful that the comprehension of the text analyzed.

So far, NaviLire has been put into practice on a
small scale only, viz. in the teaching of French
texts and text linguistics to Danish language stu-
dents in the 4th year of Language and Communica-
tion studies at the Copenhagen Business School. A
pilot experiment was carried out in order to evalu-
ate the effects of using the program.

The first results are based on forty answers, of
which 35 concern questions about the content of
the text. These results show that the navilistes
(people using NaviLire) have a better comprehen-
sion performance than the papiristes (people using

paper and pencil) for 14 questions, an identical per-
formance for 16 other questions, and a poorer per-
formance for 5 questions (cf. Table 1).

#questions | %

Navilistes better than Papiristes 14 40
Navilistes the same as Papiristes 16 45,7
Navilistes worse than Papiristes 5 14,3
Total 35 100

Table 1. Comparison of navilistes and papiristes
(Lundquist et al., 2006)

Evaluations of the alternative automatic summa-
rization approach are ongoing. Our main problem
is that automatic summarization evaluations, well
known as difficult to carry out, typically compare
to summaries made by professional summarizers
(Mani, 2001; Minel, 2003). On the one hand, since
we do not create a summary, we do not have an
object to compare. On the other hand, since we
have modeled the professional heuristics, we can-
not compare the behavior of our system to theirs
because it is exactly what it has been modeled.

7  Conclusions and future work

We have presented our approach to text navigation
conceived as a cognitive process that exploits lin-
guistic information present in texts. We have de-
fined it and explained the main differences with the
hypertext navigation approach. The four elements
needed to implement our approach are described: a
text representation, the navigation knowledge mod-
eling language Sextant, the knowledge encoding
agents (via applications) and the NaviTexte system.

Two distinct applications of NaviTexte have
been presented, showing the versatility of our ap-
proach. The quantitative results of our experimen-
tation with Danish students learning French con-
firm the improvement obtained by using text navi-
gation.

A long term consequence of modeling naviga-
tional knowledge is the creation of knowledge
bases exchangeable and reusable. Actual collabora-
tions are reusing the knowledge coming from the
NaviLire project into others e-learning projects.

We think that our approach may have a signifi-
cant impact on the way text is being read when its
amount or nature does not allow sequential reading
(e.g. the Web). Related to last works in Web Wise,
we plan to couple our approach to Semantic Web
approaches to exploit existing annotations.
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Abstract

This paper explores an automatic WordNet
synset assignment to the bi-lingual diction-
aries of languages having limited lexicon
information. Generally, a term in a bi-
lingual dictionary is provided with very
limited information such as part-of-speech,
a set of synonyms, and a set of English
equivalents. This type of dictionary is
comparatively reliable and can be found in
an electronic form from various publishers.
In this paper, we propose an algorithm for
applying a set of criteria to assign a synset
with an appropriate degree of confidence to
the existing bi-lingual dictionary. We show
the efficiency in nominating the synset
candidate by using the most common lexi-
cal information. The algorithm is evaluated
against the implementation of Thai-
English, Indonesian-English, and Mongo-
lian-English bi-lingual dictionaries. The
experiment also shows the effectiveness of
using the same type of dictionary from dif-
ferent sources.
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1 Introduction

The Princeton WordNet (PWN) (Fellbaum, 1998)
is one of the most semantically rich English lexical
databases that are widely used as a lexical knowl-
edge resource in many research and development
topics. The database is divided by part of speech
into noun, verb, adjective and adverb, organized in
sets of synonyms, called synset, each of which
represents “meaning” of the word entry.

Though WordNet was already used as a starting
resource for developing many language WordNets,
the construction of the WordNet for any languages
can be varied according to the availability of the
language resources. Some were developed from
scratch, and some were developed from the combi-
nation of various existing lexical resources. Span-
ish and Catalan WordNets, for instance, are auto-
matically constructed using hyponym relation,
monolingual dictionary, bilingual dictionary and
taxonomy (Atserias et al., 1997). Italian WordNet
(Magnini et al., 1994) is semi-automatically con-
structed from definition in monolingual dictionary,
bilingual dictionary, and WordNet glosses. Hun-
garian WordNet uses bilingual dictionary, mono-
lingual explanatory dictionary, and Hungarian the-
saurus in the construction (Proszeky et al., 2002),
etc.
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This paper presents a new method particularly to
facilitate the WordNet construction by using the
existing resources having only English equivalents
and the lexical synonyms. Our proposed criteria
and algorithm for application are evaluated by im-
plementing to Asian languages which occupy quite
different language phenomena in terms of gram-
mars and word unit.

To evaluate our criteria and algorithm, we use
the PWN version 2.1 containing 207,010 senses
classified into adjective, adverb, verb, and noun.
The basic building block is a “synset” which is
essentially a context-sensitive grouping of syno-
nyms which are linked by various types of relation
such as hyponym, hypernymy, meronymy, anto-
nym, attributes, and modification. Our approach is
conducted to assign a synset to a lexical entry by
considering its English equivalent and lexical
synonyms. The degree of reliability of the assign-
ment is defined in terms of confidence score (CS)
based on our assumption of the membership of the
English equivalent in the synset. A dictionary from
different source is also a reliable source to increase
the accuracy of the assignment because it can ful-
fill the thoroughness of the list of English equiva-
lent and the lexical synonyms.

The rest of this paper is organized as follows:
Section 2 describes our criteria for synset assign-
ment. Section 3 provides the results of the experi-
ments and error analysis on Thai, Indonesian, and
Mongolian. Section 4 evaluates the accuracy of the
assignment result, and the effectiveness of the
complimentary use of a dictionary from different
sources. Section 5 shows a collaborative interface
for revising the result of synset assignment. And
Section 6 concludes our work.

2 Synset Assignment

A set of synonyms determines the meaning of a
concept. Under the situation of limited resources
on a language, English equivalent word in a bi-
lingual dictionary is a crucial key to find an
appropriate synset for the entry word in question.
The synset assignment criteria described in this
Section relies on the information of English
equivalent and synonym of a lexical entry, which
is most commonly encoded in a bi-lingual
dictionary.

Synset Assignment Criteria

Applying the nature of WordNet which introduces
a set of synonyms to define the concept, we set up
four criteria for assigning a synset to a lexical entry.
The confidence score (CS) is introduced to
annotate the likelihood of the assignment. The
highest score, CS=4, is assigned to the synset that
is evident to include more than one English
equivalent of the lexical entry in question. On the
contrary, the lowest score, CS=1, is assigned to
any synset that occupies only one of the English
equivalents of the lexical entry in question when
multiple English equivalents exist.

The details of assignment criteria are elaborated
as in the followings. L; denotes the lexical entry, E;
denotes the English equivalent, Sy denotes the syn-
set, and € denotes the member of a set:

Case 1: Accept the synset that includes more
than one English equivalent with confidence score
of 4.

Figure 1 simulates that a lexical entry L, has two
English equivalents of Eq and E,. Both E; and E,
are included in a synset of S;. The criterion implies
that both E; and E, are the synset for Ly which can
be defined by a greater set of synonyms in S;.
Therefore the relatively high confidence score,
CS=4, is assigned for this synset to the lexical en-
try.

So

E
0 c
€

E,

Figure 1. Synset assignment with SC=4

Example:
Lo: e

S,

Ey: aim E;: target

So: purpose, intent, intention, aim, design

S: aim, object, objective, target

S,: aim

In the above example, the synset, S;, is assigned
to the lexical entry, Lo, with CS=4.

Case 2: Accept the synset that includes more
than one English equivalent of the synonym of the
lexical entry in question with confidence score of 3.

In case that Case 1 fails in finding a synset that
includes more than one English equivalent, the
English equivalent of a synonym of the lexical en-
try is picked up to investigate.
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Eo

E,

I

Sz

Figure 2. Synset assignment with SC=3

Figure 2 simulates that an English equivalent of
a lexical entry Ly and its synonym L, are included
in a synset S;. In this case the synset S; is assigned
to both Ly and L; with CS=3. The score in this case
is lower than the one assigned in Case 1 because
the synonym of the English equivalent of the lexi-
cal entry is indirectly implied from the English
equivalent of the synonym of the lexical entry. The
newly retrieved English equivalent may not be dis-
torted.

Example:

L: 309 L;: miaueg
Ey: stare E,: gaze

So: gaze, stare S;: stare

In the above example, the synset, Sy, is assigned
to the lexical entry, Lo, with CS=3.

Case 3: Accept the only synset that includes the
only one English equivalent with confidence score

of 2.
€
@ EO @

Figure 3. Synset assignment with SC=2

Figure 3 simulates the assignment of CS-2 when
there is only one English equivalent and there is no
synonym of the lexical entry. Though there is no
any English equivalent to increase the reliability of
the assignment, in the same time there is no
synonym of the lexical entry to distort the relation.
In this case, the only one English equivalent shows
it uniqueness in the translation that can maintain a
degree of the confidence.

Example:
Lo: gaumnd

E,: obstetrician

So: obstetrician, accoucheur

In the above example, the synset, Sy, is assigned
to the lexical entry, Lo, with CS=2.

Case 4: Accept more than one synset that in-
cludes each of the English Equivalent with confi-
dence score of 1.

Case 4 is the most relax rule to provide some re-
lation information between the lexical entry and a
synset. Figure 4 simulates the assignment of CS=1
to any relations that do not meet the previous crite-

ria but the synsets that include one of the English
equivalent of the lexical entry.

Figure 4. Synset assignment with SC=1

Example:

Lo: voq

Eq: hole

So: hole, hollow

Si: hole, trap, cakehole, maw, yap, gop

S»: canal, duct, epithelial duct, channel

In the above example, each synset, Sy, S, and S,
is assigned to lexical entry Loy, with CS=1.

E;: canal

3 Experiment results

We applied the synset assignment criteria to a
Thai-English dictionary (MMT dictionary) (CICC,
1995) with the synset from WordNet 2.1. To com-
pare the ratio of assignment for Thai-English dic-
tionary, we also investigate the synset assignment
of Indonesian-English and Mongolian-English dic-
tionaries.

WordNet (synset) | T-E Dict (entry)

total assigned total assigned

Adjective | 31,302 (‘i’g%‘; 18,448 (32’07%
Adverb 5721 (137;07) 3,008 (2715(;09)
total| 207,010 2(‘{’;%7) 82,197 1(92’;‘(%6)

Table 1. Synset assignment to T-E dictionary
In our experiment, there are only 24,457 synsets
from 207,010 synsets, which is 12% of the total
number of the synset that can be assigned to Thai
lexical entries. Table 1 shows the successful rate in
assigning synset to Thai-English dictionary. About
24 % of Thai lexical entries are found with the
English equivalents that meet one of our criteria.
Going through the list of unmapped lexical en-
try, we can classify the errors into three groups:-
1. Compound
The English equivalent is assigned in a com-
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pound, especially in case that there is no an
appropriate translation to represent exactly
the same sense. For example,

L: $udnlan E: retail shop
L: nszann

2. Phrase
Some particular words culturally used in one
language may not be simply translated into
one single word sense in English. In this
case, we found it explained in a phrase. For
example,

E: pull sharply

L: $waa

E: small pavilion for monks to sit on to
chant

L: ns5@on

E: bouquet worn over the ear
3. Word form

Inflected forms i.e. plural, past participle,
are used to express an appropriate sense of a
lexical entry. This can be found in non-
inflection languages such as Thai and most
of Asian languages. For example,

L: $1nsznule E: grieved

The above English expressions cause an error in

find an appropriate synset.
WordNet (synset) I-E Dict (entry)

total assigned total assigned
4,955 2,710
Noun 145,103 (3%) 20,839 (13%)
7,841 4,243
Verb 24,884 (32%) 15,214 (28%)
L 3,722 2,463
Adjective 31,302 (12%) 4,837 (51%)
381 285
Adverb 5,721 (1%) 414 (69%)
16,899 9,701
total| 207,010 (8%) 41,304 (24%)

Table 2. Synset assignment to I-E dictionary

We applied the same algorithm to Indonesia-
English and Mongolian-English (Hangin, 1986)
dictionaries to investigate how it works with other
languages in terms of the selection of English
equivalents. The difference in unit of concept is
basically understood to effect the assignment of
English equivalents in bi-lingual dictionaries. In
Table 2, the size of Indonesian-English dictionary
is about half of Thai-English dictionary. The suc-
cess rates of assignment to the lexical entry are the
same but the rate of synset assignment of Indone-
sian-English dictionary is lower than one of Thai-

English dictionary. This is because the total num-
ber of lexical entry is almost in the half size.

WordNet (synset) ME Dict (entry)

total | assigned | Total | assigned
Noun 145,103 (0.18223 108 (74.401‘5’05)
Verb 24,884 (0.962;23 193 (72.021;279)
Adjective | 31,302 (0.672(;;) 232 (55.601029)
Adverb 5721 (0.61%5) 2 (40.48‘;07)
total| 207,010 (0.367;3 635 (64.5740};;

Table 3. Synset assignment to M-E dictionary

A small set of Mongolian-English dictionary is
also evaluated. Table 3 shows the result of synset
assignment.

These experiments show the effectiveness of us-
ing English equivalents and synonyms information
from limited resources in assigning WordNet syn-
sets.

4 Evaluations

In the evaluation of our approach for synset as-
signment, we randomly selected 1,044 synsets
from the result of synset assignment to Thai-
English dictionary (MMT dictionary) for manually
checking. The random set covers all types of part-
of-speech and degrees of confidence score (CS) to
confirm the approach in all possible situations. Ac-
cording to the supposition of our algorithm that the
set of English equivalents of a word entry and its
synonyms are significant information to relate to a
synset of WordNet, the result of accuracy will be
correspondent to the degree of CS. The detail num-
ber of synsets to be used in the evaluation is shown
in Table 4.

CS=4 | CS=3 | CS=2 | CS=1 | total
Noun 7 479 64 272 822
Verb 44 75 29 148
Adjective 1 25 32 58
Adverb 7 4 4 1 16
total 15 552 143 334] 1044

Table 4. Random set of synset assignment
Table 5 shows the accuracy of synset assign-
ment by part-of-speech and CS. A small set of ad-
verb synsets are 100% correctly assigned irrelevant
to its CS. The total number of adverbs for the
evaluation could be too small. The algorithm
shows a better result of 48.7% in average for noun
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synset assignment and 43.2% in average for all
part-of-speech.

CS=4 | CS=3 | CS=2 | CS=1 | total

N 5 306 34 55 400
oun

(71.4%)| (63.9%)| (53.1%)| (20.2%)| (48.7%)
Verb 23 6 4 33
(52.3%)| (8.0%)| (13.8%)| (22.3%)
.. 2 2
Adjective (8.0%) (3.4%)
Adverb 7 4 4 1 16
(100%)| (100%)| (100%)| (100%)| (100%)
total 12 335 44 60 451
(80.0%)| (60.7%)| (30.8%)| (18%)| (43.2%)

Table 5. Accuracy of synset assignment

With the better information of English equiva-
lents marked with CS=4, the assignment accuracy
is as high as 80.0% and decreases accordingly due
to the CS value. This confirms that the accuracy of
synset assignment strongly relies on the number of
English equivalents in the synset. The indirect in-
formation of English equivalents of the synonym
of the word entry is also helpful. It yields 60.7% of
accuracy in synset assignment for the group of
CS=3. Others are quite low but the English equiva-
lents are somehow useful to provide the candidates
for expert revision.

CS=4 | CS=3 | CS=2 | CS=1 | total
Noun 2 22 29 53
Verb 2 6 4 12
Adjective
Adverb
total 2 2 28 33 65

Table 6. Additional correct synset assignment by
other dictionary (LEXiTRON)

To examine the effectiveness of English equiva-
lent and synonym information from different
source, we consulted another Thai-English diction-
ary (LEXiTRON). Table 6 shows the improvement
of the assignment by the increased number of cor-
rect assignment in each type. We can correct more
in noun and verb but not adjective. Verb and adjec-
tive are ambiguously defined in Thai lexicon, and
the number of the remained adjective is too few,
therefore, the result should be improved uncon-
cerned with the type.

CS=4 CS=3 CS=2 CS=1 total
total 14 337 72 93 516
(93.3%) | (61.1%) | (50.3%) | (27.8%) | (49.4%)

Table 7. Improved correct synset assignment by
additional bi-lingual dictionary (LEXiTRON)
Table 7 shows the total improvement of the as-

signment accuracy when we integrated English

equivalent and synonym information from differ-
ent source. The accuracy for synsets marked with
CS=4 is improved from 80.0% to 93.3% and the
average accuracy is also significantly improved
from 43.2% to 49.4%. All types of synset are sig-
nificantly improved only if a bi-lingual dictionary
from different sources is available.

5 Collaborative Work on Asian WordNet

There are some efforts in developing WordNets of
some Asian languages, e.g. Chinese, Japanese, Ko-
rean (Choi, 2003), (Choi et al., 2004), (Kaji et al.,
2006), (KorLex, 2006), (Huang, 2007) and Hindi
(Hindi Wordnet, 2007). The number of languages
that have been successfully developed their Word-
Nets is still limited to some active research in this
area. However, the extensive development of
WordNet in other languages is important, not only
to help in implementing NLP applications in each
language, but also in inter-linking WordNets of
different languages to develop multi-lingual appli-
cations to overcome the language barrier.

We adopt the proposed criteria for automatic
synset assignment for Asian languages which has
limited language resources. Based on the result
from the above synset assignment algorithm, we
provide KUI (Knowledge Unifying Initiator)
(Sornlertlamvanich, 2006), (Sornlertlamvanich et
al., 2007) to establish an online collaborative work
in refining the WorNets.

KUI is a community software which allows reg-
istered members including language experts revise
and vote for the synset assignment. The system
manages the synset assignment according to the
preferred score obtained from the revision process.
As a result, the community WordNets will be ac-
complished and exported into the original form of
WordNet database. Via the synset ID assigned in
the WordNet, the system can generate a cross lan-
guage WordNet result. Through this effort, an ini-
tial version of Asian WordNet can be fulfilled.

Figure 5 illustrates the translation page of KUI'.
In the working area, the login member can partici-
pate in proposing a new translation or vote for the
preferred translation to revise the synset assign-
ment. Statistics of the progress as well as many
useful functions such as item search, record jump,
chat, list of online participants are also provided.

" http://www.tcllab.org/kui
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KUI is actively facilitating members in revising the
Asian WordNet database.

Figure 5. Sample of KUI interface

6 Conclusion

Our synset assignment criteria were effectively
applied to languages having only English equiva-
lents and its lexical synonym. Confidence score
was proved efficiently assigned to determine the
degree of reliability of the assignment which later
was a key value in the revision process. Languages
in Asia are significantly different from the English
language in terms of grammar and lexical word
unit. The differences prevent us from finding the
target synset by following just the English equiva-
lent. Synonyms of the lexical entry and additional
dictionary from different sources can be compli-
mentarily used to improve the accuracy in the as-
signment. Applying the same criteria to other
Asian languages also yielded a satisfactory result.
Following the same process that we had imple-
mented to the Thai language, we are expecting an
acceptable result from the Indonesian, Mongolian
languages and so on. After the revision at KUI, the
initial stage of Asian WordNet will be referable
through the assigned synset ID.
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Abstract

Defining all words in a Japanese dictio-
nary by using a limited number of words
(defining vocabulary) is helpful for Japanese
children and second-language learners of
Japanese. Although some English dictio-
naries have their own defining vocabulary,
no Japanese dictionary has such vocabu-
lary as of yet. As the first step toward
building a Japanese defining vocabulary, we
ranked Japanese words based on a graph-
based method. In this paper, we introduce
the method, and show some evaluation re-
sults of applying the method to an existing
Japanese dictionary.

1 Introduction

Defining all words in a dictionary by using a lim-
ited number of words (defining vocabulary) is help-
ful in language learning. For example, it would
make it easy for children and second-language learn-
ers to understand definitions of all words in the dic-
tionary if they understand all words in the defining
vocabulary. In some English dictionaries such as
the Longman Dictionary of Contemporary English
(LDOCE) (Proctor, 2005) and the Oxford Advanced
Learner’s Dictionary (OALD) (Hornby and Ashby,
2005), 2,000-3,000 words are chosen and all head-
words are defined by using the vocabulary. Such dic-
tionaries are widely used for language learning.
Currently, however, such a dictionary in which
a defining vocabulary is specified has not been
available in Japanese. Although many studies for

Takehiro Tokuda
Department of Computer Science
Tokyo Institute of Technology
2-12-1 Meguro, Tokyo, 152-8552 Japan
tokudal@cs.titech.ac.jp

Japanese “basic vocabulary” have been done (Na-
tional Institute for Japanese Language, 2000), “ba-
sic vocabulary” in the studies means a vocabulary
which children or second-language learners have (or
should learn). In other words, the aim of such stud-
ies is to determine a set of headwords which should
be included in a Japanese dictionary for children or
second-language learners.

We think that there is a difference between “defin-
ing vocabulary” and “basic vocabulary”. Although
basic vocabulary is usually intended for learning ex-
pression in newspaper/magazine articles, daily con-
versation, school textbook, etc, a defining vocabu-
lary is intended for describing word definition in a
dictionary. Some words (or phrases) which are of-
ten used in word definition, such as “... DM (ab-
breviation of ...)”, “H5 U "C (change/shift)” !, “¥) =
(thing/matter)” etc, are not included in some kinds
of basic vocabulary. Additionally only one word in a
set of synonyms should be included in a defining vo-
cabulary even if all of them are well-known. For ex-
ample, if a word “ffi 9 (use)” is included in a defin-
ing vocabulary, synonyms of the word, such as “{fi
32>, “FH$ % and “H\> %7, are not needed.

A goal of this study is to try to build a Japanese
defining vocabulary on the basis of distribution
of words used in word definition in an existing
Japanese dictionary. In this paper, as the first step of
this, we introduce the method for ranking Japanese
words, and show some evaluation results of applying
the method to an existing Japanese dictionary. Also,
we compare the results with two kinds of basic vo-

'Tt is a kind of conjunction used to describe a new meaning
comes out of the original meaning.
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Headword Word definition

TEE (kouka) SRBUDEHE,

#EEE (shihei) SBEBORAE L TRET 2
RO,

A& (gaika) AEDOEH

@& (nisegane) | ICEOE (. BE) .

sei;& 'made of /from';suffix

daiyou;fCFl subst|tut|on noun

kinzoku; /& metal ;noun

™

kouka;i#E 'coin’;noun «— nisegane;f&=E 'counterfeit money';noun

ryuutsuusuru; B9 2 ‘circulate';verb

gaikoku; & 'foreign country';noun
kami; ‘FR paper';noun

sh|he| R i b,|| noun gaika; /& 'foreign currency';noun

\

kahei; % ‘currency/money';noun

/

)

rd

\

nise;IC ¥ 'counterfeit’;noun \
tokuni;FFIC 'especially’;adverb

Figure 1: A word reference graph

cabulary, and discuss the difference.

2 Related Work

Kasahara et al. constructed a Japanese semantic lex-
icon, called “Lexeed” (Kasahara et al., 2004). The
lexicon contains the most familiar 28,000 Japanese
words, which are determined through question-
naires. All words in the lexicon are defined by using
16,900 words in the same lexicon. However, the size
of the vocabulary seems to be too large compared to
the size of the defining vocabularies used in LDOCE
and OALD. We also think that whether a word is fa-
miliar or not does not always correspond to whether
the word is necessary for word definition or not.

Gelbukh et al. proposed a method for detecting
cycles in word definitions and selecting primitive
words (Gelbukh and Sidorov, 2002). This method
is intended for converting an existing ‘“human-
oriented” dictionary into a “computer-oriented” dic-
tionary, and the primitive words are supposed not to
be defined in the dictionary.

Fukuda et al. adopted an LSA-based (latent se-
mantic analysis) method to build a defining vocab-
ulary (Fukuda et al., 2006). The method would be
another solution to this issue although only a small
evaluation experiment was carried out.

3 Method

Our method for building a Japanese defining vocab-
ulary is as follows:

1. For each headword in an existing Japanese dic-
tionary, represent the relationship between the
headword and each word in the word definition
as a directed graph (word reference graph).

2. Compute the score for each word based on the
word reference graph.

3. Nominate the high ranked words for the
Japanese defining vocabulary.

4. Manually check whether each nominated word
is appropriate as defining vocabulary or not,
and remove the word if it is not appropriate.

In the rest of this section, we introduce our method
for constructing word reference graph and comput-
ing score for each word.

3.1 Word Reference Graph

A word reference graph is a directed graph repre-
senting relation between words. For each headword
in a dictionary, it is connected to each word in the
word definition by a directed edge (Figure 1). Nodes
in the graph are identified by reading, base form
(orthography), and parts-of-speech because some
words have more than one part-of-speech or reading
(“R D (the reading is ‘amari’)” has two parts-of-
speech, noun and adverb, and “/INii” has two read-
ings, “shousetsu” and “kobushi’). Postpositions,
auxiliary verbs, numbers, proper names, and sym-
bols are removed from the graph.

3.2 Computing The Score for Each Word
The score of each word is computed under the as-

sumption that

1. A score of a word which appears in many word
definitions will be high.

2. A score of a word which appears in the defini-
tion of a word with high score will also be high.
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If a word is included in a defining vocabulary, words
in the word definition may need to be included in
order to define the word. The second assumption
reflects the intuition. We adopt the algorithm of
PageRank (Page et al., 1998) or LexRank (Erkan and
Radev, 2004), which computes the left eigenvector
of the adjacency matrix of the word reference graph
with the corresponding eigenvalue of 1.

4 Evaluation

4.1 Experimental Setup

We used the Iwanami Japanese dictionary corpus
(Hasida, 2006). The corpus was built by annotating
the Iwanami Japanese dictionary (the 5th edition)
with the GDA tags (Hasida, 2004) and some other
tags specific to the corpus. Although it has many
kinds of tags, we focus on information about the
headword (hd), orthography (orth), part-of-speech
(pos), sentence unit in word definition (su), and mor-
pheme (n, v, ad, etc.). We ignore kind of addi-
tional information, such as examples (eg), grammat-
ical explanations (gram), antonyms (ant), etymology
(etym), references to other entries (sr), etc, since
such information is not exactly “word definition”.
Words in parentheses, “ " ~ and “ Ty ”, are also
ignored since they are used to quote some words or
expressions for explanation and should be excluded
from consideration of defining vocabulary.

Some problems arose when constructing a word
reference graph.

1. Multiple ways of writing in kanji:

For example, in the Iwanami Japanese dictio-
nary, Bl €, <5, L, SHE S,
“i <> and “JR {” appear in an entry of a
verb “hiku” as its orthography. If more than
one writing way appear in one entry, they are
merged into one node in the word reference
graph (they are separated if they have different
part-of-speech).

2. Part-of-speech conversion:

While each word in word definition was an-
notated with part-of-speech by corpus annota-
tors, part-of-speech of each headword in the
dictionary was determined by dictionary edi-
tors. The two part-of-speech systems are differ-

ent from each other. In order to resolve the dif-
ference, we prepared a coarse-grained part-of-
speech system (just classifying into noun, verb,
adjectives, etc.), and converted part-of-speech
of each word.

3. Word segmentation:

In Japanese, words are not segmented by spaces
and the word segmentation policy for corpus
annotation sometimes disagree with the pol-
icy for headword registration of the Japanese
Iwanami dictionary. In the case that two con-
secutive nouns or verbs are in word definition
and a word consisting of the two words is in-
cluded as a headword in the dictionary, the two
words are merged into one word.

4. Difference in writing way between a head-
word and a word in word definition:

In Japanese language, we have three kind
of characters, kanji, hiragana, and katakana.
Most of the headwords appearing in a dictio-
nary (except loanwords) are written in kanji as
orthography. On the other hand, for example,
“H4 (matter)” is usually written in hiragana (*
Z &7) in word definition. However, it is diffi-
cult to know automatically that a word “Z &~
in word definition means “3¥”, since the dictio-
nary has other entries which has the same read-
ing “koto”, such as “%: (Japanese harp)” and
i #l (ancient city)”. We merged two nodes in
the word reference graph manually if the two
words are the same and only different in the
writing way.

As a result, we constructed a word reference graph
consisting of 69,013 nodes.

We adopted the same method as (Erkan and
Radev, 2004) for computing the eigenvector of the
adjacency matrix (score of each word). Damping
factor for random walk and error tolerance are set to
0.15 and 10~ respectively.

4.2 Result

Table 1 shows the top-50 words ranked by our
method. Scores are normalized so that the score of
the top word is 1.
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Table 1: The top-50 words

[ [ Score | Reading Orthography  POS | Meaning |
1 1.000 aru RS v exist
2 7023 i = N meaning
3 | .6274 aru B3 Adn ™ | certain/some
4 | 5927 koto Ed N matter
5 5315 suru %55 \Y do
6 | .3305 mono v, & N thing/person
7 .2400 sono HoD Adn * its
8 | 2118 hou i N direction
9 | 1754 tatsu D, D v stand/build
10 | .1719 mata X, B, Conj and/or
11 1713 iru EER v exist
12 [ .1668 hito A N person
13 | 1664 | tsukau 55 85 Ni use
14 1337 tku [FESE:R \ go/die
15 | 1333 | naru g 2 RE Ly become
16 | 1324 | iu 87,59 v say
iH )
17 | 1244 monogoto [7] N thing/matter
18 | .1191 dou [Fl Adn * same
19 | 1116 sore T Pron it
20 | 1079 | 1oki IFF, %0 N time
21 | 1074 teki ] Suffix | -like
22 | .1020 souiu ZI\Wn9) Adn ™ such
23 | 09682 | joutai TREE N situation
represent/
24 | .09165 | arawasu %;: ;’%; v appear/
write a book
25 | 08968 | ieru 525 \ can say
26 .08780 el A N A
27 .08585 ten = N point
28 .08526 tokuni FFIC Adv especially
20 | 08491 | go B N word
30 | .08449 | iiarawasu SVERT v express
31 | .08255 | matawa X3 Conj or
32 | 07285 | erabitoru FEOH 5 v choose & take
33 | 07053 | baai LS N case
34 | 06975 | tokoro 7, L N place
35 106920 katachi A N shape
36 | 06873 | nai i Adj no
37 .06855 kotogara EET] N matter
38 .06709 bii B N B
39 | .06507 | yakunitatsu — fZITNED v useful
40 | 06227 | wareware &Ik Pron we
41 | 06109 | joshi JUIEE] N postposition
42 | 06089 | iitsukeru EBEhA \Y tell
43 .06079 ten [H N change/shift
44 | 05989 | eigo P N F“g]‘Sh
anguage
45 | 05972 | jibun A% N self
46 | 05888 | kata 7i Suffix way
47 .05879 tame Fy N reason/aim
48 | 05858 | kaku LWV ;’;ﬁ draw.
49 | 05794 | kangaeru ;21/7: 2 v think
50 05530 | fukushi Flla] N adverb

*

“Adn” indicates “adnominal word”, which is a Japanese-
specific category and always modifies nouns.

From the result, we can find that not only common
words which may be included in a “basic vocabu-
lary”, such as “f§ % (exist)”, “B( % (certain/some)”
2 B2 (do’)”, “¥) (thing)”, etc., but also words
which are not so common but are often used in

It is used to say something undetermined or to avoid saying
something exactly even if you know that.
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Figure 2: Word coverage

word definition, such as “Z& (meaning)”, “¥J %
(thing/matter)”, “#x (change/shift)”.

On the other hand, some words in the top ranked
words, such as “A” and “B”, seem not to be appro-
priate for defining vocabulary. These words appear
only in word definition and are not included in the
Iwanami Japanese dictionary as headwords (i.e. un-
registered words) 3. The score of an unregistered
word tends to be higher than it should be, since the
node corresponding to the word has no edge to other
nodes in the word reference graph.

Figure 2 shows word coverage, i.e. percentage
of words appearing in word definition which were
ranked in the top-n. From the result (solid line),
we can find that the increase in coverage around
n = 10,000 is low and the coverage increases sud-
denly from n = 15,000. This is because all un-
registered words were ranked in the top-15000. If
all unregistered words are removed, the increase in
coverage gets gradually lower as n increases (dotted
line).

In construction of a word reference graph, 9,327
words were judged as unregistered words. The rea-
son is as follows:

1. Part-of-speech mismatch:

In order to solve the difference between the
part-of-speech system for annotation of head-
words and the system for annotation of words
in the definition of each headword, we pre-

In some word definitions, roman letters are used as vari-
ables.
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pared a coarse-grained part-of-speech system
and converted part-of-speech of each word.
However, the conversion failed in some cases.
For example, some words are annotated with
suffix or prefix in word definition, while they
are registered as noun in the dictionary.

2. Mismatch of word segmentation:

Two consecutive nouns or verbs in word def-
inition were merged into one word if a word
consisting of the two words is included as
a headword in the Iwanami Japanese dictio-
nary. However, in the case that a compound
word is treated as one word in word defini-
tion and the word is not registered as a head-
word in Iwanami Japanese dictionary, the word
is judged as an unregistered word.

3. Error in format or annotation of the corpus:

Since the Iwanami Japanese dictionary corpus
has some errors in format or annotation, we
removed entries which have such errors be-
fore construction of the word reference graph.
Headwords which were removed for this reason
are judged as unregistered words.

4. Real unregistered words:

Some words in word definition are not regis-
tered as headwords actually. For example, al-
though a noun “¥&3f (English language)” ap-
pears in word definition, the word is not regis-
tered as a headword.

Unregistered words should carefully be checked
whether they are appropriate as defining vocabulary
or not at the third step of our method described in
section 3.

4.3 Comparison

In order to look at the difference between the result
and so-called “basic vocabulary”, we compared the
result with two types of basic vocabulary: one was
built by the National Institute for Japanese Language
(including 6,099 words) and the other was built by
the Chuo Institute for Educational Research (includ-
ing 4,332 words) (National Institute for Japanese
Language, 2001). These two types of vocabulary are
intended for foreigners (second-language learners)
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Figure 3: Comparison with two types of basic vo-
cabulary

Table 2: High-ranked words out of the two basic vo-

cabularies
[ Rank | Reading  Orthography POS | Meaning |
51 [ tenjiru iU % \Y shift/change
102 | youhou — Hik N usage
113 | ryaku % N abbreviation
372 | furumai  JRFEO N behavior
480 sashishimesu ]:IEI/‘ L E_\‘j— \Y indicate

and Japanese children (elementary school students)
respectively.

Figure 3 shows recall, i.e. percentage of the num-
ber of words appearing in both our result and each
vocabulary out of the number of words in the vo-
cabulary. As in the case of word coverage, the in-
crease in recall around n = 10, 000 is low if unreg-
istered words are not removed (solid lines). If the
same number of headwords as the size of each basic
vocabulary are picked up from our result, it can be
found that about 50% of the words are shared with
each basic vocabulary (dotted lines).

Some of the high-ranked words out of the two ba-
sic vocabularies and some of the low-ranked words
in the vocabularies are listed in Table 2 and 3. Al-
though it would be natural that the words listed in
Table 2 are not included in the basic vocabular-
ies, they are necessary for describing word defini-
tion. On the other hand, the words listed in Table 3
may not be necessary for describing word definition,
while they are often used in daily life.
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Table 3: Low-ranked words in the two basic vocab-

ularies

[ Rank [ Reading  Orthography POS [ Meaning |
20062 | taifuu 5 N typhoon
20005 | obaasan B EI A N grandmother
31097 | tetsudau  FI) \Y help/assist
37796 | kamu T \Y bite
47579 | mochiron i Adv | of course
65413 | tokoroga & Z AN Conj | but/however

5 Conclusion

In this paper, we introduced the method for ranking
Japanese words in order to build a Japanese defining
vocabulary. We do not think that a set of the top-
n words ranked by our method could be a defining
vocabulary as is. The high ranked words need to
be checked whether they are appropriate as defining
vocabulary or not.

As described in section 1, defining all words with
a defining vocabulary is helpful in language learn-
ing. In addition, we expect that the style of writing
word definitions (e.g. which word should be used,
whether the word should be written in kanji or hira-
gana, etc.) can be controlled with the vocabulary.

This kind of vocabulary could also be useful for
NLP researches as well as language learning. Ac-
tually, defining vocabularies used in LDOCE and
OALD are often used in some NLP researches.

The future work is the following:

e The size of a defining vocabulary needs to be
determined. Although all words in LDOCE or
OALD are defined by 2,000-3,000 words, the
size of a Japanese defining vocabulary may be
larger than English ones.

e Wierzbicka presented the notion of conceptual
primitives (Wierzbicka, 1996). We need to look
into our result from a linguistic point of view,
and to discuss the relation.

e Itis necessary to consider how to describe word
definition as well as which word should be used
for word definition. Definition of each word in
a dictionary includes many kinds of informa-
tion, not only the word sense but also historical
background, grammatical issue, etc. Only word
sense should be described with a defining vo-
cabulary, since the other information is a little

different from word sense and it may be diffi-
cult to describe the information with the same
vocabulary.
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Abstract definite or indefinite determiners) or the canonical or-

der of constituentse(g., sentential word order, order of
In this paper we explore the potential for iden-  constituents in noun phrases). This knowledge can then

tifying computationally relevant typological fea- be used for subsequent grammar and tool development
tures from a multilingual corpus of language data  work. We demonstrate that given even a very small sam-
built from readily available language data col-  ple of interlinearized data for a language, it is possible to

lected off the Web. Our work builds on previous  discover computationally relevant information about the
structural projection work, where we extend the  language, and because of the sheer volume and diversity
work of projection to building individual CFGs of interlinear text on the Web, it is possible to do so for
for approximately 100 languages. We then use hundreds to thousands of the world’s languages.

the CFGs to discover the values of typological
parameters such as word order, the presence or
absence of definite and indefinite determiners,
etc. Our methods have the potential of being ]
extended to many more languages and parame- 2-1 \Web-Based Interlinear Data as Resource
ters, and can have significant effects on current
research focused on tool and resource develop-
ment for low-density languages and grammar in-
duction from raw corpora.

2 Background

In linguistics, the practice of presenting language data in
interlinear form has a long history, going back at least to
the time of the structuralists. Interlinear Glossed Text,
or IGT, is often used to present data and analysis on a
. language that the reader may not know much about, and
1 Introduction is frequently included in scholarly linguistic documents.
» The canonical form, an example of which is shown in (1),

languages, languages that typically defy standard NL nsists of three lines: a line for the language in question

methodologies due to the absence or paucity of releva qften a sentence, which we will refer to here asterget

digital resources, such as treebanks, parallel corpora, ngptence), an English gloss line, and an English transla-

chine readable lexicons and grammars. Even when r on.

sources such as raw or parallel corpora exist, they often1) Rhoddodd yr athro Iyfr it  bachgen ddoe

cannot be found of sufficient size to allow the use of stan-  gave-3sg the teacher book to-the boy yesterday

dard machine learning methods. In some recent gram-  “The teacher gave a book to the boy yesterday”

mar induction and MT work (Haghighi and Klein, 2006; (Bailyn, 2001)

Quirk et al., 2005) it has been shown that even a small

amount of knowledge about a language, in the form Okgetween the gloss and translation lines, allowing for the

grammar frggmgnts, trgelets or prototypes, can go alo gnment between these two lines as an intermediate step

wayin h?'p'”_g with the induction of a grammar from "Win the alignment between the translation and the target.

textor \_N'th alignment of parallel corpora. ) We use this fact to facilitate projections from the parsed
In this paper we present a novel method for disCOVejish data to the target language, and use the result-

ering knowledge about many of the world's languageg, “orammars to discover the values of the typological
by tapping readily available language data posted to ﬂ}farameters that are the focus of this paper.
Web. Building upon our work on structural projections

across interlinearized text (Xia and Lewis, 2007), we de- Wg//use OD”\:C' the Oncl;n;e g_atabase of IN_terllnear text
scribe a means for automatically discovering a number (SPttp' www.csufresno.edufodin), as our primary source

computationally salient typological features, such as th(@)]c IGT data. OD,lN is the result of an effort to collect
existence of particular constituents in a languagg..( and database snippets of IGT contained in scholarly doc-
uments posted to the Web (Lewis, 2006). At the time of
The work described in this document was done while Lewi$his writing, ODIN contains 41,581 instances of interlin-
was faculty at the University of Washington. ear data for 944 languages.

There is much recent interest in NLP in “low-density

The reader will note that many word forms are shared
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2.2 The Structural Projection and CFG Extraction strate not only the success of our methodology, but also
Algorithms the viability of a corpus of IGT instances.

Our algorithm enriches the original IGT examples by . .
building phrase structures over the English data and théh Experimental Design

pr_ojects these onto the target language data via woygq The Typological Parameters

alignment. The enrichment process has three steps: (1) . . ] o

parse the English translation using an English parser, (2jnguistic typology is the study of the classification of
align the target sentence and the English translation uénguages, where a typology is an organization of lan-
ing the gloss line, and (3) project the phrase structuré/2ges by an enumerated list of logically possible types,
onto the target sentence. The specific details of the prg20St often identified by one or more structu_ral featdres.
jection algorithm are described in (Xia and Lewis, 2007)One of the most well known and well studied typolog-
Given the projected phrase structures on target sentenclé@! types, orparameters’, is that of word order, made _
we then designed algorithms to extract context-free granf@mous by Joseph Greenberg (Greenberg, 1963). In this
mars (CFGs) for each of the languages by reading off th?mlnal work, Greenberg identified six possible order-

context-free rules from the projected target phrase strul19s of Subjects, Objects, and Verbs in the world's lan-
ture. Identical rules are collapsed, and a frequency &tages, namely, SVO, SOV, VSO, VOS, OSV and OVS,

occurrence is associated with each rule. CEGs so geﬂnd identified correlations between word order and other

erated provide the target grammars we use for work ¢onstituent orderings, such as the now well known ten-
typological discovery we describe here. dency for SVO languages.§., English, Spanish) to have

Since the gloss line provides a means of associati epositional ordering in adpositional ph_rgses and SOV
the English translation with the target language, the pré©d- Japanese, Korean) to have post;.:)osnmnal.
jections from the English translation effectively project Ve take inspiration from Gree.nbergsyvork, and that of
“through” the gloss line. Any annotations associated th8cceeding typologiste.g.(Comrie, 1989; Croft, 1990)).

projected words, such as POS tags, can be associated V\Hﬁing _the linguistic typological literature as our base, we
words and morphemes on the gloss line during the enricfiéntified a set of typological parameters which we felt
ment process and then can be projected onto the targeuld have the most relevance to NLP, especially to tasks
These tags are essential for answering some of the typ§ich might require prototype or structural bootstraps.
logical questions, and are generally not provided by thall of. the paramgters we identified enumerate various
linguist. This is especially important for associated parconstituent orderings, or the presence or absence of par-
ticular grammatical concepts, such as number or tensté‘fmar constituents. The complete list of typological pa-

with particular word categories, such as verb and noun.f@meters is shown in table 1. There are two major cat-
egories of parameters shown: (1) Constituent order pa-

: i2ses rameters, which are broken down into (a) word order and
3 ThelGT and English Bi (b) morpheme order, and (2) constituent existence. For

The choice of the IGT as our source data type presen@@Ch parameter, we enumerate the list of possible values
two causes for concern. First, IGT is typically used bywhat typologists typically callypes), which is generally
linguists to illustrate linguistically interesting phenomena® permutation of the possible orderings, constraining the
in a language. A linguist often carefully chooses examset of possible answers to these values. The vatioe
p|es from a |anguage such that they are representa’[iveiéfreserved to indicate that a particular Ianguage exhibits
the phenomena he or she wishes to discuss, and in no wag/dominant order for the parameter in question, that is,
can they be seen as being randomly sampled from a «cdhere is no default or canonical order for the language.
pus” of day-to-day usage for the language. It might bdhe valuenr, or not relevant, indicates that a primary
argued, then, that a corpus built over IGT suffers frongonstituent of the parameter does not exist in the language
this bias, what we call theST bias, and results generated and therefore no possible values for the parameter can ex-
from IGT will be somewhat skewed. Second, since wést. A good example of this can be seen for the DT+N
enrich IGT using a method of structural projection fromparameter: in some languages, definite and indefinite de-
parses made to English translations, the language strdgrminers may not exist, therefore making the parameter
tures and the grammars extracted from them might suiirelevant. In the specific case of determiners, we have
fer from an English-centrism, what we c#hglish bias:  the Def and Indef parameters, which describe the pres-
we cannot assume that all languages will have the sarf8ce or absence of definite and/or indefinite determiners
or. similar grammaticql fegtures or constructions that Err 1See (Croft, 1990) for a thorough discussion of linguistic
glish has, and by projecting structures from English, wgo10gy and lists of possible types.

bias the structures we generate to the English source. The 2The termtypological parameter is in line with common us-
degree to which we overcome these biases will demoiage within the field of linguistic typology.
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for any given language. Since the paramefaes and

Indef are strictly existence tests, their possible values ar Table 2: Functional Tags in the CFGs

D

. . Tag Meaning Parameters Affected

constrained simply t&es or No. NP-SBJ | Subject NP WOrder, V-OBJ
NP-OBJ Object NP WOrder, V-OBJ

4.2 Creatingthe Gold Standards NP-POSS| Possessive NP Poss-N

The gold standards were created by examining gramma'ssg:;(ggj 8g::gﬂg 83}@2% ’;g x:z:ggj

and typological analyses for each language, and in somepTt the DT-N. Def

cases, consulting with native speakers or language eX-pT2 a,an DT-N, Indef

perts. A principal target was thébrld Atlas of Lan- DT3 this, that Dem-N, Def

guage Structures, or WALS (Haspelmath et al., 2005), | DT4 all other determinerg Not used

which contains a typology for hundreds of the world’s
languages. For each of the parameters shown in Table 1’D termini h der i hat simplified
aWALS # is provided. This was done for the convenience etermining morpneme order 1S somewnat simpliie

of the reader, and refers to the specific section numbers'i that the CFGs do not have to be consulted, but rather a

WALS that can be consulted for a detailed explanation gframmar consisting of possible mprpheme orders, Wh.'Ch
e derived from the tagged constituents on the gloss line.

the parameter. In some cases, WALS does not discu I[iu o .

a particular parameter we used, in which case a WAL e source of the '_cags varies. POS. tags, for instance, are

section number is not providedd, it is N/A). ger!erally not provided by t_he linguist, and th_us must be
projected onto the target line from the English transla-

tion. Other tags, such asse, number, andtense/aspect

are generally represented by the linguist but with a finer

As discussed, a typology consists of a parameter andg_;‘,:rlanularity than we need. For example, the linguist will

list of possible types, essentially the values this paramg-St the specific case, such as NOM for Norpinati}’/e or
ter may hold. These values are usually not atomic, a C for Accusative, ra_ther than just the label “case”. We
can be decomposed into their permuted elements, whid§€ @ table from (Lewis, 2006) that has the top 80 mor-

themselves are types. For instance, the word order paraRfleme tags used by linguists to map the specific values
eter is constrained by the typ&/O, SOV, etc., whose to the case, number, and tense/aspect tags that we need.

atoms are the types for Subject,V for Verb, andO The existence parameters—in our study constrained to
for Object. When we talk about’the order o’f words inPefinite and Indefinite determiners—require us to test the
a language, we are not talking about the order of certaffistence of particular POS annotations in the set of rel-

words. such as the constituefitse teacher. read. andthe  €vant CFG rules, and also to examine the specific map-
' oL b pings of words between the gloss and translation lines.

5 Finding the Answers

the order of the types that each of these words maps {5or instance, i

S V, andO. Thus, examining individuals sentences of 6{u'les for NPs, it is unlikely the language has definite or

language tell us little about the values for the typologicajpdefinite determiners. This can specifically be confirmed

parameters if the data is not annotated by checking the transfer rules betwabaanda and con-
The structural projections built over IGT provide theStituents on the gloss line. If either or bdkie or a mostly

annotations for specific phrases, words or morphem ap to NULL, then either or both may not exist in the
in the target language, and, where necessary, the strughguage.

tural relationships between the annotations as expressgd :

in a CFG. There are three broad classes of algorithms 1?§r Experiments
this discovery process, which correspond directly to eaciWe conducted two experiments to test the feasibility of

of the basic categories of parameters shown in Table dur methods. For the first experiment, we built a gold
For the word order parameters, we use an algorithm thatandard for each of the typological parameters shown
directly examines the linear relationship of the relativén Table 1 for ten languages, namely Welsh, German,
types in the CFG. For the DT+N variable, for instanceyYaqui, Mandarin Chinese, Hebrew, Hungarian, Icelandic,
we look for the relative order of the POS tags DT and NJapanese, Russian, and Spanish. These languages were
in the NP rules. For the WOrder variable, we look forchosen for their typological diversite.., word order),

the relative order NPs and Vs in the S (Sentence) and MBr the number of IGT instances available (all had a min-
rules. If a language has a dominant rule ofSNP VP, imum of fifty instances), and for the fact that some lan-

it is highly likely that the language is SVO or SOV, andguages were low-densite.(J., Welsh, Yaqui). For the

we can subsequently determine VO or OV by examiningecond experiment, we examined the WOrder parameter
the VP rule: VP— V NP indicates VO and VP> NP V  for 97 languages. The gold standard for this experiment
indicates OV. was copied directly from an electronic version of WALS.
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Table 1: Computationally Salient Typological parameted@no dominant order, nr=not relevant)

Label ]| WALS # | Description | Possible Values
Word Order
WOrder 330 | Order of Words in a sentence SVO,SOV,VSO,VOS,0VS, OSV,ndo
V+OBJ 342 | Order of the Verb, Object and Oblique Object (e.g., PP)| VXO,VOX,0VX,0XV,XVO,X0OV,ndo
DT+N N/A | Order of Nouns and Determiners, the) DT-N, N-DT, ndo, nr
Dem+N 358 | Order of Nouns and Demonstrative Determinéhss(that) | Dem-N, N-Dem, ndo, nr
JJ+N 354 | Order of Adjectives and Nouns JJ-N, N-3J, ndo
PRP$+N N/A | Order of possessive pronouns and nouns PRP$-N, N-PRP$, ndo, nr
Poss+N 350 | Order of Possessive NPs and nouns NP-Poss, NP-Poss, ndo, nr
P+NP 346 | Order of Adpositions and Nouns P-NP, NP-P, ndo
M orpheme Order
N+num 138 | Order of Nouns and Number Inflections (Sing, Plur) N-num, num-N, ndo
N+case 210 | Order of Nouns and Case Inflections N-case, case-N, ndo, nr
V+TA 282 | Order of Verbs and Tense/Aspect Inflections V-TA, TA-V, ndo, nr
Existence Tests
Def 154 | Do definite determiners exist? Yes, No
Indef 158 | Do indefinite determiners exist? Yes, No

Table 3: Experiment 1 Results (Accuracy)

WOrder VP | DT | Dem | JJ| PRP$]| Poss P N N V | Def | Indef Avg

+0BJ | +N +N | +N +N +N | +NP | +num | +case| +TA
basic CFG 0.8 05] 0.8 0.8] 1.0 08| 06 0.9 0.7 08| 08| 1.0 0.9 || 0.800
sum(CFG) 0.8 05] 0.8 0.8] 0.9 07| 06 08 0.6 08| 07] 1.0 0.9 ] 0.762
CFG w/ func 0.9 0.6 ] 0.8 09] 1.0 08| 07 0.9 0.7 08| 08| 1.0 0.9 || 0.831
both 0.9 0.6 ] 0.8