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Abstract

I propose a new structure-building operation
for Minimalist Grammars (Stabler 1997) which
allows the grammar formalism to grow trees
with more than one root. I demonstrate that to-
gether with the assumption that this new long-
distance dependency holds between nominal
arguments and their selectors, one can gener-
ate Horn amalgams and parasitic gaps with a
number of desired properties.

1 Introduction

I propose a new structure-building operation 3rd-
merge, formalized within the framework of Mini-
malist Grammars (Stabler 1997), that makes it pos-
sible to generate tree structures with more than one
root where the two roots are structurally indepen-
dent except at a single connecting phrase, the pivot.
Within minimalist syntax, a number of proposals
exists to extend the formalism beyond the oper-
ations merge and move, most notably sidewards
movement (Nunes 1995), parallel merge (Citko
2005) and grafts (van Riemsdijk 2006, van Riems-
dijk 2010). The effect of 3rd-merge is to allow
the selector to long-distance select its argument
out of an otherwise structurally independent root
(I discuss similarities and differences to the above-
mentioned extensions below). I propose that this
new long-distance dependency underlies the phe-
nomena of Horn amalgams and parasitic gaps.

Horn amalgams are constructions where two ap-
parently independent clauses share a common ele-
ment (Lakoff 1974):

)]

cats appears to be both the argument of adore and
was. The clause containing the latter verb is struc-
turally independent from the matrix clause; adore
does not select for the parenthesis-like clause but
the noun cats. Neither of those clauses c-command
the other. Evidence for this comes e.g. from the

Joscha adores [I think it was cats].

6

fact that binding (or any other syntactic operation)
between elements from each clause is impossible
(see Kluck 2011, ch.3 for an overview). The so-
called pivot cats is therefore shared by two other-
wise independent clauses and is the only element
accessible to both clauses.

In parasitic gaps, an otherwise ungrammatical
long-distance dependency (here: extraction out of
an adjunct) becomes grammatical in certain con-
figurations in the presence of a licit long-distance
dependency (Engdahl 1983 i.a.):

(2) [Which article]; did you file #; [without
reading pg1]?

Both ‘real’ and parasitic gap refer to the same ele-
ment. | argue that the matrix clause and the adjunct
share the single element which article in the same
manner as amalgams; the crucial difference is that
the adjunct as additional root is reintroduced into
the matrix root. When the pivot is moved, this
creates the appearance of two gaps.

The structure of this article is as follows: 1
present the algebraic definition of Minimalist
Grammars from Stabler and Keenan (2003) (Sec-
tion 2). I then introduce the new operation and
the rules describing its behaviour (Section 3), to-
gether with an application to the phenomena they
are supposed to derive. Section 4 concludes with a
comparison with other operations and a discussion
of open issues.

2 Minimalist Grammars

Stabler and Keenan (2003) provide an algebraic
definition of Minimalist Grammars (MGs). A Min-
imalist Grammar G (%, F, Types, Lex, F),
with a non-empty alphabet ¥, the set of Features F'
consisting of base features (n,v,c,...), the respective
selection features, as well as licensor and licensee
features for movement, i.e. F' = base U {=f|f €
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base} U {+f|f € base} U {—f|f € base}!, the
Types = {:,:}, with - € {:,:} as shorthand.
They call Chains C' = 3* x Types x F*, and Ex-
pressions £/ = CF, with the lexicon Lex C CT as
a finite subset of 3* x {::} x F™*. There are two op-
erations .% = {merge, move}, defined as partial
functions as in Figure 1. Tuse s,t,u,v,w € ¥*;
B,y € F*; 6,6, € FT, chains aq,...,q4 or
L1y ey bg OF [U1, ooy fhy With k1 m > 0.

merge : (E x E) — F consists of three sub-
cases, defining merge into complement position
(mergel) and specifier position (merge2) and merge
of a moving element (merge3). move : £ — E
is described by two functions for which the Short-
est Move Constraint (SMC) holds: no member of
Oy eeey QG—1, Qi 1, ..., 0 has —f as first feature.
There is either movement to a final (movel) or non-
final (move2) landing site.

3 A new operation

The core intuition behind the new operation is to
create a new type of long-distance dependency be-
tween nominal arguments and their selectors such
as verbs that allows verbs to select an element
from within an independent root. Crucially, the
secondary root remains structurally independent ex-
cept at the selected phrase. A possible visualization
would be that of a form of ‘long-distance’ in-situ
merge. I introduce a new type of positive/negative
feature pair for the new operation 3rd-merge: # f
and #£2. By assumption, there is only a single fea-
ture of this type in a language (#n or #d, depending
on what the assumed highest projection in the nom-
inal domain of that language is). This restriction
is driven purely by empirical considerations, to re-
strict the phenomena of amalgams and parasitic
gaps to nominals (for now).

In addition to the symbols in the standard MG
definition, I use ¢ € F® where [ = {4f|f €
base}; w is of the form [t : ¥y, p1, ..., ] and
¢ € {n,c}. For the present purposes, I restrict
the structure of potential lexical items as follows:
{=f,#f}Y".f.(#f.)—f*, i.e. there is at most one
#f directly after the category symbol of any given
lexical item; # f behaves like selector features. Fig-
ure 2 provides an overview of all rules.

Let us assume that the highest projection in the
nominal domain is 7, and that all nouns have both n

'Note that there is some redundancy in this definition since
there are no base movement features as categories.
2plus-equals’ and ‘minus-equals’, for lack of better terms.

and #n in their feature string (cat :: n.#n). A con-
sequence is that additional roots can only grow on
top of nominals. The assumption is that nominals
are always merged via an application of 3rd-merge.
Phrases with feature string f.#f are 3rd-merged
into complement or specifier position (3merge-1/2)
or as moving item (3merge-3). Nominals are there-
fore treated as a trivial case of an independent
root, namely one where no additional structure has
grown on top of it. The category of this trivial root
n is treated as syntactically inert after the applica-
tion of 3rd-merge.

The system also allows a non-trivial root to grow
on top of a nominal before it is 3rd-merged. 1 call
such a root the secondary root® (e.g. the bracketed
‘I think it was’ in (1)) since 3rd-merge creates an
asymmetry between the roots, as will be discussed
below.

The rule merge4 governs the special case where
growth of a non-trivial secondary root is initiated
on top of a nominal. A head selects for a cate-
gory feature of an expression that is followed by
#f. The merge features of the argument are erased
but it becomes part of the chains of the selector,
akin to merging moving expressions, and becomes
inaccessible for the rest of the derivation within the
secondary root until it is selected via an application
of 3rd-merge out of a different root. The inaccessi-
ble pivot is indicated by square brackets. I denote
bracketed elements of the form [t : 1y, p1, ..., fim)]
as w. Note that so far this operation is only defined
to apply in complement position. Example deriva-
tions for an amalgam and a parasitic gap can be
found in Figure 3. ‘I think it was’ and ‘without
reading’ are treated as such secondary roots, and
the first steps in both derivations (selection by was
or reading) exemplifies an application of merge4.

The introduction of w by merge4 now requires
an update to the former merge and move rules so
that an expression can contain 0 or 1 w (‘w’ ab-
breviates ‘0 or 1 w’ for readability). mergel and
merge2 remain unaffected save a potential presence
of an inert w. The argument in mergel and the func-
tion in merge2 can contain w. Note that, similar
to the complement-only restriction for merge4, 1
disallow merging an expression into specifier posi-
tion that contains w. This would allow a potentially
unbounded number of w in an expression, with po-
tentially non-trivial nesting, something I want to

31 use ‘root’ here as pars pro toto for the whole single-
rooted subtree in a multi-rooted tree.
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Figure 1: Standard MG rules
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Figure 2: MGs with 3rd-merge



exclude. There is thus a ban on #f in specifiers.

The original merge3 is joined by the additional
merge3 spec that allows for the possibility of a se-
lector containing w when merging into specifier
position. A selector cannot contain w when merg-
ing its complement, but I also exclude the option
that its argument contains w in this case. Such a
rule would be ‘unphysical’ in that it would lead
to ‘root-distributed remnant movement’. An ex-
ample would be VP-movement inside an amalgam
minus its inert object as w which appears in its in-
situ position in the matrix root. To the best of my
knowledge there is no such phenomenon. Previ-
ous move rules, however, are updated trivially to
allow for the presence of inaccessible w. In sum,
merge4 initiates growth of a secondary root, but
previous merge and move rules continue to build
structure in the familiar way, largely unaffected by
the presence/absence of a pivot.

3.1 Amalgams

We now turn to the cases where 3rd-merge selects
an argument from within a non-trivial secondary
root, as in Horn amalgams such as (1) where ‘/
think it was cats’ grows on top of the cordoned off
NP cats with a #n feature. This clause, and the
clause headed by adore are structurally indepen-
dent. As mentioned, no element from either clause
can bind an element from the other, i.e. there is
no c-command relationship between these clauses®.
Only the pivot is accessible for both clauses. In
3merge-1°/2’, the selector selects (and therefore c-
commands) only the element carrying #f from the
bracketed chain, but does not establish any syntac-
tic relationship with the rest of the expression. This
property of the rule effectively introduces multiply-
rooted trees since there is an undominated complete
root tree with a single position inside where it can
‘dock’ with another root.

The rule enforces that the expression from which
the argument of the selector originates is a com-
plete CP which has no features unchecked besides
the pivot in the bracketed part. The ¢ on the head
of the secondary root is not selected and remains
unchecked but vanishes in the resulting expression.
This implements the idea that a syntactic object is
complete if the only unchecked features in all its
roots are of start category c. Another effect that this
rule enforces is a derivational ‘timing’ in that sec-

“For this reason, the idea, as suggested by a reviewer, to

let adore select the cleft-structure and then select for cats via
a step of covert movement leads to wrong predictions.

ondary roots can only be connected with a primary
root (by definition the root whose head carries # f)
after they are built completely, but not in an inter-
mediate stage. This would yield an expression with
multiple heads that need to check their features,
with often non-trivial bracketing. The rules above
avoid this complication.

In the result of the rule, amalgam plus pivot are
linearized as a single unit with respect to the verb,
yielding the correct adores I think it was cats. This
step is also illustrated in Figure 3. Also note that I
do allow completed amalgams in specifier position
(Bmerge-2’), it is only unchecked #f-features that
are disallowed, for the reasons discussed above.

As a last note, the rules allow for subextraction
from pivots into the matrix root, as indicated by the
presence of chains. This is empirically justified:

3) Of which person does Daniel have [I think
it was a painting ¢]?

There is also empirical justification for isolating
from the secondary root not only the #f-carrying
element but also its moving subparts, i.e. disallow
subextraction into the secondary root. The out-
come of such an extraction is ungrammatical. This
is another way in which the asymmetry between
selector and selectee in a 3rd-merge dependency
manifests itself.

) a. *Ville has [of his daughter, I think it
was a painting ¢]
b. *@rjan has [of which daughter, do I

think it was a painting f].

I turn now to cases where there is additional struc-
ture on top of the pivot, but the pivot NP itself has
a movement feature. I want to exclude movement
of the pivot of amalgams. Movement of the pivot
on its own is ungrammatical and would, metaphori-
cally speaking, lead to the amalgam being a discon-
nected piece of structure; pied-piping of the whole
amalgam also appears to be quite degraded:

(5) a. *Chicago, Peter went to [I think it was 7].
b. 7*[I think it was Chicago], Peter went to z.

Instead, I want to reserve such cases for a different
phenomenon. I propose the following empirical
split. With additional roots, there are two possi-
bilities: either that root remains free, which corre-
sponds to amalgams, or that root is reintroduced
into the matrix root again. I propose that this option



only occurs when the pivot connecting both parts
of the resulting cyclic graph carries a movement
feature. This movement of the connecting element
leads - at least from a derived tree perspective - to
the breakup of the cycle. In a 1D-string, such a
movement gives rise to what appears to be two dis-
tinct gaps. The phenomenon that this corresponds
to is parasitic gaps (such a multidominance account
of parasitic gaps has been proposed in Kasai 2010).

3.2 Parasitic gaps

3merge-4 is the rule that governs the behaviour of
moving pivots®. Its effect is that of selection for the
moving pivot without erasing the category feature
of the root that hosts it - in contrast to amalgams
(this can be seen in Figure 3 where file selects which
article out of the adjunct). That root, ¢, can either
be ¢ or n/d since parasitic gaps can occur not only
in clausal elements like relative clauses or adjuncts
but also in NPs as in subject parasitic gaps. A small
difference to amalgams is that the host phrase of
the pivot can carry a movement feature. I allow
this possibility for potential movement of adjuncts
or subject movement. Other than that, there are no
unchecked features besides w.

There are a number of side issues that this rule
addresses as well. Upon 3rd-merging the pivot,
sub-movers ¢q, ..., t¢ are ‘released’ so that they be-
come accessible parts of the chain in the outcome.
This appears to be empirically justified since e.g.
complements of nouns that are pivots in parasitic
gap constructions can be scrambled to a position
lower than the pivot (though, again, only into the
matrix root, not the secondary one):

(6) ?[Welche Biicher 715 hat [iiber Potsdam];
which  books has about potsdam
jeder gekauft 75 ohne  je zulesen pgs?
everyone bought  without ever to read
Which books about Potsdam did everyone

buy without ever reading?

I also disallow movement of the pivot itself within
the secondary root. Such a step appears unneces-
sary for Horn amalgams where the pivot occurs
in base position within the amalgam. This also
fits well with the observation that parasitic gaps in
subject position are usually ungrammatical (see e.g.
Mayo 1997). Under standard assumptions, subjects
move to receive case. The impossibility of moving

SThe rule as it stands is an abbreviation for the specifier
and complement merge cases - in the latter case, a1, ..., ak
and w is missing in the selector.
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in the secondary root would exclude this for inde-
pendent reasons. This ties in with another property
of the pivot that I have assumed throughout the def-
initions in which they appeared: they always occur
in complement position in the secondary root. For
the it-cleft(-like) constructions in amalgams, this
appears to be correct, as well as for parasitic gap
hosts. As mentioned, subject gaps are excluded.
Indirect object gaps appear to be degraded as well:

(7)7*Which person did you send out after giving
pg1 an article?

Until a convincing need for non-complement pivots
arises, I restrict 3merge-4 to complement position.

I have allowed for the presence of w in the se-
lector in 3merge-4 which in principle allows for
amalgams in amalgams or parasitic gaps in para-
sitic gap hosts. Whether this is empirically justified
is beyond the scope of this paper.

Let us return to the core issues. The expression
that is introduced into the chain of the selector
([t : ¢v,u : £]) as a result of 3merge-4 differs from
w in that it does not contain a #f-feature. There
are three rules that govern the behaviour of such a
bracketed expression. Either the pivot can move to
a non-final landing site (move3), ‘pied-piping’ the
whole expression with it. This would be the case if
A-movement precedes A-movement of the pivot.

The other two rules (chain-mergel/2) govern the
reintroduction of the secondary root into the main
root. This amounts to ‘chain-internal’ merge, akin
to move rules, with the difference being that the
expression carries an unchecked category feature,
not a movement feature. chain-mergel/2 describe
the point in the derivation where the parasitic gap
host (e.g. an adjunct like [without reading:c, which
book:-wh]) is merged into its position in the matrix
root (an application for chain-mergel occurs in Fig-
ure 3 where an empty vP-adjunction head € selects
for the adjunct). As aresult, the parasitic gap host is
either linearized in its final position (chain-mergel)
or becomes a moving chain (chain-merge2); in both
cases, the moving element that corresponds to both
real and parasitic gap (u.¢) is released and becomes
part of the chains. From there it moves to a posi-
tion higher than the reintroduction site of its host,
deriving the anti-c-command property of parasitic
gaps. The last steps of the derivation of (2) can also
be found in Figure 3°.

81 abstract away both from how adjunction works (treat-
ing it as normal merge) and the rightward dislocation of the



3.3 Further issues and applications

So far I have assumed that only nominals carry
a ff-feature. It is considered a core property of
parasitic gaps that only NPs can correspond to them
(see e.g. Culicover 2001). NPs are also prototypical
pivots in amalgams; predicative adjectives e.g. are
degraded as pivots in Horn amalgams (Kluck 2011,
74):

(8)?*Bea is [I think it’s blond].

Note though that Engdahl 1983 cites AP parasitic
gaps as acceptable in Swedish and that amalgams in
NPs on top of attributive adjectives are acceptable
in some contexts (‘an [I think you can call it simple
solution]’, see Kluck 2011). Further research is
necessary to determine whether the restriction of
#f to nominals is correct or needs to be relaxed at
least for adjectives.

In the more restrictive system, there is only a
single category that can carry the additional nega-
tive feature, i.e. either n.#n or d.#d, depending on
one’s stance in the DP/NP-debate and/or whether
one describes a DP- or NP-language (see Boskovi¢
2008 for such a split). With the new operation,
however, it is possible to propose a new solution
to the structure of the DP: one assumes that NPs
universally have the feature sequence n.#n and
that verbs select for #n, even in DP-languages, ex-
plaining why verbs can ‘long-distance’ select for
types of NPs even in those languages (an argument
against DP-structure by Bruening et al. 2018). DP-
languages would differ from the system presented
so far in that every DP is a ‘mini-amalgam’: they
require d to select NPs as in a merge4 application,
and it is only the resulting DP that can be the argu-
ment in a 3merge-1 rule.

5 =n.dvy t-n.dn,aq, ., af DP-merge
[st:d.#n.y, a1, ..., o]
s #no t-d.#n,aq,...,«
# [t d-$n, 01 k] 3merge-1PF
st:d,aq, .., qp

The first d selecting n.#n thus has a special status,
and it is only further merge with that DP that leads
to amalgams proper or parasitic gap hosts.

The only purpose of 3rd-merge, then, is to con-
nect the two major spines, the nominal and the
verbal/clausal one. In such a system, the fact that
the additional root can grow further and either re-
main independent (amalgams) or get reconnected

adjunct in this example.
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(parasitic gaps) is a simple consequence of the way
clausal and nominal spine are merged. The three
apparently distinct phenomena share a common
core, and the fact that parasitic gaps and amalgams
are restricted to nominals falls out as a consequence
of the assumption that 3rd-merge connects verbs
and nominals and does not need to be stipulated
separately.

Showing the full rule set for this system is be-
yond the scope of this paper, however. There are
a number of empirical and theoretical issues that
need to be considered. Possibilities like NP extrac-
tion out of DP as e.g. in German complicate the
rules. One also needs to ensure that it is the first
D selecting an NP that is turned into a bracketed
w, not a higher one. This is easier if one assumes
that all additional material in NPs like adjectives
and numerals are adjoined by category preserving
operations and D always selects something of type
n.#n. Not all approaches assume this and would
need to be dealt with differently. I therefore leave
a full exploration of a system that unifies DP/NPs,
amalgams and parasitic gaps for future research.

As a last point, there is also the issue that when
growing amalgams or parasitic gap hosts (in a
merge4 step), the verb needs to select via =n or
=d. Thus one would need to allow optionality in
the way verbs select arguments (#n/=d) which
appears to unnecessarily bloat their lexicon entry.
However, this is independently necessary if one as-
sumes that (weak) pronouns are just a single head
d’. A stronger but related argument for the vari-
able nature of selection comes from a number of
verbs that disallow weak pronouns, Postal’s 1994
so-called anti-pronominal contexts (9-a). Strik-
ingly, it is exactly those verbs that cannot occur
in parasitic gap hosts (9-c) even though they do al-
low wh-extraction (9-b). Both apparently unrelated
facts are derived together by the assumption that
the lexicon entries of this class of verbs lack the
=d/=n option:

(9) a. *She likes the colour black, so she
painted the door it.

b.  What colour; did she paint the door #;?

c. *What colour; did she grow to hate #;

after painting her door pg;?
This is also yet another example of an asymmetry

"Verbs still cannot select via =d for ‘full’ DPs with lex-
ical content in matrix roots since they would then contain
unchecked #n, preventing the derivation to converge.



between the roots since the mode of selection for
the pivot appears to differ. An in-depth investiga-
tion of the empirical facts concerning this asymme-
try is beyond the scope of this paper, however.

4 Discussion

To summarize, I introduced a new operation, 3rd-
merge, to Minimalist Grammars. By postulate, only
nominals can carry #f so the new long-distance de-
pendency holds between nominal arguments and
their selectors. The main effect of the new opera-
tion is to allow selection of an item from within an
additional root without establishing a syntactic rela-
tion to any other part of that root. Additional roots
can either remain independent, which corresponds
to the phenomenon of Horn amalgams, or they can
be reintroduced into the matrix root, which results
in parasitic gap constructions after movement of
the pivot in the resulting cyclic structure.

I want to discuss a number of commonalities
and differences between 3rd-merge and other ex-
tensions of minimalist grammars. What 3rd-merge
and sidewards movement (Nunes 1995, especially
in the formalization by Stabler 2006) have in com-
mon is the general idea of further relaxing resource
sensitivity. In the sidewards movement system in
Stabler (2006), however, a category feature e.g.
can be re-used a potentially unbounded number of
times. The system set up here does not give up
resource sensitivity completely but only allows one
further type of re-use of an expression, besides be-
ing merged and moved, thereby stipulating a third
dependency type. The third type of re-use leads to
the growth of an additional root which is distinct
from the possibilities of sidewards movement. Just
as movement is not ‘just’ a reuse of category fea-
tures but a dependency (related to but nonetheless)
distinct from merge with its own properties and
restrictions, it is important in my opinion to equally
separate this third reuse of expressions. This way
one can investigate the properties and restrictions
of this new dependency in their own right.

If resource-sensitivity needs to be relaxed further,
e.g. for multiple parasitic gap constructions, one
has more control over which features exactly are to
be changed in that way. Whether it is merge, move
or 3rd-merge features that can be reused might have
different empirical consequences.

Torr and Stabler (2016), building on Kobele
(2008), extend MGs to deal with ATB-movement
(among other things). The idea behind these ap-
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proaches is the unification of the identical but dis-
tinct movers of both conjuncts. Those approaches
are then extended to cover other one-to-many de-
pendencies such as control and parasitic gaps.
Parasitic gaps, however, are markedly different
from ATB-constructions as demonstrated in Postal
(1993). They are not confined to coordinations but
are subject to a number of restrictions irrelevant
for ATB, such as a restriction to A-movement, a
categorial restriction to NPs, the anti-pronominal
condition shown in (9) and many others. Para-
sitic gaps are optional and their position can be
filled, contrary to ATB-patterns where all gaps are
obligatory and mutually depend on each other, i.e.
a mutual symbiosis compared to an asymmetric
parasitism. There is also the asymmetry in subex-
traction (see (6)) that is non-trivial in a system that
treats the origin of unified movers on equal footing.
For these reasons I treat the asymmetries of para-
sitic gaps as a different phenomenon, not a subtype
of ATB-movement.

The properties of amalgams are another central
reason to adopt a system as presented here. There
is convincing evidence that amalgams contain an
undominated, independent secondary root (Kluck
2011, ch.3), a structure the above approaches can-
not currently generate. In the present approach,
a head can select for an element from within a
different root without, however, connecting with
the rest of the root. Amalgams also exhibit re-
strictions and asymmetries that are shared by para-
sitic gaps, such as a putative categorial restriction
to NPs and (sub)extraction asymmetries (see (4)).
Since these phenomena pattern together and they
can both be derived by a system that allows multi-
ple roots, it is useful to derive them with the same
mechanism while treating the more symmetrical
ATB-phenomenon as distinct.

What distinguishes 3rd-merge from parallel
merge (Citko 2005, Citko 2011), apart from a for-
mal implementation, is that it is not ‘parallel’ or
symmetric. In parallel merge, a head A and a
head C that merge with phrase B both stand on
equal footing. 3rd-merge introduces an asymme-
try between selector and selectee. This property is
shared by grafts (van Riemsdijk 2006, van Riems-
dijk 2010), the operation that is its closest match.
van Riemsdijk uses this operation mainly to derive
properties of free relatives and transparent free rela-
tives (‘She ate what she called egg fried rice.”) but
also Horn amalgams. van Riemsdijk notes empir-



ical asymmetries but remains agnostic as to how
they come about (see e.g. van Riemsdijk 2006, fn.8,
‘all trees are equal’). For 3rd-merge, the asymme-
try is built into the definition of the operation: the
selector is always part of the matrix root while
additional structure on top of the NP is always a
secondary root that is integrated into the main struc-
ture. Further asymmetries are part of the definition,
such as the impossibility of extraction and subex-
traction of the pivot into the secondary root. Graft
can apply at any stage but must do so long before
the whole clause is built for phase considerations
(van Riemsdijk 2006, ch. 4.3). I proposed the oppo-
site for 3rd-merge since merge of an intermediate
stage of a secondary root would lead to a prolifera-
tion of unchecked features that are difficult to track
in the algebraic definition presented here.

Before closing this article, I want to mention
two further issues that need to be addressed. One is
the linearization of amalgams. Not only were the
pivots considered so far the most deeply embedded
complement, they were also the most rightward
element in the string. This would be different in
SOV amalgams or with extraposed adverbials:

(10) ?Peter hat [ich glaub es war die Katze gewesen]
Peter has I  think it wasthecat been
gestreichelt.
petted.

Peter petted I think it was the cat.

This cannot be derived in the system set up so far.
One reason for this is that the algebraic definition
used here does two things at once: regulate the
feature calculus and linearize the string. A more
fine-grained approach should be able to treat those
matters separately.

The last question concerns the expressive power
of the grammar presented so far. Though I as-
sume it to be the case, showing the equivalence to
MCFGs would be reassuring. Apart from empirical
considerations, it might be relevant for that purpose
to determine whether to allow w in 3merge-2°/4,
i.e. whether it is safe to allow unbounded nested
amalgams/parasitic gaps. The same goes for the
question whether there should be an SMC equiva-
lent for the structure [¢ : ¢7y, u : €]. Occurrence of
more than one such element in an expression might
lead to unwanted indeterminacies. As a last point,
it would be of interest to know whether MGs with
3rd-merge but without (remnant) movement allow
generation of non-context free patterns.
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Abstract

Recent work in subregular syntax has revealed
deep parallels among syntactic phenomena,
many of which fall under the computational
class TSL (Graf, 2018, 2022). Vu et al. (2019)
argue that case dependencies are yet another
member of this class. But their analysis fo-
cuses mainly on English, which is famously
case-poor. In this paper I present a TSL anal-
ysis of Japanese, which features a much wider
range of case-marking patterns, adding support
to the claim that case dependencies, and by
extension syntactic dependencies, are TSL.

1 Introduction

Work on the computational complexity of strings
has identified a rich hierarchy of subregular classes
and shown that phonological patterns are among
the simplest possible (Heinz, 2018). Local depen-
dencies fall under the class of strictly local (SL)
languages while most long-distance dependencies
fall within a superclass of SL known as tier-based
strictly local (TSL). These findings are of interest to
both computational and general linguistics as they
make strong typological predictions and inform de-
velopment of learning algorithms (Lambert et al.,
2021). A tantalizing possibility is that the tree-
based equivalents of the string classes might reveal
the same result in syntax. Graf (2018) generalizes
SL and TSL to trees, and subsequent work (Graf
and Shafiei, 2019; Vu et al., 2019; Graf, 2022, a.o0.)
presents preliminary evidence that many disparate
syntactic phenomena are indeed TSL. But confirm-
ing this hypothesis requires much additional work,
because the abstractness of syntactic representa-
tions makes it difficult to claim with certainty what
structures are possible.

This paper focuses on the syntactic distribution
of morphological case, which I define to be those
heads or features realized by case morphology. In
other words, we are not interested in the raw surface
forms (which may exhibit accidental syncretism),
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but in the systematic distinctions among nominals
made on the basis on their syntactic context. Vu
et al. (2019) provides a proof of concept for a TSL
analysis of case, focusing primarily on English.
This work provides an analysis of Japanese, which
features a much richer range of case patterns, in-
cluding: (1) case marking conditioned by temporal
properties of verbs, (2) lexical and structural dative
case, (3) long-distance case marking in embedded
clauses, and (4) case alternations in complex predi-
cates. In addition to strengthening the claim that the
syntactic distribution of case is TSL, the analysis
also shows that case patterns that might otherwise
be considered complex or surprising are in fact
quite simple from a computational perspective.
The remainder of this paper is structured as fol-
lows. Section 2 introduces the computational back-
ground for establishing the TSL nature of syntactic
dependencies. Section 3 provides an overview of
the basic case patterns in Japanese, and proposes
a set of descriptive generalizations. In Section 4, I
define TSL grammars which encode these general-
izations, then show how the analysis extends easily
to more complex structures. Section 5 concludes.

2 Computational background

2.1 SL and TSL string languages

A strictly local (SL) language is characterized by
a set of forbidden substrings of a fixed length k.
For example, an SL. grammar enforcing strict CV
syllable structure consists of the set {$V, CC, VV,
C$}, where $ stands for beginning/end of string.
Words in this language include CV and CVCYV but
not CVCCV (which contains CC) or CVC (C$).
Each forbidden substring is of length 2, making
this a strictly 2-local (SL-2) language.'

TSL is a generalization of SL in which certain

I An equivalent definition of SL utilizes sets of permissible
substrings of fixed length k, {$C, CV, VC, V$} in the case
of the present example. Under this definition, a word is well-
formed iff all of its length k substrings are well-formed.

Proceedings of the Society for Computation in Linguistics (SCiL) 2023, pages 15-24.
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symbols are ignored. The remaining symbols are
projected onto a fier in which elements that were
formerly separated become adjacent, allowing a re-
stricted type of long-distance dependency: a string
is well-formed iff its tier conforms to a given SL
grammar. A simple example from phonology is
(symmetric) consonant harmony. Assuming an al-
phabet {a, m, s, [}, we project only {s, [}, and ban
the substrings {sf, [s}. Words like ‘samaas’ (tier:
‘ss’) and ‘[afafa’ ([[[) are part of this language but
‘famas’ (fs) and ‘safafa’ (sf[) are not. Since the
forbidden substrings on the tier are of length 2, this
language is TSL-2.

2.2 TSL in syntax

Graf (2018) generalizes TSL from strings to trees
as follows. First, we project a tree tier which re-
tains a subset of the original nodes, preserving dom-
inance and precedence relations. The daughters of
each node on the tier are then regulated by a TSL
string language. This means that there are two op-
portunities to project a tier; we will take advantage
this in of our treatment of adjuncts in Section 4.8.

Somewhat more formally, a TSL tree language is
defined in terms of two functions: a tier projection
function specifying which nodes to retain on the
tree tier, and a daughter string language function
which determines the constraints on the daughter
string of each node.” Each function considers a
finite local context of the argument node. I will use
only the label of the node itself—a context of size
1, with one exception as discussed in Section 4.7.

For the syntactic formalism, I follow recent work
(Graf, 2022; Graf and Shafiei, 2019) by adopting
Minimalist Grammar (MG, Stabler 1997) depen-
dency trees. These trees record the order of Merge
steps in a Minimalist derivation: the rightmost child
of a head is its complement, and other children are
specifiers. Dependency trees are more compact
than other representations while containing all nec-
essary information about the derivation.

Consider the Japanese example in (1). This is
a simple transitive sentence, in which the subject
Taroo is followed by the nominative case marker ga
and the object piano is followed by the accusative
marker 0. An X'-style phrase structure tree for this
sentence is shown on the left of Figure 1. Details of
the syntactic analysis will be introduced in Section
4. For now, it suffices to note that the case marker
is the head of a K(ase) phrase, and that the subject

2See Graf and Kostyszyn (2021) for a full definition.
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/\
KP Vv
P AN
NP ganom VP v ganoym hiita
I P I I
Taroo KP hiita Taroo oacc
P I
NP oacc piano
I
piano

ganoM Oacc

Figure 1: Left: phrase structure tree. Right: dependency
tree and tier projection enforcing accusative constraint.
Nodes of category K, C, and v are projected. It is re-
quired that every o has a ga among its left sisters.

KP asymmetrically c-commands the object KP.
(1) Taroo ga/*o piano o/*ga hiita.
Taroo NOM/ACC piano ACC/NOM played
‘Taroo played the piano.’

On the right of Figure 1 is the dependency tree
corresponding to the phrase structure tree, along
with the case tier projection. Each node in the de-
pendency tree is a lexical item, taking the place
of a head and all of its projections in the phrase
structure tree. v has two daughters, correspond-
ing to its specifier (the subject, headed by the case
marker) and its complement (VP, headed by the
verb). Other nodes have only a single child, corre-
sponding to their complements. A full dependency
tree would display the features of each node; for
brevity I omit everything but the node label and
relevant features such as case, using the category
as the label of empty elements such as C/T/v.

This brings us to the tier projection. The general
approach taken in this paper will be to construct
a tier such that all nominals in some case licens-
ing domain become daughters of the domain node,
and to state the constraints on case configurations
over the daughter strings of the domain nodes. In
the present example, the relevant constraint (sim-
plified) is that the accusative marker o must be
c-commanded by nominative ga in the same clause.
To enforce this constraint, we project a tier which
includes all nodes of category v, K, and C. Since
dominance and precedence are preserved, ga and o
become daughters of v. We then require that ga be
a left sister of 0.> The TSL grammar for the daugh-
ter string language of v will thus ban substrings
such as o ga. The full analysis, which contains

3n principle it is possible for a left sister on the tier not to

be c-commander in the dependency tree. In practice this turns
out not to be an issue. See Section 4.8 for an example.



many additional constraints over several tiers, will
be fleshed out in Section 4.

It is worth noting that in an MG dependency tree
all elements appear in the position of first merge—
when a nominal has moved, such as by passiviza-
tion or scrambling, only its base position is consid-
ered for purposes of case licensing. This assump-
tion has been adequate for all phenomena examined
in this framework to date, and it also seems to be
appropriate for case in Japanese. Scrambling, for
example, is widely understood to preserve case
marking. Even when a certain case correlates with
movement (as in some analyses of differential ob-
ject marking), it is usually possible to predict the
case of nominal based on its context and its other
features (e.g. definiteness). Since this issue does
not arise in the Japanese data, I say no more here.

3 Basic case patterns

Japanese has four core cases, marked by the suf-
fixes ga (nominative), o (accusative), ni (dative),
and no (genitive). Their prototypical functions are
similar to German and other Indo-European lan-
guages: subjects receive nominative case, direct
objects receive accusative, and indirect objects re-
ceive dative, while complements and possessors of
nouns are genitive. Examples of simple intransitive
(2a), transitive (2b), and ditransitive sentences (2c)
are given below, along with examples of a nomi-
nal complement (2d) and possessor (2e).* All ex-
amples are presented in topic-less sentences since
topic marking masks the underlying case.’

(2) a. Taroo ga hasitta.

Taroo NOM ran

‘Taroo ran.’

Taroo ga  piano o  hiita.
Taroo NOM piano ACC played
‘Taroo played the piano.’

=D

Jinga Yumini hon o ageta.
Jin NOM Yumi DAT book ACC gave

‘Jin gave Yumi a book.
Taroo ga [yama no e] 0  mita.
Taroo NOM mountain GEN picture ACC saw
‘Taroo saw a picture of a mountain.’
. Taroo no hon

Taroo GEN book

‘Taroo’s book’

4Data is adapted from (Miyagawa, 1989) unless noted
otherwise.

5Abbreviations: NOM = nominative, ACC = accusative,
DAT = dative, LD = lexical dative, GEN = genitive, APPL =
applicative, NPST = non-past, PASS = passive, IPASS = indirect
passive, CAUS = causative.
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In general, nominative, accusative, and dative
case are available for arguments of verbs, and the
number of arguments predicts what their cases
should be: if there is one argument then it is nomi-
native; if there are two then the latter is accusative,
and if there are more than two then the middle nom-
inals are dative. This is also true for complex verbal
predicates, with some complications (discussed in
Sections 4.6 and 4.7). Conversely, arguments of
nouns are usually genitive no matter how many
there are. An example of a noun phrase multiple
genitive arguments is given in (3) below.

(3) Taroo no yama no e
Taroo GEN mountain GEN picture
‘Taroo’s picture of a mountain’

While these are the canonical patterns, several
others are possible. Some transitive verbs take a
dative object rather than the usual accusative (4a).
Additionally, stative verbs such as dekiru ‘can do’
take a nominative object, and allow dative and/or
nominative for the subject (this varies depending
on the exact verb), yielding dative-nominative (4b)
and double nominative (4¢) structures. Transitive
adjectives and complex verbs formed with a stative
suffix also allow nominative objects.

(4) a. Taroo ga  Yumini atta.
Taroo NOM Yumi DAT met

‘Taroo met Yumi.’

Yumi ni tenisu ga  dekiru.
Yumi DAT tennis NOM can.do

“Yumi can play tennis.’

Yumi ga  tenisu ga  dekiru.
Yumi NOM tennis NOM can.do

“Yumi can play tennis.’

Of the four cases, nominative has the widest
distribution. As we will see later (Sections 4.5 and
4.7), it can also be replaced with another case when
a verb or adjective and its arguments are embedded
in a larger structure. Thus, it makes sense to treat
nominative as the default case, appearing when no
other condition applies.

To briefly summarize, the case that marks a nom-
inal in some domain depends primarily on (1) the
category of the domain and (2) the position of that
nominal relative to others in the domain. Addi-
tionally, certain predicates specify that one of their
arguments must be dative rather than the case that
would otherwise be expected. Specifically, we
could say that accusative and genitive are struc-
tural cases (i.e. licensed by the structural context);
some instances of dative are structural while oth-



ers are lexical (licensed by specific lexical items);
finally, nominative is the default.

I am not aware of any work in the syntactic
literature that analyzes the entire case system of
Japanese in this manner. However, the individ-
ual patterns are well-known, and the analysis is a
direct application of ideas from dependent case the-
ory (Marantz, 2000; Baker and Vinokurova, 2010).
The primary purpose of this paper is to show that
the generalizations outlined above are easily im-
plemented using a TSL grammar, and that they
can be extended to more complex constructions
with little or no modification. As a computational
analysis, it essentially descriptive in nature, and
in principle compatible with a variety of theories
of case licensing. At the same time, most of the
patterns discussed here (or close analogues) can
also be found in other rich case-marking languages,
so there is good reason to believe that the approach
should generalize beyond Japanese.

4 Analysis

4.1 Preliminaries

In this section, I will formalize the generalizations
made in the previous section. To begin, I lay out
a few syntactic assumptions. First, clauses are as-
sumed to have the following functional hierarchy:

C>T> (PASS) > (CAUS) >v > (APPL) >V

In essence, this is a modern version of the “bi-
clausal” analysis for the passive and causative
constructions. These heads may be considered
subtypes of v, labeled separately for convenience.
Next, goals of ditransitive verbs may appear in two
positions: low goals are PP daughters of VP, while
high goals are KP daughters of an applicative head
(Miyagawa and Tsujioka, 2004). This fact will be
relevant to the analysis of passivization in Section
4.6. Finally, nominals are treated as NPs, with case
markers occupying a higher KP.%

The remainder of this section is structured as fol-
lows. First, I introduce three tree tiers correspond-
ing to structural cases licensed in the verbal do-
main, the nominal domain, and lexical case. Next,
I consider more complex constructions, including
embedded clauses, passives, and causatives, mak-
ing several small revisions. From there, I refine the
analysis to handle adjuncts, and address a potential
problem involving coordination.

PPs take an NP complement instead of a KP. PPs may

alternatively be analyzed as KPs bearing semantic case. Such
cases do not need to be licensed syntactically.
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4.2 Accusative and structural dative case

First, we define a tier to license structural cases
in the verbal domain: accusative and dative. On
this tier we project non-stative v and all K heads.
We also project C heads in order to limit the case
licensing domain to a single clause; while v in the
embedded clause will normally do this, it will not
always be present on the tier.

The constraints on the tier are, roughly: (1) the
rightmost of two or more K children of v must bear
accusative, (2) the middle of three or more K heads
must bear dative, and (3) no other K heads may
bear accusative or dative. Other K heads are un-
derspecified; if not specified as genitive or lexical
dative on the relevant tiers they become nomina-
tive by default. This includes all subjects as well
as objects of stative verbs (since stative v is not
projected).

An example for the simple transitive sentence
in (1) is given in Figure 2a. Since non-stative v is
projected, the tier is unchanged from the example
in Section 2.2. The daughter string of v satisfies the
constraints just mentioned: the accusative K is the
rightmost of two K children of v and the nominative
K meets the elsewhere criterion. Further examples
of well/ill-formed tiers are given in Figures 2b and
2c, respectively.

We must also take into account the fact that lex-
ical datives are allowed as direct objects. It turns
out that many verbs are compatible with either an
accusative or dative object, with a difference in
temporal properties (cf. Fukuda, 2007); I assume
such verbs to be optional licensors of lexical dative
case. The full tier definition is given below.’

(5) Verbal case tier (initial version)
Project categories: {v[-stat], K, C}
Daughter string languages:
v:  {NOM,GEN,LD} - (DAT*- {ACC,LD})
K/C: {acc,DAT}*

For clarity, all daughter string languages are de-
fined using regular expressions. Since it may not
be immediately obviously that these languages are
TSL (or SL), I also provide grammars for the verbal
tier:

* The daughter string language of v is SL-2. The
grammar (set of forbidden substrings) is
{$ DAT, $ ACC, NOM NOM, NOM GEN, GEN

7String languages are notated using regular expressions.
NOM/ACC/etc. stand for a K head bearing said case. A dot (-)
represents concatenation. Set braces represent a choice among
alternatives. An overbar represents set complement.
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| C C C C
I I I I
T c v [-stat] v [-stat] v [-stat] v [-stat]
T T
v [-stat] ‘ ga]\JOM ganoM TNipaT Oacc OA‘CC ganom Oacc Oacc
P — v [-stat]
ganom hiita N (‘: c (‘: (‘:
I I ganoMm Oacc
Taroo oxcc v [-stat] T~ v [-stat] v [-stat]
| T gaNoM  gaNoM T ES
piano NOGEN OAccC OAcc  ganom ganoMm ganom

(a) Dependency tree and verbal case tier

censes the accusative object to its right.

(b) Other licit verbal case tiers. From

for a transitive sentence. The subject Ii- left to right: intransitive verb, ditransitive
verb, genitive subject, stative verb.

(c) Examples of illicit verbal case tiers. In
order: lone accusative, double accusative,
accusative before nominative, non-stative
double nominative.

Figure 2: Examples of licit and illicit verbal case tiers.

NOM, GEN GEN, DAT $, DAT NOM, DAT GEN,
ACC NOM, ACC GEN, ACC DAT, ACC ACC,
ACC LD, LD NOM, LD GEN, LD LD}.

* The daughter string language of K/C is SL-1.
The grammar for this language is { ACC, DAT}.

Small modifications to the verbal case tier will
be required; the revised tier definition is given in
Section 4.7. Also, while the current daughter string
languages are SL, they will later be converted to
TSL to accommodate adjuncts (Section 4.8).

4.3 Genitives

Next, we turn to genitives, which have the simplest
distribution: as a first approximation, all KPs in the
domain of a nominal are genitive, and no others.
We construct the genitive tier as follows:
(6) Genitive case tier (initial version)

Project categories: {N, K, C}

Daughter string languages:

N:  {GEN,N,C}*

K/C: {GEN}*

The tier projection for (2d), in which the object
nominal contains a genitive complement, is shown
in Figure 3a. There is only a single K child the
noun e ‘picture’, and it bears GEN as required, so
the tier is well-formed. There are no restrictions
on the other KPs, though they could of course be
ruled out on other tiers.

Subjects of certain embedded clauses appear in
genitive case, an apparent exception to the current
tier definition; this will require modification as dis-
cussed in Section 4.5. Another issue worth noting
is that the particle no can appear between PPs and
their head nouns, as in example (7) below. This
no is traditionally considered to be a marker of ad-
nominal modification rather than a case particle.
Fortunately, we can abstract away from this issue.
If these instances of no are case particles, then they
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still adhere to the constraint as stated; if not, then
the constraint simply does not apply.

(7) otera e no michi
temple to NO road

‘the road to the temple’

4.4 Lexical datives

The third case tier controls the distribution of lex-
ically dative-marked nominals. While we could
reasonably leave lexical case to be handled by the
selection (i.e. subcategorization) mechanism, it is
worth demonstrating that both structural and lex-
ical case can be regulated in a unified manner if
desired. Lexical dative may be assigned to an ar-
gument of either v or V depending on the verb, but
only v appears on the verbal case tier, so a new tier
is required which projects both. On this tier, ver-
bal heads licensing a lexical dative KP must have
exactly one such daughter; lexical dative KPs may
appear nowhere else. The tier is defined as follows:
(8) Lexical case tier

Project categories: {v, V, K, C}

Daughter string languages:

v/V (LD licensor): {Lp}*-LD-{LD}*

v/V (non-LD licensor): {LD}*

K/C: {LD}*

The tier projection for (4a), in which the verb
requires a lexical dative object, is given in Figure
3b. The only KP child of V is a lexical dative, so
the tier is well-formed. If the dative licensor was v
then the subject would need to be dative instead.

While it might be desirable to use the same fea-
ture for both structural and lexical datives, this
would prevent structural datives from being ruled
out in subject and direct object position. Since
lexical datives differ in behavior from other nom-
inals (they cannot be passivized in Japanese, for
example), such a distinction seems appropriate. In
effect, we are treating structural and lexical dative
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(c) Verbal case tier for embedded CP.

Figure 3: Example tier projections for genitive and lexical dative, and an embedded clause.

as different cases.

One question that this analysis raises is what
should happen if there are two KP children of the
same lexical dative case licensor, in particular V.
As far as I am aware, this situation never arises in
Japanese. If it does in other languages, then the
grammar must specify which KP should be dative.

Now, having defined three tiers modeling the
canonical uses of the four core cases, we will con-
sider more complex structures, and see that the
system can handle them with minimal adjustment.®

4.5 Embedded clauses

There are several types of finite embedded clauses
in Japanese. By default, these show the same case
marking as matrix clauses, but under certain cir-
cumstances the embedded subject may be marked
accusative or genitive.

We will first confirm that the analysis works
correctly for the basic pattern. Examples of two
types of finite embedded clauses are given in (9)
below. Here, to is analyzed as a complementizer,
while koto is a noun taking a CP complement.

8As noted by a reviewer, it has been suggested for phonol-
ogy that when a dependency involves multiple tiers, the tier
alphabets are either nested or disjoint, but never incomparable
(Aksénova and Deshmukh, 2018). Since lexical dative is al-
ways assigned locally the tier projection could be expanded
to all categories (in effect, an SL tree grammar), making it a
superset of the others. It may also be possible to combine the
verbal and genitive case tiers into a single tier, in which case
the generalization would be upheld. But generally speaking
we when we look at the whole system (not just case licensing)
we expect overlapping tiers (Thomas Graf, p.c.).
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(9) a. Kenga [Eriga kuru to] itta.
Ken NOM Eri NOM come C said

‘Ken said that Eri will come.’

okutta ]
C

Eri ga [Ken ga tegami o
Eri NOM Ken NOM tegami ACC sent

koto o  sitteiru.
thing ACC know

‘Eri knows that Ken sent the letter.

Since we project C on the tier, a new case domain
is created for each embedded clause, resulting in
the same case configuration as in a matrix clause.
As an example, the tier projection for sentence (9a)
is shown in Figure 3c. While projecting C may
seem redundant, it is necessary because v is not
projected on the verbal tier when it is stative. It also
provides the basis for the analysis of the alternative
case marking patterns, which we now turn to.

In the Japanese ECM construction, the embed-
ded subject appears to take accusative case (10).
If this nominal was a matrix object binding a pro
subject in the embedded clause (a prolepsis anal-
ysis) then there would be nothing to explain, but
Kishimoto (2018) argues that at least some ECM
subjects are genuine. Similarly, in ga-no conver-
sion the subject of a nominal clause takes genitive
case (11). Both structures are also grammatical
with a nominative embedded subject.

(10) Finite ECM (Kishimoto 2018)

Kenga [Eri{ga/o} kawaii to] omotteiru.
Ken NOM Eri {NOM/AcCC} be.cute C think
‘Ken thinks that Eri is cute.’

(11) Ga-no conversion (Maki and Uchibori 2008)

Eri ga  [Ken {ga/no} kita @] riyuu
Eri NOM Ken {NOM/GEN} came C reason
o  sitteiru.

ACC know

‘Eri knows the reason that Ken came.’

This variable cross-clausal case marking may
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Figure 4: Verb case tier for embedded clause with and
without ECM. C[+ECM] is not projected, so the embed-
ded subject becomes part of the higher case domain.

seem mysterious, but in fact all that is needed to
derive the patterns is to selectively ignore the em-
bedded C head. The easiest way to do this is to
posit that the relevant lexical predicates may select
a C head with a special feature, call it [ECM]. Such
C heads are not projected, similar to our treatment
of stative verbs. This approach also has precedent
in work which attributes variation in cross-clausal
dependencies to the feature composition of the com-
plementizer (cf. Lohninger et al., 2022). Indeed,
Hiraiwa (2001) claims that ga-no conversion in-
volves a special complementizer.

Example tier projections for (10) are shown in
Figure 4 (the treatment of (11) is exactly parallel).
Revised tier definitions are provided in Section 4.7.
For simplicity, I treat the subject of an adjective
as its complement, and ignore the aspectual mor-
phology of omotteiru. All said, the facts about
embedded clauses are handled quite well under the
TSL perspective.

4.6 Passives

Next, we examine complex predicates within a sin-
gle clause, formed with the passive suffix -rare
and the causative suffix -sase. The passive suffix
itself has at least two functions: the direct passive,
which decreases the valency of a transitive verb
by eliminating the agent, and the indirect passive,
which increases valency. The literature disagrees
on exactly how many distinct lexical items exist
(see Ishizuka 2017 for an overview). I assume two
homophonous passive suffixes corresponding to
the two major functions. Recall also that I assume
these suffixes to realize distinct functional heads,
though the analysis could also work with verbs
bearing ‘passive’ and ‘causative’ features.

The direct passive will be the focus on this sec-
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tion; the indirect passive will be discussed together
with causatives. An example is given in (12).
(12) Active/passive transitive verb

a. Sensei ga gakuseio  hometa.
teacher NOM student ACC praised

“The teacher praised the student.’

Gakusei ga  (sensei ni) homerareta.
student NOM teacher by praised.PASS

“The student was praised (by the teacher).’

The object of a passivized transitive verb is pro-
moted to the subject, and receives nominative case.
These facts are straightforwardly understood under
the common assumption that agent is not projected
in Spec-vP in passives, and that the optional by-
phrase is an adjunct PP. Miyagawa (1989) argues
that this is indeed the case in Japanese.

For ditransitive verbs, there are two possibili-
ties: either the (higher) goal is promoted, or the
(lower) theme is promoted. Example (13) shows an
active ditransitive verb along with the correspond-
ing goal (13b) and theme (13c) passives (optional
by-phrases are omitted).

(13) Active/passive ditransitive verb

a. Mari ga kodomo ni okasi o  ataeta.
Mari NOM child  DAT candy ACC gave

‘Mari gave the child candy.’

Kodoma ga  okasi o  ataerareta.
child  NOM candy ACC gave.PASS

“The child was given candy.’

. Okasi ga kodomo ni ataerareta.
candy NOM child  DAT gave.PASS

“The candy was given to the child.’

The goal passive (13b) requires no special expla-
nation assuming that dative case here is structural.
Once the agent is eliminated, there are only two
arguments, effectively creating a transitive verb.
There is an elegant solution for the theme passive as
well. Recall that the goal of a ditransitive verb may
occupy one of two positions, and that the higher po-
sition is a KP while the lower position is a PP. Thus,
it should be possible to target the direct object for
promotion by selecting the low goal structure. So
we see that the facts about passives fall out natu-
rally in this analysis. Dependency trees and verbal
case tiers for the ditransitive goal passive and theme
passive are shown in Figure 5.

4.7 Causatives

As our final case study, we consider the causative
construction. The causative morpheme sase is com-
patible with verbs of any valency. Causative equiv-
alents of the examples in (2) are given in (14) be-
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Figure 5: Verbal case tiers for passives of ditransitive.
Left: goal passive (goal is a KP). Right: theme passive
(goal is a PP).

low. The causee of an intransitive verb may be
accusative or dative, corresponding to the make or
let interpretations, respectively. For other verbs the
causee must be dative, and either interpretation is
possible. I set aside these semantic details.

(14) a. Kenga Taroo {ni/o}  hasiraseta.

Ken NOM Taroo DAT/ACC ran.CAUS

‘Ken made/let Taroo run.’

Kenga Tarooni pianoo  hikaseta.
Ken NOM Taroo DAT piano ACC played.CAUS
‘Ken made/let Taroo play the piano.’

c. Ken ga Jinni Yumini hon o
Ken NOM Jin DAT Yumi DAT book ACC
agesaseta.
gave.CAUS

‘Ken made/let Jin give Yumi a book.’

In an intransitive sentence the causee may be
dative without an accompanying accusative object,
suggesting lexical dative case. Additional argu-
ments appear in the expected cases, suggesting that
these are the usual structural cases. But in the
present system it is the causer that would receive
dative case from sase, not the causee. Furthermore,
it is possible to passivize a causative, in which case
the causee becomes nominative like any other struc-
turally case-marked nominal, as shown in (15).

(15) Taroo ga  (Ken ni) hasiraserareta.
Taroo NOM Ken by run.CAUS.PASS.PAST

“Taroo was made to run (by Ken).’

There are several possible solutions. One is to
add additional case tiers corresponding to each
functional head, allowing each to restrict the case
of the first K child of that head. So, a new causative
tier would determine the case of causee, leaving
the case of the causer up to the next higher tier.
While this is technically possible, a more elegant
solution makes use of the context-sensitive nature
of Graf’s (2018) tier projection and daughter string
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functions in the definition of the verbal case tier.
We select the highest v head in each clause, that is,
the one selected by T, increasing the context to a
window of height 2. Then, we let the identity of
the v head determine its daughter string language.

The indirect passive (adversative passive) can
be handled in the same manner. Examples of this
construction are given in (16) below.

(16) a. Kenga Tarooni hasirareta.
Ken NOM Taroo DAT run.PASS.PAST

‘Ken was annoyed by Taroo running.’

b. Ken ga  Taroo ni  piano o
Ken NOM Taroo DAT piano ACC
hikareta.

play.PASS.PAST
‘Ken was annoyed by Taroo playing the piano.’

Unlike in the causative construction, the embed-
ded subject always receives dative case. We define
the daughter string language of the indirect passive
head accordingly. The revised definitions for both
the verbal and genitive tiers are given in (17) below.
A comparison of the old and new verbal case tier
is shown in Figure 6.

(17) Verbal case tier (revised)

Project categories:
{v[-stat]/CAUS/IPASS daughter of T, K, C[-ECM]}

Daughter string languages:
{NOM, GEN, LD} - (DAT* - {ACC,LD})

{Aacc,DAT} }

DAT* - {ACC,LD}

Ve
CAUS: {NOM,GEN} - {

IPASS: {NOM,GEN}-{ , DAT
DAT* - {ACC,LD}
K/C:  {Acc,DAT}*
(18) Genitive case tier (revised)
Project categories: {N, K, C[-ECM]}
Daughter string languages:
N:  {GEN,N,C}*
K/C: {GEN}*

4.8 Adjuncts

Adjuncts such as adverbs and PPs interfere with
the tier constraints as currently defined, since there
is in principle no bound to the number that may
appear in any given case domain. We would like
to ignore them since their presence does not affect
case licensing. However, we cannot omit them on
the tree tiers because any K heads they dominate
would be interspersed among the daughters of a
higher head. Instead, we must modify the daughter
string languages, converting them from SL to TSL
languages and ignoring adjuncts at this stage.
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Figure 6: Original verbal case tier (top right) and revised
version (bottom right) for causative ditransitive. In the
original analysis, the causee (Jin) is the first K child of
v, where it cannot be dative. In the revised version, all
verbal arguments are daughters of sase, allowing the
causee to be assigned dative in the usual manner.

To see why this works, recall again the form
of the daughter string language of v on the verbal
case tier, which (simplified) has the form a(b*c).
Representing adjuncts by the symbol x and allow-
ing them to occur anywhere, our string language is
now x*a((x*b)*x*c)x*. If we project a tier omitting
x then the tier language is once again a(b*c).

While I cannot go into detail for reasons of space,
the approach I have in mind makes use of category-
preserving selection by means of adjunctizer heads.
For example, the adjunctizer head for adjectives se-
lects for categories A and N and itself is an N. The
number of such heads in any MG lexicon is finite.
We add all such heads to all tree tier projection
functions, but omit them from them the daughter
string tier projection function as just described.

4.9 Coordination

Due to the complexity of the data and the number of
theories of coordination, it is beyond the scope of
this paper to consider these in any depth, but I wish
to at least outline the general problem and what it
means for the analysis. Essentially, coordination
is a problem when it splits a case domain, such as
when a vP contains a coordinated VP. When we
project the verbal case tier, the children of both Vs
all end up as daughters of v; this predicts a change
in case marking, which is contrary to fact.

Does this issue actually arise in Japanese? Per-
haps not. Japanese allows coordination of TP and
vP but not VP, and subjects may optionally remain
in situ (cf. Hirata, 2006, and references therein).
This means that whether each verb phrase has its
own subject (remaining in situ), or both share a sin-
gle subject (raised via across-the-board movement),
there is no conflict. In a language similar where VP
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coordination is possible, we would need to restruc-
ture the analysis to include additional nested case
domains (we avoided this earlier for the passive and
causative constructions by using structure-sensitive
tier projection). Should this prove unfeasible, this
seems to be the most likely way in which the tree
tier-based analysis could be invalidated.

It is at this point that I should note an alternative
generalization of TSL to trees based on so-called
c[ommand]-strings which, roughly speaking, en-
code chains of c-commanding elements (Graf and
Shafiei, 2019). Because the present analysis al-
ready operates by collecting nominals in the daugh-
ter string of the case licensing domain node, it
should be straightforward to recast it in terms of
c-strings. This new version would also be robust
against the domain-splitting problem presented by
coordination. I leave the investigation of this possi-
bility to future work.

5 Conclusion

In this paper, I developed a TSL analysis of
Japanese case, and showed that the descriptive gen-
eralizations are captured neatly with a system of
three tiers and a small number of constraints, and
that the analysis extends with minimal modifica-
tion to a wide range of constructions. The analysis
is simple in computational terms and concise as a
description of the case patterns of Japanese. These
results support the proposal that the syntactic dis-
tribution of morphological case is TSL.

As mentioned earlier, the case patterns discussed
in this paper also have close parallels in other lan-
guages. In particular, ergative case as analyzed in
dependent case theory fits neatly into the current
system, as does variation in case marking accord-
ing to tense or aspect. It seems likely that this type
of computational analysis can bring insight into our
understanding of case marking across languages.
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Abstract

This paper provides an algebraic characteriza-
tion of the total input strictly local functions.
Simultaneous, noniterative rules of the form
A—B/C__D, common in phonology, are defin-
able as functions in this class whenever CAD
represents a finite set of strings. The algebraic
characterization highlights a fundamental con-
nection between input strictly local functions
and the simple class of definite string languages,
as well as connections to string functions stud-
ied in the computer science literature, the def-
inite functions and local functions. No effec-
tive decision procedure for the input strictly
local maps was previously available, but one
arises directly from this characterization. This
work also shows that, unlike the full class, a
restricted subclass is closed under composition.
Additionally, some products are defined which
may yield new factorization methods.

1 Introduction

The strictly local languages are those in which
membership is decidable by the substrings up to
some fixed width & of its words (McNaughton and
Papert, 1971; Rogers and Pullum, 2011). Such lan-
guages are useful in the description of phonotactic
patterns. Edlefsen et al. (2008) demonstrated that
75% of the patterns in the StressTyp2 database of
stress patterns (Goedemans et al., 2015) are strictly
local for k less than or equal to 6, reminiscent of
Miller’s Law on working memory, that an aver-
age person can hold roughly seven plus or minus
two objects in short-term working memory (Miller,
1956). Even k < 3 suffices to capture nearly half of
the patterns (see also Rogers and Lambert, 2019).
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Chandlee et al. (2014) define the input strictly
local functions to extend this notion to maps. They
provide an efficient learner identifying functions
in this class in the limit from positive data alone,
using polynomial time and space. These mappings
describe phonologically natural processes in which
the output associated with a particular input sym-
bol is uniquely determined by some local context
around that symbol. Evidencing this naturality, 95
percent of maps in the P-Base database of phono-
logical patterns (Mielke, 2008) lie in this class
(Chandlee and Heinz, 2018). Related to this are
the output strictly local maps, in which the out-
put contributed by an input symbol is determined
by the most recent symbols in the previous output
(Chandlee et al., 2015).

One aspect of the study of formal languages is a
deep connection between logic, automata, and alge-
bra (Pin, 1997). Many classes of formal languages
are characterized by decidable properties of an alge-
braic structure associated with each language in the
class. The connection between algebraic structures
and string languages can be extended to string-to-
string maps based on the transducers that generate
them (Filiot et al., 2016; Lambert, 2022).

This paper is structured as follows. Determinis-
tic (sometimes called “unambiguous”) finite-state
acceptors (DFA) and transducers as well as the al-
gebraic structures they induce are described in sec-
tion 2. The formal definition of input strictly local
maps is provided in section 3. The primary result,
an algebraic characterization of this class, is given
there alongside the polytime decision algorithm
that it induces. This section also draws the connec-
tion to research in computer science which studied
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these functions under different names. Next in
section 4 we discuss closure properties and an algo-
rithm for composing transducers. We demonstrate
that input strictly local functions are not closed
under composition, but a subclass of them is so
closed. Other operations under which the full class,
perhaps with extensions, is closed are discussed in
section 5. We conclude with discussion of these
results in section 6.

2 Structures and Machines

A semigroup is a set S closed under some binary
operation - (often denoted by adjacency) which is
associative: a - (b-c¢) = (a-b) - c. Given some
finite alphabet 3, the set of all nonempty sequences
made up of those letters forms a semigroup with
the concatenation operation. This is the free semi-
group generated by X. A monoid is a semigroup
in which there exists some element e such that for
all z, e - = x - e = z. Typically this identity
element is represented by 1. The free semigroup
generated by 3 can be adapted to the free monoid
generated by X by including the empty sequence
(denoted by A), the identity for concatenation. The
free semigroup and free monoid generated by X
are often denoted X" and X*, respectively.

A formal language L over X is some subset of
this free monoid. Two useful equivalence relations
can be defined based on L. Nerode equivalence is
defined such that a X b iff for all v € ¥* it holds
that av € L < bv € L (Nerode, 1958). This is
often called the Myhill-Nerode equivalence rela-
tion, as the well-known Myhill-Nerode theorem
states that a language is regular iff its set of equiv-
alence classes is finite. However, Myhill used a
finer partition to achieve the same result: Myhill
equivalence is defined such that a X b iff for all
uw € X, ua N ub; alternatively, for all u,v € ¥*,
uav € L < ubv € L (Rabin and Scott, 1959).
Being a coarser partition, X can never define more
classes than X, and the number of classes defined
by X is in the worst case exponential in that de-
fined by X (Holzer and Kénig, 2004), so finiteness
in one translates to the other.

2.1 Illustrating Nerode and Myhill Relations

Consider the example language over {a, b, ¢} con-
sisting of all and only those words that do not con-
tain an ab substring. Consider which classes must
exist. [ab] is the set of words containing an ab
substring. These are rejected, and no suffix can

26

save them. So if x,y € [ab], for all v it holds
that zv € L and yv ¢ L. All of these words
are related, and distinct from any accepted words.
But the accepted words partition into two classes:
words that end in a ([a]) and others ([A]). The for-
mer are rejected after adding a b suffix, while the
latter remain accepted after adding a b suffix. No
suffix distinguishes words within these classes, so
the three can define a minimal DFA for L (Nerode,
1958), as will be discussed shortly.

There are then at least three Myhill classes. But
some classes split. An a prefix distinguishes the
strings a and ba, and this generalizes. The class of
accepted words ending in a splits to two: words
ending in a that begin with b ([ba]) and other words
ending in a ([a]). The other class of accepted
words splits to three: words beginning in b ([b]),
nonempty words not beginning in b ([¢]), and the
empty word ([A]). An a prefix distinguishes the
first of these from the other two, while the a__ b
circumfix distinguishes the last from [c]. The six
X classes are [A\], [a], [b], [¢], [ba], and [ab].

The X classes may have ill-defined concatena-
tion. If u X o/, then uv X /v (it is a left congru-
ence), but it may be that v X v/ while uv X uv’ (it
is not a right congruence). In the current example,
b X cbut ab ¥ ac. In contrast, ~ is compatible
with concatenation (it is a congruence): if u ~ u’
and v X v/, it follows that uwv ~ w/v’. That means
these equivalence classes form the elements of a
submonoid of ¥*. The quotient monoid ¥* /A~
(these equivalence classes under concatenation) is
the syntactic monoid of L. If L is a regular lan-
guage, then this is the smallest monoid which can
be used as a DFA accepting L (Rabin and Scott,
1959). The syntactic semigroup is X /~.

A string language is rational if and only if it
has finitely many Myhill classes (Rabin and Scott,
1959). A variety of finite semigroups is a class
closed under subsemigroup, quotients and finitary
direct product (Pin, 1997). This implies closure un-
der Boolean operations. Eilenberg’s theorem states
that these varieties uniquely define subclasses of
rational languages (Eilenberg and Schiitzenberger,
1976). As we explain later they can also charac-
terize subclasses of rational functions, such as the
input strictly local functions.

2.2 String Acceptors

A DFA is a five-tuple (¥, Q, §, qo, F) where X is a
finite alphabet, () a finite state set, 6 : X X Q@ — Q



O )
oo
O G-

T
ko

Figure 1: A DFA forbidding ab substrings induced by
X (above) and X (below). States are labeled by class
representatives. Doubly circled states are accepting and
extra thick borders designate initial states.

a transition function, qg an initial state, and F' a
set of accepting states. A word is read one symbol
at a time. If computation is in state g, the remain-
ing string is ow, and 6(c,q) = r, then after one
step, the computation will be in state r with re-
maining string w. Given the equivalence classes
under ~ or &, we can construct such an acceptor.
3 is the alphabet, @) the set of equivalence classes,
(o, q) the equivalence class of go, gy whichever
class contains the empty sequence, and F' the set
of equivalence classes containing accepted words.
Hopcroft and Ullman (1979) discuss a dynamic
programming algorithm to reduce an arbitrary DFA
to that induced by X. Another procedure, which
will be described later, derives the Myhill relation
from this form.

Figure 1 shows the acceptors induced by & and
X for the example language over {a, b, c} in which
no word contains an ab substring. That induced by
X is a right Cayley graph of the syntactic monoid
(see Zelinka, 1981), augmented with information
about whether classes are accepting.

2.3 String-to-String Transducers

Oncina et al. (1993) discuss one method of general-
izing these acceptors into functions. A sequential
transducer is a five-tuple (X, A, Q, §, qo), where
3} is the alphabet of the input, A that of the output,
@ a finite set of states, § : X x Q — A* x ) a tran-
sition function, and gg an initial state. This behaves
like an acceptor, where all strings in the domain are
accepted and every edge traversed appends to an
accumulating output. Sequential functions are total.
A subsequential transducer generalizes this by as-
sociating outputs with states (Oncina et al., 1993);
if an input word ends in state g, the output receives
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the suffix associated with ¢q. The function ¢ map-
ping states to suffixes is added as a sixth element:
(3,A,Q,0,q0,0). The names and order of these
components here are not the same as those used in
the original work, but seem to have become com-
monly used in later work. Adding another element,
a string prefixed to all output strings, adds nothing
because it could be added to each edge out of ¢y and
to that state’s output. So in this work, this univer-
sal prefix 7 will be assumed: (3, A, @, d, qo, 7, 7).
This change leaves most definitions unaffected.

Bruyere and Reutenauer (1999) argue that the
subsequential notion is more deserving of the sta-
tus as the basic object, and refer to such functions
as simply sequential, a practice followed by Lom-
bardy and Sakarovitch (2006), among others. A
subsequential machine is equivalent to a sequen-
tial machine over a larger alphabet that includes
explicit boundary symbols, and a well-formed ver-
sion of the latter can be rewritten as the former.
Given this bijection, the remainder of this work
will follow this recent notational trend.

Sequentiality may depend on the direction in
which the input is read. Iterative regressive har-
mony patterns cannot be described by left-to-right
sequential functions as they admit unbounded delay
between seeing a harmonizing symbol and finding
the trigger that determines its surface form (Heinz
and Lai, 2013; Mohri, 1997). However, this pro-
cess can be expressed as a right-to-left sequential
function. This is equivalent to reversing the output
of a left-to-right transducer applied to the input’s
reversal. Or one could say the machine reads the
string from right to left, prefixing to the output. If
SQ is the sequential class, we denote the left-to-
right class —SQ and its right-to-left variant <—SQ,
with the arrow indicating directionality.

The longest common prefix (denoted Icp) of a
set of strings .S is the unique string u such that
u is a prefix of every string in S and that u is
longer than every other string u’ which prefixes
every string in S. A transducer is onward if it emits
output as early as it can: for all states p, lep({y €
A*:0(a,p) = (y,q)} U{co(p)}) = A. The Nerode
equivalence relation extends naturally to functions
by means of the tails of input strings. The set
of tails of « in a function f, T(x), is defined as
follows:

Ty(x) = {{y, v): f(wy) = lep(f(x37))v}.

Two strings are related iff their tails are equal. We
write this relation as &, emphasizing connection to



Nerode equivalence for string sets. A transducer
in canonical form is onward and has one state per
A class. A two-sided extension generalizes Myhill
equivalence. The contexts of x in f are as follows:

Cy(z) = {{w,y, v): f(way) = lep(f (waX"))v}.

The subset where w = A is essentially equivalent
to T¢(z), so the ~ relation derived from C forms,
as with string sets, a refinement of ~.
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The canonical form of a machine derives states
from the X relation. The % relation accounts for
the influence of prefixes. So, to construct a machine
over & from a canonical machine, i.e. to construct
a right Cayley graph of its associated monoid, we
look to see where each input symbol takes each
of the states. In other words, what is the action of
each symbol over the states? This is the transition
congruence (Filiot et al., 2016). McNaughton and
Papert (1971) use this same construction.

Consider the automata of Figure 1. Assign an
arbitrary number to each state of the automaton
induced by ~: [A] is 1, [a] is 2, and [ab] is 3.
Denote by (z,y, z) the function mapping 1 to z,
2 to y, and 3 to z. The identity function, (1,2, 3),
corresponds to A. From there, a, b, and ¢ act as
(2,2,3), (1,3,3) and (1,1, 3), respectively. The
complete structure extends from these. Consider
ab: this first applies the a mapping, then applies
that of b to its result. So (1,2, 3) maps first to
(2,2,3) by a then to (3,3,3) by b. By the same
process, we find that aa = ca = a, ac = ¢b =
cc = ¢, bb = bc = b and ba is a new state (2, 3, 3).
Extending ab = (3,3,3) and ba = (2,3, 3), we
find ab-a = ab-b = ab-c = ba-b = ab, ba-a = ba
and finally ba - ¢ = b. Iteration generated no new
states, so the process is complete. This conforms
to the structure shown in Figure 1, whose Cayley
graph is shown at the top in Table 1.

Note that the complement of the language forbid-
ding ab substrings — the language of words with ab
substrings — shares the same syntactic semigroup.
This holds in general: an automaton and its com-
plement share the same algebraic structure, as state
parity is independent from the actions of transitions.
It follows that classes defined purely by semigroup
properties must be closed under complement.

Now consider the transducer of Figure 2. This
transducer is a representation of intervocalic voic-
ing, a phonological process where voiceless obstru-

Monoids from Canonical Machines
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a b ¢ ab ba
a|a ab ¢ ab ab
b|ba b b ab ba
C a ¢ c ab a

ab|ab ab ab ab ab
ba|ba ab b ab ab
T V D VT
T D V D VT
V| VT V D VT
D D V D VT
vi| D V D VT

Table 1: The Cayley table for the syntactic semigroups
in Figure 1 (above) and Figure 2 (below).

ents become voiced between vowels. As a phono-
logical rule this is T—D/V__V. For example, this
transducer maps the string TVTVD to TVDVD.

The transducer above is in canonical form, where
each state represents one ~ class. State 2 is all
those strings that end in V, state 3 those ending
in VT, and state 1 all others. The five actions are
the identity (1,2, 3) corresponding to A, (1, 1,1),
(1,3,1), and (2, 2,2) corresponding to D, T, and
V, respectively, and finally (3,3, 3) for VT. One
can verify that for each class, some context distin-
guishes its words from words in each other class,
and that no context distinguishes words within a
class. For example, a V__V context separates
A and T, as for A the following V contributes V
alone while for T it contributes DV. Technically,
(V,V,V) € C(\) while (V,V,DV) € C(T), but
by determinism the triples are unique in their first
two components. A VT__ )\ context separates A
and D, as the A contributes T to the former but \
to the latter. That no context distinguishes strings
within a class is guaranteed by the construction.
The Cayley graph corresponding to the monoid in
Figure 2 is shown at bottom in Table 1.

This construction appears to discard output in-
formation, but it is recoverable. Outputs may be
compatibly assigned to the states and edges and the
result used as a transducer. Its structure is the same
as that of the string language in which all words
end in “VT”. This notion of structural equivalence
gives rise to a deep theory of function complexity.

2.5 Definite Algebraic Structure

A string language L is definite if can be defined
by a finite set X of permitted suffixes: L = {ww :
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Figure 2: Transducer and monoid for “T becomes D
directly between two V”.

w € X* v € X} (Perles et al., 1963). The class of
definite languages is denoted D. Because X is a
finite set it holds some longest string of length n.
Whether a string belongs to L can be decided by
examining its last n symbols. Such languages are
called n-definite. More generally, as the canonical
acceptor for a definite language processes strings,
the states correspond to strings in X" representing
the most recent history. In the sense of Jurafsky
and Martin (2008) then, the state space of definite
languages is Markovian.

The definite languages were one of the early
classes of formal languages to be given an algebraic
characterization (Brzozowski and Simon, 1973; Br-
zozowski and Fich, 1984). Many algebraic struc-
tures are defined in terms of idempotents. An ele-
ment e of a monoid is idempotent if e - ¢ = e. As
an example, the idempotents of the syntactic semi-
groups shown in 1 are {a, b, ¢, ab} and {V,D, VT},
respectively. Denote by E the set of idempotents.

An algebraic property characterizes exactly the
definite languages (Brzozowski and Simon, 1973;
Brzozowski and Fich, 1984). Syntactic semigroups
of definite languages have the property that for all
e € E, z € S, it holds that ze = e, often written
Se = e with universal quantification left implicit.

The string language which forbids ab substrings
is not definite. This follows from the algebraic
characterization and from the Cayley table for this
language in Table 1. While b is an idempotent
(sinceb-b="0),a-b=ab#b. Thus Se # e.

For intervocalic voicing it holds that Se = e for
all its idempotents e € {V,D, VT}. One verifies
this by examining their columns in the Cayley table
in Table 1. As its minimal transducer processes
input, the most recently read symbols fix its state.
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The syntactic semigroups such that Se = e form
the variety D (Brzozowski and Simon, 1973; Brzo-
zowski and Fich, 1984). It follows they are closed
under subsemigroup, quotients, finite direct prod-
ucts, and thus the Boolean operations. This variety
has played a key role in developing an algebraic the-
ory of recognizable languages (Straubing, 1985).

3 Input Strictly Local Functions

Chandlee et al. (2014) define input strictly local
transducers by a restriction on the tails, inducing
a canonical structure. A function is input strictly
local iff for some natural number &, the function is
definable by a sequential transducer whose states
are labeled by »<k qo 1s the state labeled by )\, and
edges are of the form §(a, ¢) = (w, Suff*"1(ga)).
The suffix function is defined as expected:

A ifn <0,
Suff"(w) = S w if |w| < n,
v ifw=wuvforue>*, vel"

This canonical form is a monoid. The operation
w-v = Suff*"(u - v) is associative, and \ is the
identity. Let f be a function, ? and <§ be the semi-
groups of the left-to-right and right-to-left trans-
ducers associated with f, respectively, and e range
over idempotents of the appropriate semigroup.

Theorem 1. The following are equivalent:
e fis a total input strictly local function
o fis—D: ?e:e
e fis< D: ge:e

Proof. The nonidentity idempotent elements of this
monoid are ¢~ 1 as if x € ¢! we have x =
Suff*~1(z) = Suff* (zz) and if € R<F~1 we
instead have = # Suff*~!(zz). If z € X*~ 1 we
have that Suff*~!(uz) =  for all u € ¥*, so for
all elements s it holds that s-z = x. In other words,
Se = e for all idempotent elements e in the syntac-
tic semigroup (which excludes the identity). This
is the property characterizing definite languages,
defined by a set of permitted suffixes (Brzozowski
and Simon, 1973; Brzozowski and Fich, 1984).
The directionality statement follows from the
fact that input strictly local functions are not direc-
tional (Chandlee and Heinz, 2018). ]

The canonical form of an input strictly local
transducer is the same as that of a definite string



language (Perles et al., 1963). Both are defined
by the k£ most recent symbols encountered fixing
the state, with no long-distance effects. Indeed,
this class has been discussed as the definite (Krohn
et al., 1967; Stiffler, 1973) or local (Vaysse, 1986)
functions decades before Chandlee et al. (2014)
introduced them to linguists as input strictly local.

We invoke this characterization of input strictly
local functions as definite structures to provide an
effective decision procedure for the class. First, it
is converted to a canonical sequential form by the
algorithm of Mohri (1997). If conversion fails, the
map is certainly not in the class, as it is not even
sequential. Otherwise, the syntactic semigroup is
constructible by the algorithms shown in section 2
(McNaughton and Papert, 1971). Finally one needs
only to check that for each idempotent e and each
element s, se = e. Recall that the identity is in the
semigroup iff it is reachable by a nonempty string.

Strictly local string languages follow the same
structure but additionally allow transition to a re-
jecting sink in lieu of some otherwise expected
transitions. These changes do not necessarily re-
tain the algebraic structure, but a semigroup can be
regenerated by the usual method. Accounting for
whether a factor in some fixed set has ever occurred
admits some long-distance dependency.

4 Composing Functions

Closure properties provide important insight into
classes of languages. An intersection-closed class
admits new patterns satisfying its properties defined
by codccurrence of patterns in that class. Many sub-
regular classes are so closed, and learning a strictly
piecewise pattern as a codccurrence of constraints
has proven more effective than learning a single pat-
tern (Heinz and Rogers, 2013). (Pseudo)varieties
of finite semigroups are closed under finitary prod-
ucts, subsemigroups, and quotients (Eilenberg and
Schiitzenberger, 1976). Intersections and unions
of automata are computed from a product, extract-
ing the reachable subsemigroup and minimizing
the result by a quotient. Automata share structure
with their complements, so varieties define classes
closed under Boolean operations. The property
defining definite languages, that Se = e for all
idempotents e, yields a variety, D, of finite semi-
groups. These languages are then Boolean-closed.

If cotccurring factors are a basic unit of string
languages, composed rules might be a basic unit of
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Figure 3: ISL is not composition-closed.

functions. Let §* denote the transitive closure of §:

w=A

(A )
(uwv,y) w=aw',a €,

(u, 2"y = d(a, z),
(v,y) = 8" (w',2)

0 (w,z) =

Then if f = <A,F,Qf,5f,q0f,7rf,af> and g =
(3,A,Qq, 94, qog, Tg, 04), the composition f o g
computes the result of applying f to the output
of g. This composition is effectively constructible
(Mohri, 1997). A construction is as follows:

fog=(ET,Qs xQqg,0,qi,Tra,00)
() = 8 (g, og)
¢ = (1, qog)
bl (mym)) = { (w, (s,)): 8,(a,m) = {u,1),
5 (u,m) = (w,s) }
0o ((m,n)) = (3 (m, o4(n))1)

This composition is not a direct product in the
algebraic sense. The state space is the product
space, but the action is not the natural pointwise ac-
tion defining the direct product. Thus, composition
closure is not free and in general does not hold.

The transducers shown in Figure 3 exhibit this
nonclosure for definite functions. The first, A, is



simultaneous application of two rules, D—T/TV__
and T—D/DV__, a voicing assimilation across a
single vowel. Then B is a vowel-span truncation:
V—@/V__. By applying B and then A, the con-
text in which T or D changes becomes unboundedly
long. The strings V" and DV™ have the same n-
suffix for any n, but a suffixed T contributes a T to
the first and a D to the latter. The two have differ-
ing tails, failing to satisfy input strict locality. In
semigroup terms, V is idempotent as V and VV lie
in the same class, but DVV is DV and not V. Thus
Se # e and the function is not definite. In fact, the
resulting monoid is not even locally a semilattice
(locally testable, Brzozowski and Simon, 1973) nor
J -trivial (piecewise testable, Simon, 1975). It is
everywhere-idempotent, which in string languages
would imply definability in two-variable first-order
logic of general precedence alone (Brzozowski and
Fich, 1984; Kufleitner and Weil, 2010).

One subclass of definite functions is composition
closed: that where only bounded spans may delete.

Theorem 2. If f and g are definite functions and if
all input sequences of length k to g are guaranteed
to produce nonempty output, then f o g is definite.

Proof. If f is m-definite, g is n-definite, and in-
put sequences of g are guaranteed to contribute
nonempty output after at most k& symbols, then af-
ter mk input symbols, g must have produced at
least m intermediate output symbols. This fixes the
state in f. The state of g is fixed after n or more
symbols. So the degree of definiteness of f o g is
at most the greater of n and mk. O

Corollary 1. The subclass of definite functions
deleting only bounded spans is composition closed.

Proof. If f and g are definite and guarantee
nonempty output after reading at most k£ and £ sym-
bols, respectively, then fog yields nonempty output
after reading at most ¢k symbols. The composition
remains in this subclass. O

The machines of Figure 3 do not compose to a
definite machine because unbounded spans of V
delete, collapsing to just V no matter their length.

Many phonologically relevant patterns lie in this
subclass, including some that optimality theory has
struggled to analyze (Chandlee et al., 2018). Inter-
consonantal schwa deletion, intervocalic voicing,
and word-final devoicing are each computed by
transducers where all input sequences of length
two contribute nonempty output. In this order, their
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composition is shown in Figure 4, and it is definite
of degree four: every string of length three synchro-
nizes the machine. Moreover all length four input
sequences produce nonempty output.

Readers familiar with the literature on local func-
tions may recall results that seem stronger than
our Theorem 2. For example, Sakarovitch (2009,
p. 664) states that if g is a proper local function of
degree d and f a local function of degree d’, then
the composition f o g is local of degree d + d’. In
that work, a proper local function is one in which
no deletion occurs. This is a more restrictive con-
straint than our own, as we allow for deletion in
bounded spans. Similarly, Vaysse (1986, p. 168)
states that the composition of any local function f
of degree d and any local function g of degree d’
is local of degree d + d' — 1. This, however, takes
place in a richer setting in which transitions not
only might append symbols to the output, but also
might delete previous symbols. Neither previous
result is directly applicable here.

5 Other Kinds of Operations

Although a subclass of the definite functions is
closed under composition, the class as a whole is
not. In general, function composition does not pre-
serve algebraic properties. This section discusses
a general type of machine that unifies transducers,
DFAs, weighted automata, and more. Operations
on these general automata that behave like prod-
ucts will preserve algebraic properties and allow
complex systems to be factored in an algebraically
natural way. Some such operations are shown here.

The outputs of a transducer influence its semi-
group structure only by preventing state merges.
Mohri (Lothaire, 2005) describes a more general
notion of a transducer whose outputs are elements
in some semiring rather than mere strings. Se-
quential transducers are input-deterministic, so the
operation combining paths is unnecessary. We can
think about machines whose output lies in some
monoid. Standard transducers satisfy this property:
if the output alphabet is A then the output monoid
is A* under concatenation.

Consider then a system in which the output
monoid is not A* but regular languages over A.
The form of the output is irrelevant, but for con-
creteness suppose we are dealing with DFAs over
A. A definite transducer may be translated directly
into this form by replacing the output strings with a
DFA accepting that string alone, with one state more



Figure 4: Interconsonantal schwa deletion, then intervocalic voicing, then word-final devoicing, all composed.

than the string’s length. We define three distinct
products over this structure: pointwise evaluation,
union, and parallel application with preference. In
the following discussion, machines are defined with
an output monoid in place of an output alphabet.
If we have f = (X, A*, Qr,0¢,q0f, Ty, Uf> and
g = (E,T",Qq,d4,q0g, 7g,04), we define their
pointwise evaluation product, f ® g, as follows:

fOg=(2,A"xT"Qf x Qg, 10y,
<QOf7QOg>a <7rfv7Tg>>Uf®g>’

where 70 ((q.7)) = {07(q). 04(r)). pointwise
application of suffixing, and if d¢(a, q) = (u,q’)
and dg(a,7) = (v,7’) then dpu4(a, (g,7))
{{(u,v),{q',7")). The operation is pointwise con-
catenation: (a, b) - (¢, d) = (ac, bd). The pair that
f © g derives from an input w juxtaposes the result
of applying f to w or that of applying g to w.

Let «7x represent the DFAs over alphabet X . If
we have f = (X, @A, Qf,9¢,qof,7f,0f) and g =
(X, 91, Qq, 84, qog, Tg, 0¢), we define the unioned
product of f and g, f [ g as follows:

f Dg = <27°Q%AUF7QJC X ngéfmgv
<q0f7q09>a{7rfa7rg}70f5g>»

where o4m4((q,7)) = {0¢(q),04(r)}, the union
of the outputs of the two suffixing functions, and
if 0¢(a,q) = (u,q’) and 4(a,r) = (v,r’) then
drmg(a, (g,r)) = (wUw,{¢,7")). Every input
symbol admits choice, applying either f or g.

For homogeneous functions we have a final oper-
ation: apply both at once, outputting from the left
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machine if it changes the input, else from the right
machine. Let f = (3,3*,Q¢,0f,qof, 7f,0¢) and
g = (3,X%,Qq,04,q0g, Tg,04), and define this
change-preferring product as follows:

fOg = (8,5, Qs x Qg I504:
(qu,CJOg>,7Tf<>ngf<>g>>

where 7,4 is equal to 7y unless that is A in which
case it is equal to 7y, and similarly o ¢¢4((q,7)) is
equal to o¢(q) unless that is A in which case it is
equal to o4(r), and finally if d¢(a,q) = (u,q)
and dg(a,7) = (v,7’) then dro4(a,(g,7))
(w, (¢, ")), where w = v if u = a or else w = u.
For two processes that do not affect one another,
this is algebraic-property preserving composition.
These combinators are built on the product con-
struction that Rabin and Scott (1959) and Hopcroft
and Ullman (1979) use for unions or intersections
of DFAs. The transition semigroup of the result
is the product of those of the inputs. Definite ma-
chines are defined by a variety, and so are product
closed, which means the @, [, and <) combinators
yield definite machines from definite inputs.
Consider then that deletion of schwa between
two consonants is definite, defined by the rule
9—@/C__C. This is a definite function, by the con-
struction used by Chandlee (2014). The identity
function is also definite, having but a single state.
Applying [] yields the (definite) deterministic ra-
tional relation of Figure 5 implementing optional
interconsonantal schwa deletion. Some determinis-
tic rational relations have been studied (Beros and
de la Higuera, 2016), and this algebraic perspective



Figure 5: Optional schwa deletion between consonants.

offers a general mechanism for dealing with them.

6 Conclusion

Input strictly local maps suffice to describe a
large portion of phonological processes. They
are definite functions (Krohn et al., 1967; Stiffler,
1973). They are local functions (Vaysse, 1986;
Sakarovitch, 2009). Given a minimal sequential
finite-state transducer representing a mapping, we
showed that it is decidable in time polynomial in
the size of the transition semigroup of the machine
whether the process is input strictly local: all idem-
potents must be right zeros. Using this characteri-
zation, we have shown that this class of functions
cannot be closed under composition, but that this
closure does hold for a restricted subclass in which
deletion may occur only in bounded spans.

In these functions, only a local context around
a symbol can influence its output. They do not
exhibit the long-distance effects that strictly local
string languages allow, where a single factor might
cause computation to fall into a sink state for the
remainder of the run. Definite languages are all
strictly local, but so are, say, reverse definite lan-
guages. These have the opposite characterization,
defined by semigroups where eS = e. These are
the functions where Pref*~!(u) = Pref*~1(v) im-
plies u & v, that T'(u) = T(v).

Current research involves exploring the func-
tion analogues of some of the other classes that
correspond to subregular string languages, such
as these reverse definite functions, and classify-
ing natural language patterns accordingly (Lam-
bert, 2022). Additional lines of future research
include better understanding how algebraic proper-
ties can fuel grammatical inference of string func-
tions (de la Higuera, 2010), and the factorization
of string functions into component parts along the
lines of Rogers and Lambert (2019).
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Abstract

Maltese is often described as having a hybrid
morphological system resulting from exten-
sive contact between Semitic and Romance lan-
guage varieties. Such a designation reflects an
etymological divide as much as it does a larger
tradition in the literature to consider concate-
native and non-concatenative morphological
patterns as distinct in the language architecture.
Using a combination of computational mod-
eling and information theoretic methods, we
quantify the extent to which the phonology and
etymology of a Maltese singular noun may pre-
dict the morphological process (affixal vs. tem-
platic) as well as the specific plural allomorph
(affix or template) relating a singular noun to its
associated plural form(s) in the lexicon. The re-
sults indicate phonological pressures shape the
organization of the Maltese lexicon with predic-
tive power that extends beyond that of a word’s
etymology, in line with analogical theories of
language change in contact.

1 Introduction

Maltese is a Semitic language that has been shaped
by an extensive history of contact with non-Semitic
languages. A large influx of Sicilian, Italian, and
English words over the course of hundreds of years
has influenced the Maltese lexicon and grammar,
making it a prime case study for those interested in
the effects of language contact on morphological
systems. Semitic languages are notable for their
use of root-and-pattern (a.k.a. templatic) morphol-
ogy in which inflectional or derivational forms of
a lexeme may be related via the non-concatenative
interleaving of consonants and vowels. In Mal-
tese, some lexemes of non-Semitic origin have inte-
grated into the native morphology to take both con-
catenative as well as non-concatenative patterns of
Semitic origin. Non-Semitic morphological mark-
ers have also entered the grammar and may be
found on lexemes of both non-Semitic and Semitic
origin.
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This study applies methods from computational
modeling and information theory to investigate fac-
tors shaping the organization of the modern Mal-
tese lexicon. Contextualized within frameworks of
analogical classification and usage-based accounts
of contact-induced language change, we quantify
the extent to which the phonology and etymology
of Maltese lexemes are predictive of nominal plural
inflection in the language. The results indicate that
system-level phonology, hypothesized to capture
analogical pressures, and etymology, hypothesized
to capture conservative pressures that resist ana-
logical change, are predictive of Maltese plural
inflection in non-redundant ways, with phonology
being more predictive than etymology overall.

Because Maltese is a Semitic language, we are
also interested in the extent to which these fac-
tors are predictive of the type of morphology (ei-
ther concatenative or non-concatenative) relating
singular-plural pairs in the language. Our results
show that both phonology and etymology are twice
as predictive of a lexeme’s plural allomorph(s) as
compared to its concatenative type. This suggests
that the analogical processes hypothesized to in-
form speakers’ morphological intuitions are most
sensitive to phonological similarities across surface
forms, regardless of typological differences dis-
tinguishing concatenative and non-concatenative
relationships. This study provides quantitative evi-
dence for the role of analogical classification based
on phonological similarity at the word level as a
structuring principle of Maltese nominal plural mor-

phology.

2 Morphology in Contact: Maltese as a
“Hybrid” Language?

Maltese is a descendant of the Siculo Arabic vari-
ety spoken by settlers of the Maltese islands begin-
ning in the year 1048 (Fabri, 2010; Brincat, 2011).
While the language is Semitic with respect to its
genetic classification, isolation and centuries of for-
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eign colonization led to the development of Maltese
as a distinct language shaped by Sicilian, Italian,
and English influence. Written records from as
early as 1240 acknowledge Maltese as its own lan-
guage (Brincat, 2017), but it was not until 1934 that
Maltese was declared an official language of Malta,
along with English and Italian (Fabri, 2010). Ital-
ian was revoked as an official language in 1936, but
its influence on the Maltese lexicon and grammar
remains.

Much of the existing literature on Maltese de-
scribes the language as having a “split lexicon” or
a “hybrid morphology” (e.g., Spagnol, 2011; Borg
and Gatt, 2017). These characterizations reflect an
etymological divide in the lexical stock. Semitic
nouns in the language mostly form the plural with
Semitic affixes or root-and-pattern templates, while
non-Semitic nouns show a less strong tendency
to form the plural with non-Semitic affixes. At
the same time, hundreds of non-Semitic nouns in-
flect using Semitic patterns and are found in nearly
all plural classes (Borg and Azzopardi-Alexander,
1997). Integration in the opposite direction is also
found for a smaller number Semitic nouns which
inflect using non-Semitic affixes. Maltese thus rep-
resents a partial, but not total, example of what
has variously been called a “stratal effect” (Gar-
dani, 2021) or “code compartmentalization” (Fried-
man, 2013) or “compartmentalized morphology”
(Matras, 2015), in which native and borrowed mor-
phological exponents in a language are restricted
to applying to lexemes of the same etymological
origin.

It is common in contact linguistics to describe
outcomes of language contact as compositions of
distinct linguistic systems, even in cases of ex-
tensive borrowing or codeswitching (e.g., Myers-
Scotton, 1997; Gardani, 2020). Such descriptions
are sometimes intended as theoretical analyses. For
example, Gardani (2021) treats the stratal effect not
simply as an empirically observable pattern, but as
a synchronic constraint within the grammar that is
psychologically real for speakers: “... a restriction
on the application domain of non-native morpho-
logical formatives in a recipient language...” (Gar-
dani, 2021, 132) that enforces the boundaries of
etymologically-defined morphological subsystems.

However, we find the a priori assumption that
stratal effects reflect distinct and psychologically
real morphological subsystems to be problematic
inasmuch as it conflates the property to be ex-
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plained — that language contact can result (to
greater or lesser degree) in compartmentalized mor-
phology — with the mechanisms that produce and
reinforce that compartmentalization. Stated differ-
ently, reification of the stratal effect as a mecha-
nism of the grammar obscures important questions:
Given that speakers do not generally know the ety-
mological origins of words, how do they classify
words into morphological patterns? What is the
relationship between the processes that they use
to do this and the stratal effect (or lack thereof)
as an empirically observable outcome of language
contact?

In this study we examine the (partial) stratal ef-
fect found in Maltese noun morphology, examining
its relationship to factors known to be important
outside of contact situations to how speakers clas-
sify words into morphological patterns. In partic-
ular we analyze the relative strength of a word’s
phonology and etymology as predictors of its nom-
inal plural morphology and look at the relevance
of these factors for the organization of the Maltese
lexicon. It is important to note that we are not inter-
ested in etymology directly and we do not assume
that speakers have or use direct knowledge of the
etymology of words. We instead use etymology
as a way to estimate the influence of conservative
forces on morphological classification. We assume
that the predictive power of etymology applies to
words which have retained their etymological plu-
rals, in some cases resisting pressures to conform
to other parts of the language system. The conser-
vative forces which resist these pressures include
token frequency (Krause-Lerche, 2022).

Additionally, as a related question, we ask
whether there is evidence in Maltese for distinct
morphological subsystems (‘“hybrid morphology”)
in theoretical terms. This question is interesting in
part because characterizations of Maltese as having
hybrid morphology have also suggested, sometimes
explicitly, that the non-concatenative morphology
native to Semitic languages should be analyzed
as distinct from concatenative morphology, both
Semitic and non-Semitic. Moreover, research on
morphological integration in Semitic languages has
tended to focus specifically on the extent to which
foreign words make use of native root-and-template
morphology, as compared to affixation (e.g., Ben-
soukas, 2018; Ziani, 2020). However, since the vast
majority of suffixal allomorphs in Maltese are of
Semitic origin, division of the lexicon along etymo-



logical lines does not correspond to a split accord-
ing to concatenative vs. non-concatenative mor-
phology, as is sometimes implied. We test whether
morphological type is a distinct factor in the stratal
effect. Specifically, we ask whether there is sup-
port for analyzing root-and-pattern (templatic) plu-
ral morphology and affixal plural morphology as
distinct subsystems.

We compare the results of two models: the first
uses a lexeme’s phonology and etymology to pre-
dict its concatenative type, either affixal or tem-
platic. The second uses the same information to
predict its inflectional allomorph, i.e., the specific
affix or template found on the lexeme’s plural form.
Comparisons across factors within each model pro-
vide insight into the extent to which phonology and
etymology are informative about plural morphol-
ogy, and thus are likely to have played a role in
the development of the language over centuries of
contact with speakers of non-Semitic languages.
Comparisons across the two models offer insight
into the extent to which templatic and affixal mor-
phological patterns operate as distinct subsystems
in Maltese.

3 Analogy and Language Change

We take an analogical approach, using the term
analogy to refer broadly to any similarity-based,
paradigmatic influence of one word on the mor-
phological behavior of another. The importance
of analogy as a mechanism of language change is
well established in the field of historical linguistics
(Anttila, 1977; Hock, 1991; Fertig, 2013; Joseph,
2013), but it is most often discussed with respect to
its role in language-internal change, independent of
the effects of language contact. In contact linguis-
tics, the idea that (phonologically-based) analogy
plays a role in whether and how borrowed words
are morphologically integrated into a recipient lan-
guage has a long history, going back to at least
Haugen (1950) and Weinreich (1953). However,
most analyses of lexical and morphological borrow-
ing focus on the potential and observed outcomes
of contact (see Matras and Adamou, 2020, for an
overview), often with little to no discussion of the
exact ways in which analogy is hypothesized to
play a role.

To examine the role of analogy, we take a cue
from Matras (2009), who proposes a usage-based
model of language contact in which a multilingual
individual draws on a unified repertoire of linguis-
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tic resources. In this section we elaborate on how
such a perspective can help in understanding the
role of analogy, specifically analogical classifica-
tion, in contact-induced morphological change and
the development of the Maltese lexicon.

3.1 The Paradigm Cell Filling Problem

Analysis of the analogical mechanism hypothe-
sized to drive morphological integration in contact
may be understood as an extension of the Paradigm
Cell Filling Problem (PCFP), a line of research in
theoretical morphology that seeks to identify the in-
formation available to speakers that allows them to
infer and produce grammatically inflected surface
forms (Ackerman et al., 2009). Most quantitative
analyses of the PCFP to date take an analogical ap-
proach: speakers are hypothesized to rely on emer-
gent similarities and paradigmatic relations among
previously-acquired words in the lexicon to inform
their intuitions when inflecting or processing rare
or novel word forms (see, e.g., Ackerman et al.,
2009; Sims and Parker, 2016; Guzman Naranjo,
2020; Parker et al., 2022).

Matras’s (2009) usage-based model of language
contact is directly compatible with analogical ap-
proaches to the PCFP. Since multilingual speakers
are assumed to have access to a unified linguistic
repertoire corresponding to all of their languages,
this full repertoire may be drawn upon to make
morphological generalizations. Combinations of
generalizations from different languages during
speech production may result in linguistic inno-
vations or morphologically adapted “nonce bor-
rowings” (Poplack et al., 1988). Over time, some
of these may be conventionalized and perpetuated
throughout the larger speech community, leading
to contact-induced language change.

We may therefore specify the PCFP with respect
to language contact as follows: what guides speak-
ers’ grammatical intuitions when adapting and inte-
grating lexemes in multilingual contexts, and how
may conventionalized integration of borrowed lin-
guistic material affect the intuitions of a monolin-
gual speaker when producing inflected word forms?

3.2 Computational Modeling of the PCFP

A number of recent studies in computational lin-
guistics have applied machine learning methods
to analyze the kinds and amounts of information
that may be available to speakers when solving
the PCFP (in monolingual contexts). For exam-
ple, Guzman Naranjo (2020) uses a Long Short-



term Memory Network (LSTM, Hochreiter and
Schmidhuber, 1996) to quantify the respective in-
formativity of stem phonology, lexical semantics,
and affixal exponents as predictors of nominal in-
flection class organization in Russian. His results
indicate that while each factor contributes predic-
tive information, more information about inflection
class is contributed by stem phonology than by any
individual affix. Furthermore, the contributions of
the three predictors are additive, indicating a level
of nonredundancy in their informativity.

Williams et al. (2020) also employ the represen-
tational power of an LSTM to quantify the extent
to which phonology and lexical semantics are pre-
dictive of a noun’s declension class in German and
Czech. As opposed to model accuracy, they mea-
sure the amount of Mutual Information, in bits,
shared by phonology, semantics, and declension
class systems in each language. They find that,
while phonology is more predictive than semantics
overall in both languages, the relative informativity
of phonology and semantics varies greatly across
the two languages and across individual declension
classes within each language.

Dawdy-Hesterberg and Pierrehumbert (2014)
take an analogical approach to modeling plural
formation in Modern Standard Arabic. The authors
use a Generalized Context Model (GCM, Nosofsky,
1990) to quantify the extent to which phonological
factors, specifically similarities in consonant-vowel
(CV) template (a.k.a. “broken plural” allomorph),
segmental properties (in terms of natural classes),
and lexical gang size (Alegre and Gordon, 1999),
predict the form of a plural noun in Arabic. Their
results indicate that all three factors are predictive
to varying degrees, suggesting phonological rep-
resentations that are both fine-grained, i.e., at the
segmental level, and coarse-grained, i.e., with re-
spect to gang size and CV template, may serve as a
basis for analogical processing and morphological
organization in Arabic.

Finally, Nieder et al. (2021a,d) use both com-
putational and psycholinguistic methods to inves-
tigate the role of analogical classification in the
nominal plural system of Maltese. The authors
find that plural forms in Maltese may be predicted
with a reasonable degree of accuracy based on their
phonological similarity to attested plural forms,
modulated by the frequency distribution of plural
allomorphs in the language. However, the authors
do not specifically measure etymology as a predic-
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tor, leaving open the question of how non-Semitic
words were integrated into the morphological sys-
tem. In other words, it is unclear from their results
whether phonology is predictive independently of
etymology, or only as an indicator of etymological
origin.

4 Methods

The current study adapts the methods proposed by
Williams et al. (2020) to quantify the relative contri-
butions of phonology and etymology as predictors
of inflectional organization in Maltese. We use a
character-level LSTM classifier trained to make
inferences about a word’s plural class by abstract-
ing over the phonology of each word form as a
whole. We then quantify the influence of phonol-
ogy on Maltese nominal plural inflection using Mu-
tual Information, an information theoretic measure
of interpredictability among two or more systems.
We compare our results to the predictive strength
of the word’s etymological origin using the same
measures, quantifying the balance of analogical
and conservative factors hypothesized to shape the
integration of foreign lexemes into the grammar.

4.1 Data

This study merges data from two collections com-
piled by Nieder et al. (2021b,c) into a single
dataset consisting of 3,174 singular-plural noun
pairs. Each pair is tagged for etymological ori-
gin, either Semitic or non-Semitic. The original
data was manually compiled from the MLRS Ko-
rpus Malti v. 2.0 and 3.0 (Gatt and Cépls, 2013)
and supplemented with Schembri’s (2012) collec-
tion of Maltese CV templates. Etymological in-
formation was sourced from a digitized version of
Aquilina’s (2006) Maltese-English dictionary. Plu-
ral nouns in the data are classified as taking one of
12 different suffixes (“sound plurals™) or 11 differ-
ent non-concatenative CV templates (“broken plu-
rals”), forming a nominal plural inflection system
composed of 23 different inflection classes (Nieder
et al.,, 2021b). Maltese is the only standardized
Semitic language written in a Latin script, using
an orthography that “represents the phonology of
the language admirably” according to Hoberman
(2007, 258). For this reason, we analyze nouns us-
ing their original orthography, as in Williams et al.
(2020).

Over 135 nouns in the dataset take more than
one plural form. Of these, 78 nouns may take both



Non-Semitic Semitic || Total

Lexeme Lexeme (%)

N"“Asﬂe;;‘iﬁc 1,274 21 42%
SZ‘?SSC 416 684 | 35%
Ti‘:::lt;ie 240 537 || 23%
Total (%) 62% 38% || 100%

Table 1: Distribution of Maltese nominal plural allo-
morphs by lexeme etymology and concatenative type

broken and sound plurals. In this study, we ac-
count for these nouns by representing each pair
separately at the allomorph level, whereas in the
binary prediction model of the lexeme’s concatena-
tive type (concatenative vs. non-concatenative) we
include a noun only once per type. For example,
the word LIBSA ‘dress’ may take the sound plural
libsiet and the broken plurals lbies and Ilbiesi. The
lexeme LIBSA is therefore included in the model
three times in the allomorph prediction setting, but
only twice in the type prediction setting.

Following Williams et al. (2020), we remove all
classes with fewer than 20 lexemes, leaving a total
of 13 plural allomorph classes in our model. Table 1
shows the full distribution of allomorphs according
to etymology and concatenative type. Note that
lexemes that take more than one allomorph are
counted more than once.

4.2 Formal Notation

Following Williams et al. (2020), we can define a
lexeme as a tuple (w;, e;, ¢;) where for the ith lex-
eme, w; = the lexeme’s phonological form, e; = the
lexeme’s etymological origin, and ¢; = the lexeme’s
inflection class. We assume the lexemes follow a
probability distribution p(w, e, ¢), approximated by
the corpus. We can define the space of K inflec-
tion classes as C = {1, ..., K}, so that ¢; € C and
define C as the random variable associated with C.
For a set of lexemes derived from N etymological
origins, we can define an etymological space as
E=1{1,..,N}sothate; € £ and define E as the
random variable associated with £. Each noun may
be associated with one of two genders g; from the
space of genders G specific to Maltese. Finally, we
define the space of word forms as the Kleene clo-
sure over a language’s alphabet 3, so that w; € >*,
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with W as the random variable associated with >*.

4.3 Mutual Information (MI)

Mutual Information (MI) is an information theo-
retic measure that quantifies the degree of inter-
predictability among two or more systems. For
example, the MI shared by the nominal plural in-
flection class system C' and phonological system
W in Maltese may be calculated as follows:

MI(C; W) = H(C) - H(C|W) (1)

This may be generalized to consider the amount
of redundant information shared by inflection class,
phonology, and etymology E as follows:

MI(C; E; W) = MI(C; W) — MI(C; W|E) (2)

Because a language’s grammatical gender sys-
tem is known to interact with its inflectional mor-
phology in non-deterministic ways (Corbett and
Fraser, 2000), we follow Williams et al. (2020) and
condition all relevant measures on gender:

MI(C; W|G) = H(C|G) - H(CIW, &) (3)

The intuitive reasoning behind Equations 1 - 3
may be seen in Figure 1, in which each colored cir-
cle represents H|G, the total entropy, conditioned
on gender, of the three interacting systems under
analysis.

Finally, since our corpus is only a sample of the
language, we note that all calculations are estimates.
However, while estimates over the finite inflection
class and etymology systems can be empirically
calculated using the corpus, the infinite number
of possible word forms in the >X* means calcula-
tions involving W must be further approximated.
Methods for estimating the entropy of both kinds
of systems are described in detail in the following
sections.

4.4 Techniques for Estimating Entropy

We use plug-in estimation to obtain entropy values
for C and E, calculating the distribution p(c) for
¢ € C (or alternatively, p(e) for e € F) and using
this to estimate H(C') in Equation 1 above.

4.5 Approximating Conditional Entropy

H(C|E) may be similarly calculated using plug-
in estimation. However, given the infinite num-
ber of possible word forms in X*, an estimate for
H(C|W) cannot be calculated directly from the
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Figure 1: Tripartite Mutual Information

corpus. We therefore approximate this value us-
ing cross-entropy, which has been mathematically
proven to be an upper bound on conditional entropy
(Brown et al., 1992). We use the cross-entropy
loss obtained from a computational model that has
been trained to predict the plural class ¢; associ-
ated with a singular noun w; to approximate the
cross-entropy of the system:

M
1
H(C|W) < i 21 log q(ci|w;) )
1=
We note that as the amount of data in the cor-
pus increases, i.e., as M — oo, the above value
approaches the true cross-entropy value.

4.6 Normalized Mutual Information (NMI)

To compare results across models and across lan-
guages, we normalize MI values by dividing by the
total entropy of the inflection class system. For ex-
ample, the NMI shared by a Maltese noun’s phonol-
ogy and plural inflection may be calculated as:

MI(C; W)

1) 5)

NMI(C; W) =

4.7 Model Details

We adapt the LSTM classifier implemented in
Williams et al. (2020) to estimate the probability
that a plural class c is associated with a given input
noun w of gender g, i.e., ¢(c|w, g) in Equation 4.
The model learns a set of character embeddings to
represent the phonological forms of singular nouns
as part of the training process. Gender is separately
embedded and input into the model’s initial hidden

40

TYPE ALLO.

H(C|G) ® 081 265
NMI(C; W|G) 0 021 042
NMI(C; E|G) 0.13 022
NMI(C; E; W|G) 006  0.15
NMI(E; W|G) 061 061

Table 2: Normalized Mutual Information measures for
plural class C' defined with respect to TYPE vs. ALLO-
MORPH. NMI values involving C' are normalized with
respect to H(C|G), while NMI(E; W|G) is normalized
with respect to H(E|G).

state. The model is trained using Adam (Kingma
and Ba, 2015) with model hyperparameters, includ-
ing the number of training epochs and the number
and sizes of hidden layers, optimized using the
Bayesian optimization technique implemented in
Williams et al. (2020). The model then learns a
probability distribution that serves to approximate
q(clw, g).

Following training, we test the model on a held-
out dataset and use the model’s cross-entropy loss
to serve as an approximate upper bound on the
conditional entropy H(C|W, G). We use 10-fold
cross validation to make full use of the dataset
for our approximations. To estimate ¢(c|w, e, g),
we concatenate a binary character representing the
word’s etymology onto the end of the noun to serve
as model input and follow the same procedure.

5 Results

NMI and H(C'|G) values for C' defined as concate-
native type and plural allomorph, respectively, are
presented in Table 2. The largest NMI value we
obtain, NMI(E; W|G), indicates that more than
half of the information needed to predict a word’s
etymology is shared with its phonology. In other
words, it is often not difficult to guess the origin of
a Maltese word based on how it sounds. Note that
this value is consistent across models, as it does
not depend on C.

5.1 Concatenative Type

Results for the model predicting a noun’s concate-
native type are in Table 2. Note first that the entropy
H(C|G) of the plural inflection class system de-
fined at the level of concatenative type is calculated
to be 0.81, indicating that, given its gender, predict-
ing whether a random Maltese noun takes concate-
native or non-concatenative morphology is more



predictable than chance, although not by much.
We find phonology, indicated by NMI(C; W|G),
to be more predictive than etymology, indicated
by NMI(C; E|G). Crucially, each of these bipar-
tite NMI values exceeds the tripartite mutual infor-
mation NMI(C'; E; W|G) shared across all three
systems. This indicates that while a non-trivial
amount of predictive information is shared across
all three systems, phonology and etymology are
each predictive of concatenative type in partially
non-redundant ways. This suggests that both ana-
logical and conservative forces are likely to have
played a role in the development of the Maltese
nominal plural system.

5.2 Plural Allomorph

In an analogical model of inflection in which sin-
gular inflected forms and their plural counterparts
share a direct relationship in the lexicon, the predic-
tive principles structuring the morphological sys-
tem are expected to be most evident when defining
an inflection class system at the level of the allo-
morph.

We first note that the entropy H(C'|G) calculated
over the plural class distribution defined at the al-
lomorph level is nearly three times as high as the
entropy of C' when defined as a noun’s concatena-
tive type. This is reflective of the higher degree of
unpredictability associated with a non-uniform dis-
tribution of nouns over a greater number of inflec-
tion classes. When comparing across the allomorph
and concatenative type models it is thus important
to normalize for the fact that predicting allomorphs
is more difficult than predicting concatenative type.
However, even calculations normalized in this way
show that the interpredictability among phonology,
etymology, and plural inflection, indicated by the
NMI values in Table 2, are all twice as high at the
allomorph level as they are for concatenative type.
In other words, a noun’s singular form reduces the
relative uncertainty about its plural allomorph twice
as much as it reduces the uncertainty about whether
that allomorph is concatenative. This suggests the
analogical and conservative pressures hypothesized
to shape morphological organization are more sen-
sitive to correspondences at the word level than to
typological similarities with respect to concatena-
tivity.

Additionally, the general tendency found at
the level of concatenative type still follows when
classes are defined at the level of individual allo-
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morphs: phonology shares more information with
inflection class than does etymology, with each
factor contributing some amount of non-redundant
information. This illustrates one key advantage of
the methods employed in this study, namely the
ability to disentangle the independent contributions
of either predictor from the degree to which both
exert redundant organizational pressure towards the
same end.

For example, given the fact that phonology
and etymology are themselves mutually informa-
tive, we cannot uniquely interpret either bipar-
tite measure of MI, that is, NMI(C; W|G) or
NMI(C; E|G), as indicative of the forces hypoth-
esized to shape the integration of linguistic ma-
terial in contact. Rather, evidence for analogi-
cal structuring of the Maltese plural system at
the allomorph level is specifically indicated by
the positive difference between NMI(C; W|G)
and NMI(C; E; W|G). Conservative pressures,
such as those associated with high token-frequency
items (Krause-Lerche, 2022), are similarly indi-
cated by the extent to which NMI(C; E|G) ex-
ceeds NMI(C; E; W|G).

5.3 Variation Across Allomorph Classes

Closer examination of the model’s predictions re-
veals an effect of type frequency, with larger in-
flection classes predicted more often than smaller
classes. Table 3 reports the accuracy of all models
in which singular noun phonology W is a predic-
tor. Since all models achieve an overall accuracy
above a majority baseline, the NMI values we ob-
tain may be reliably interpreted as empirical min-
imums. However, as can be seen in Figure 2, the
model’s incorrect predictions do not clearly distin-
guish between sound and broken classes; nouns
with a sound plural allomorph may be misclassi-
fied as taking a broken plural template, and nouns
taking a broken plural may be incorrectly predicted
to take a sound plural.

If speakers are sensitive to differences between
concatenative and non-concatenative allomorphs
grouped into high-level macro classes (morpholog-
ical subsystems), we might expect some degree
of observable within-class coherence with respect
to either or both of the phonology and etymology
of words exhibiting a particular morphological be-
havior. Specifically, we would expect a pattern
of predictions in which the LSTM is able to first
identify a lexeme’s concatenative type before pre-



Target Model Accuracy
MI(E; W|G) 0.90
ETYM. (E) Baseline 0.62
MI(C; W|G) 0.80
TYPE (C) MI(C; E; W|G) 0.81
Baseline 0.77
MI(C; W|G) 0.65
ALLOMORPH MI(C; E; W|G) 0.68
©) Baseline 0.40

Table 3: Model accuracy for all models predicting Et-
ymology E or Plural Class C' (Type vs. Allomorph)
using the Phonology W of singular nouns in Maltese

dicting, possibly incorrectly, an allomorph of that
specific type.

100
sound -s- &

sound -i - 3 JECE

IS

sound -iet -

sound -ijiet- 2

sound -a -

sound -in -

sound -at -

Target

CQVeve -

CCWWCVC- 2

CCWC-

Cccveeve -

CCWVCV - 5

8

VCCCV -

IS

sound -5-
sound -i -
sound -iet-
sound -ijiet- ~
sound -a -
sound -in-
sound -at-
Cveve -
CCWWCVC -
CCWVC -
CCVCCVC -
CCWWCV -
VCCCV- &

Predicted

Figure 2: Confusion matrix: predicting plural allomorph
from singular phonology and gender

Instead, as seen in Figure 2, we do not find such
evidence. Rather, we find evidence for coherence at
the allomorph level, specifically, for phonological
patterns as a predictor of inflectional organization
and driver of inflectional behavior at the allomorph
level.

Finally, as in Williams et al. (2020), we also
conduct an analysis of the partial Pointwise Mu-
tual Information (PMI) shared between phonol-
ogy W and class C with respect to the surprisal
H(C = ¢|G) for each class, defined at the allo-
morph level. Figure 3 shows this distribution, with
allomorph classes presented in order of increasing
type frequency (and thus decreasing surprisal). We
note that Maltese noun classes are each only par-
tially predictable given the phonology of words
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= H(C=c|G)
= PMI(C=c; W | G)

Bits

Figure 3: Partial Pointwise Mutual Information (PMTI)
shared by word form and class for each allomorph class

belonging to them, regardless of class size or ety-
mological origin.

6 Discussion

In this paper we used an LSTM to help estimate
the kinds and amounts of information that may
be available to speakers when “solving” the PCFP.
Overall, our results provide quantitative evidence
for the role of both word phonology and etymology
(as a stand-in for conservative factors) in shaping
the Maltese lexicon.

Specifically, we found that the extent to which a
Maltese singular noun’s phonology predicts its plu-
ral morphology exceeds that of etymology in non-
redundant ways. This suggests that analogical pres-
sures from phonological correspondences across
the lexicon shape nominal plural inflection in Mal-
tese, independently of the etymological source lan-
guage for some word or morphological pattern.

Our results also show an independent contribu-
tion of etymology as a predictor. We hypothesize
that this captures conservative pressures theorized
to resist analogical change, including token fre-
quency (Krause-Lerche, 2022). It may also reflect
associative correlations from the use of lexemes of
a common etymology in similar contexts, strength-
ening their coherence as a subsystem in the multi-
lingual repertoire and encouraging the maintenance
of a noun’s original morphology. Further work is
needed to investigate these possibilities.

In language contact situations such as that of
Maltese, it is likely that an influx of foreign lex-
emes and increased productivity of foreign affixes
affect both the size and character (e.g., phonology)



of nominal plural classes relative to each other over
time. This in turn is likely to affect subsequent
classification and integration of words into the in-
flectional morphology of the language.

In general, our results do not support charac-
terizations of Maltese in which concatenative and
non-concatenative morphologies co-exist as dis-
crete systems within the lexicon. While a singular
noun’s phonology and etymology are each some-
what predictive of its concatenative type, they are
twice as predictive of the actual plural allomorph(s)
with which the lexeme is associated. This suggests
that systematic relationships at the word level orga-
nize the morphology of Maltese, in turn shaping the
language as new words are integrated and inflected.

7 Conclusion

This study extends previous work in information
theory, computational modeling, and theoretical
morphology to provide quantitative evidence for
the role of phonology as an analogical force in the
morphological organization of Maltese. We ground
this in a usage-based account of multilingualism
and contact-induced change in which speakers are
hypothesized to make use of analogical reasoning,
among other language-general cognitive functions,
when integrating novel words and patterns within
a unified linguistic repertoire. The same processes
that guide synchronic language use are proposed to
be responsible for the diachronic effects of contact-
induced language change. Specifically, it is hypoth-
esized that speakers draw on similarities across
multiple dimensions — including but not limited
to phonological patterns, semantic and indexical
meaning, pragmatic function, and contexts of use —
to collaboratively construct and adapt grammatical
systems of linguistic communication over time.

In the case of Maltese, our findings indicate
that while a lexeme’s phonology and etymology
are themselves highly interpredictable, each con-
tributes non-redundant information to reduce uncer-
tainty when predicting the lexeme’s plural inflec-
tion. While the etymology of a noun is somewhat
predictive of its plural inflection, the word’s phonol-
ogy plays a much greater role. This synchronic
analysis has diachronic implications. Our results
suggest that analogical pressures from phonologi-
cal similarities across the lexicon may have guided
speakers’ inflectional behavior when code mixing
over the course of the development of the language
to result in the conventionalized forms observed
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in modern Maltese. However, further diachronic
study is needed to confirm this interpretation.

Contrary to a hypothesis in which concatenative
and non-concatenative systems operate as separate
subsystems within a “split” or “hybrid” morphol-
ogy, our results indicate correspondences at the
level of individual wordforms and affixes are driv-
ing speakers’ morphological behavior. Specifically,
the phonology and etymology of a lexeme are twice
as predictive of its plural allomorph than its con-
catenative type. Further investigation into Maltese
nouns attested to take plural forms of both concate-
native types may provide additional insight into the
ways in which concatenative type affects speakers’
behavior, if at all. Future work should also con-
sider additional factors known to shape inflection
class systems, for example by integrating semantic
word vectors into the model. Finally, additional
comparisons implementing these methods across
corpora in a variety of languages will continue to
shed light on the factors shaping morphological
systems cross-linguistically.
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A Nominal Plural Allomorphs in Maltese

Sound Plural

Singular  Plural Gloss Allomorph
karta karti ‘paper’ -i
omm ommijiet  ‘mother’ -ijiet
rixa rixiet ‘feather’ -let
giddieb  giddieba ‘liar’ -a
mehlus  mehlusin  ‘freed’ -in
kuxin kuxins ‘cushions’  -s
trig trigat ‘street’ -at
sid sidien ‘owner’ -ien
bahri bahrin ‘sailor’ -n
hati hatjin ‘guilty’ -jin
spalla spallejn ~ ‘shoulder’ -ejn
sieq saqajn ‘foot’ -ajn

qiegh gieghan  ‘bottom’ -an

Table 4: Sound plural allomorphs in Maltese, from Nieder et al. (2021b)

Broken Plural

Singular Plural Gloss Allomorph
fardal fradal ‘apron’ CCVVCVC
birra birer ‘beer’ oceveve
kbir kbar ‘big’ CCvVC
ftira Stajjar ‘type of bread” CCVjjVC
bitha btiehi ‘yard’ CCVVCV
sider isdra ‘chest’ VCCCV
marid morda ‘sick person’ CVCCV
ghodda  ghodod  ‘tool’ (gh)VCVC
elf eluf ‘thousand’ VCVC
gharef  ghorrief ‘wise man’ CVCCVVC(V)

ghama  ghomja  ‘blind person’ (gh)VCCV

Table 5: Broken plural allomorphs in Maltese, from Nieder et al. (2021b)
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Abstract

Syntacticians must keep track of the empiri-
cal coverages and the inner workings of syn-
tactic theories, a task especially demanding
for minimalist syntacticians to perform man-
ually and mentally. We believe that the com-
putational implementation of syntactic theo-
ries is desirable in that it not only (a) facil-
itates the evaluation of their empirical cover-
ages, but also (b) forces syntacticians to specify
their inner workings. In this paper, we present
CANDS, a computational implementation of
Collins AND Stabler (2016) in the program-
ming language Rust. Specifically, CANDS con-
sists of one main library, cands, as well as two
wrapper programs for cands, derivck and
derivexp. The main library, cands, imple-
ments key definitions of fundamental concepts
in minimalist syntax from Collins and Stabler
(2016), which can be employed to evaluate and
extend specific syntactic theories. The wrapper
programs, derivck and derivexp, allow
syntacticians to check and explore syntactic
derivations through an accessible interface.'

1 Introduction

Syntax typically involves developing a new theory
or revising an existing theory in order to explain
certain data. A syntactician needs to be able to
compare the theories in terms of their empirical
coverage and understand all the details of these
theories. These are challenging prerequisites to at-
tain for minimalist syntacticians (Chomsky, 1995).
This is partly due to the lack of consensus on the
exact mechanism of minimalist syntactic theory,
despite many efforts to formalize it (e.g., Veenstra
1998; Kracht 1999, 2001, 2008; Frampton 2004;
Collins and Stabler 2016), and partly due to the
constant source of subtle revisions to this theory.
We believe that the computational implementa-
tion of syntactic theories would help minimalist

'Our software is available at https://github.com/
osekilab/CANDS.

47

Yohei Oseki
University of Tokyo
osekilg.ecc.u-tokyo.ac.Jjp

syntacticians understand their empirical coverages
and inner workings. This idea has been explored
in the LFG and HPSG literature with their rich
histories of grammar engineering (e.g., Bierwisch
1963; Zwicky et al. 1965; Miiller 1999; Butt 1999;
Bender et al. 2002, 2008, 2010; Fokkens 2014;
Miiller 2015; Zamaraeva 2021; Zamaraeva et al.
2022). In comparison, there is less effort on the
computational implementation of syntactic theories
in the minimalist literature, with some exceptions
(e.g., Fong and Ginsburg, 2019). In this paper, we
present CANDS (pronounced /kandz/), a compu-
tational implementation of Collins AND Stabler
(2016) (henceforth C&S) in the programming lan-
guage Rust. The main library, cands, implements
key definitions of fundamental concepts in minimal-
ist syntax from Collins and Stabler (2016), which
itself is a formalization of minimalist syntax. We
hope that cands can be employed to evaluate and
extend specific syntactic theories.

In addition, to make cands accessible to mini-
malist syntacticians who are not familiar with Rust,
we also provide two wrapper programs for cands
which allow syntacticians to check and explore syn-
tactic derivations through an accessible interface:
the derivation checker derivck, and the deriva-
tion explorer derivexp.

This paper is organized as follows. In Sec-
tion 2, we review key definitions of fundamen-
tal concepts in minimalist syntax from C&S. In
Section 3, we introduce the main library, cands,
as well as two wrapper programs, derivck and
derivexp, illustrating their usage with example
codes and screenshots. In Section 4, we demon-
strate how cands can be employed to evaluate
syntactic theories with two particular formulations
of the Subject Condition. In Section 5, we show
how cands can be used to extend syntactic the-
ories with two particular implementations of the
syntactic operation Agree. We discuss future work
in Section 6 and conclude the paper in Section 7.

Proceedings of the Society for Computation in Linguistics (SCiL) 2023, pages 47-68.
Ambherst, Massachusetts, June 15-17, 2023



2 Collins and Stabler (2016)

Collins and Stabler (2016) provide a precise for-
mulation of minimalist syntax. In this section, we
review some key definitions in their work.

Universal Grammar (UG) is a 6-tuple
(PHON-F,SYN-F, SEM-F, Select, Merge,
Transfer), where the first three elements specify
the universal sets of phonological, syntactic and
semantic features respectively, and the last three
elements are syntactic operations.

An I-language is as a 2-tuple (Lex, UG) where
Lex is a lexicon, i.e., a finite set of lexical items,
and UG is some Universal Grammar.

A lexical item (LI) is a 3-tuple
(SEM, SYN, PHON), where SEM C SEM-F,
SYN C SYN-F and PHON € PHON-F*. 2

A lexical item token (LIT) is a 2-tuple (LI, k),
where LI is a LI and k an index. This index is used
to distinguish between multiple occurrences of the
same LI related by movement.

Syntactic objects (SO) are inductively defined. A
SO is one of three things: (a) a LIT, (b) the result of
the syntactic operation Cyclic-Transfer(SO) for
some syntactic object SO, or (c) a set of SOs.

A lexical array (LA) is a set of LITs, and a
workspace W is a set of SOs. A stage is a 2-tuple
(LA, W) of lexical array LA and workspace W.

The syntactic operations Select, Merge and
Transfer are defined as functions. For example,
for some stage S = (LA, W) and LIT A € LA,

Select(4, S) = (LA \ {A}, W U {A}).

Cyclic-Transfer, which was used in the above def-
inition of SOs, is a special unary case of Transfer,
which is a binary operation.

The central definition in C&S is that of a deriva-
tion. A sequence of stages S, --- , .5, with each
S; = (LA;, W;) is a derivation from lexicon L if
(a) all LIs from the initial lexical array LA come
from L, (b) the initial workspace W is empty, and
(c) each subsequent stage S;1 is derived from the
previous stage S; by an appropriate application of
some syntactic operation. The conditions involved
in (c) limit the generative capacity of the theory.
For example, the conditions on Merge enforce that,
if Si41 is derived from S; by Merge(A, B), then
A € W;, and either A contains B or B € W;. The
first disjunct “A contains B” allows internal Merge,

PHON-F* is the set of (potentially empty) sequences
whose elements come from PHON-F, i.e., U,;";O PHON-FF,

© X N AW N —
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and the second disjunct “B € W;” allows external
Merge. Certain patterns of Merge, such as sideward
Merge, are disallowed in this formulation.

3 CANDS

CANDS consists of the main library, cands, and
two wrapper programs for cands, derivck and
derivexp. They are all developed in the pro-
gramming language Rust.

3.1 cands

cands is a library that implements and exposes
most concepts defined in C&S. We provide a full
list of implemented definitions in Appendix A.

Figure 1 shows the Rust code that uses
cands to create a SO. This SO is a LIT,
with index 37 and a LI that consists of the
semantic features {[M]}, the syntactic features
{[D]}, and the phonological features ([Mary]).
SyntacticObject is an enum type defined
in cands, which comes in three variants: LITs,
sets and results of Cyclic-Transfer. Here, we use
SyntacticObject::LexicalltemToken
to construct a LIT variant. cands also de-
fines the struct types LexicalItemToken,
LexicalItemand Feature, each of which is
associated with a new function that constructs an
object of each type. Set and Vec are container
types defined in the Rust standard library, and
their associated from functions create sets and
vectors.?

SyntacticObject::LexicalltemToken (
LexicalItemToken: :new (
LexicallItem: :new (
Set::from([Feature::new("M")1),
Set::from([Feature::new("D") 1),
Vec::from([Feature: :new("Mary") ])
) r 37
)
)
Figure 1: Code to create a SO.
cands defines many macros, which

help reduce boilerplate code. For example,
SyntacticObject::LexicalIltemToken
(...) can be reduced to a much shorter macro
invocation so! (...). Similarly, LIs and LITs
can be created with the macros 1i! and 1it!

3To be precise, the Rust standard library does not define a
set type called Set; rather, it defines two concrete implemen-
tations of a set type called HashSet and BTreeSet. Set
is a type alias defined in cands that refers to BTreeSet.
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respectively. Sets and vectors of features can be
created with fset ! and fvec!. The same code
can be re-written more concisely as in Figure 2.

so! (1it! (1i! (fset! ( "M" );
fset! ( "D" );
fvec![ "Mary" 1), 37))

Figure 2: Shorter code to create a SO.

An important feature of cands is the function
is_derivation. This function implements
the definition of derivations from C&S. It takes
two arguments: i1, of type ILanguage, which
represents an I-language, and stages, of type
Vec<Stage>, which represents a sequence of
stages. is_derivation(il, stages) re-
turns true iff stages is a derivation from i1 ac-
cording to the definition in C&S.

We see two major usages of cands. First, it can
be used to explore predictions from C&S. For ex-
ample, one can check if a given sequence of stages
is a valid derivation. Second, it can be extended to
implement other notions and theories. C&S lacks
formalization for many concepts that are popular in
minimalist syntax, e.g., Agree, head movement and
covert movement (Collins and Stabler, 2016). The
predictions and empirical coverage of extensions
to cands can be evaluated in a similar manner to
the original cands.

3.2 Two wrapper programs for cands

Using cands requires programming in Rust, a rel-
atively unfamiliar programming language among
syntacticians. In order to make cands more acces-
sible to the general audience, we provide two wrap-
per programs for cands. They are (a) derivck,
a derivation checker that runs in the terminal, and
(b) derivexp, an interactive derivation explorer
that displays a GUI.

Figure 3 shows how the wrappers can be exe-
cuted in a shell. Both programs require the user to
provide an I-language IL and a sequence of stages
S, both specified in JSON. These files are passed
to the programs via command line arguments.

> derivck —-i IL.json -d S.json
> derivexp —-i IL.json -d S.json

Figure 3: Typical shell commands used to run
derivck (line 1) and derivexp (line 2). The files
specifying the I-language and the sequence of stages are
passed via command line arguments.
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derivck will output whether S is a derivation
from IL. If not, derivck will display the offend-
ing stage(s) of S and a log that describes how it
determined the stage(s) to be invalid. The log ver-
bosity can be set with an environmental variable.

derivexp will first verify that S is a valid
derivation. Then, it provides an interface that vi-
sualizes S and allows the user to apply various
syntactic operations to the objects that comprise S
to further advance the derivation. Figures 4a and
4b show screenshots from a derivexp session
before and after the user has applied Merge to a
pair of SOs.

Both derivck and derivexp expect the
JSON files for the I-language and the sequence
of stages to be in a specific format that transpar-
ently reflects the Rust types for these two con-
cepts, which are TLanguage and Vec<Stage>.
This format is imposed by serde, a popular
Rust data (de)serialization framework, which is
used in cands to support human-readable JSON
(de)serialization for its data structures. Even
though we believe this format should be straight-
forward for users to follow, larger I-languages and
sequences of stages in real-life use cases can be
unwieldy to specify manually in JSON. In the near
future, we plan to develop tools that would sim-
plify the creation of these JSON files, such as a
visual interface for constructing I-languages and
sequences of stages and exporting them to JSON.
For now, we provide sample JSON files in the Git
repository for CANDS that can be used to construct
a derivation for the simple sentence Mary appeared,
as illustrated in Figure 4.*

We hope that derivck and derivexp will be
useful for syntacticians working with the C&S sys-
tem. If one already has a derivation in mind, they
can check the derivation with derivck. Other-
wise, one can use derivexp to explore the possi-
ble derivations generated by the C&S system. The
two programs should facilitate working with gram-
matical and ungrammatical examples respectively.

4 Evaluating theories with cands

An important and challenging task for syntacticians
is to keep track of the empirical coverage of the
syntactic theory at hand as one proposes changes
to the theory. Often, one proposes a revision to the
theory in order to make a correct prediction for one

“We thank one reviewer for pointing out the necessity to
address how easily these JSON files can be created.



W explorer - o x

derivck [% Light! o park pelete last stage

I-language Load... Save...

Derivation Load... Save...

QO stage 3/3 > >>
LA
(empty set)

Wksp
> S0 1/2: Mary_2
v 'S0 2/2: appeared_1
LIt

LI
sem

syn

Phon

Index 1

Operations
select Merge| Transfer CyclicTransfer

(a) derivexp is showing a stage Ss, whose workspace W3
contains two roots: Mary, and appeared;. We then apply
Merge(appeared,, Mary») to derive the next stage.

W explorer - o X
derivck [#ILight] o park Dpelete last stage
I-Language Load... Save...

Derivation Load... Save...
QO stage 4/4 > >

LA
(empty set)

wksp
vS0 1/1: { Mary_2, appeared_1 }

» SO 1/2: Mary_2
> S0 2/2: appeared_1

Operations
Select Merge Transfer CyclicTransfer

(b) We advance to the next stage S4, whose workspace
W4 contains just one root, which is the result of
Merge(appeared,, Mary,). derivexp is showing Sy.

Figure 4: Screenshots from a derivexp session.

sentence, only to realize later that another sentence
correctly predicted by the old theory receives an
incorrect prediction under the new theory.

Computational implementation of syntactic the-
ories facilitates the process of examining their pre-
dictions and evaluating their empirical coverage.
Using the function is_derivation defined in
cands, it is easy to check if some derivation of
interest can be generated by the C&S system. Even
if one modifies cands in order to implement their
revisions of C&S, predictions can be studied in the
same way as long as the is_derivation func-
tion is preserved. Multiple revisions to C&S can
be evaluated in terms of their empirical coverage
by testing the corresponding modified versions of
cands on a common set of derivations.

In this section, we illustrate this evaluation pro-
cess with a simple example as a proof of concept.
We consider the sentences in (1) and provide a
derivation for each sentence. The original C&S
system generates all three derivations, which is not
ideal — we expect a good theory to only generate
the derivations for the grammatical sentences. We
will provide two attempts at positing a new con-
straint and incorporating it into C&S to correct the
predictions. We will implement the new constraints
as extensions of cands, and test these extensions
on our derivations of interest. We will see that both
attempts are inadequate in that each constraint fixes
the prediction for one sentence while breaking the
prediction for another. Our examples and analy-
ses are inspired by classic literature on PP extra-
position (Akmajian, 1975; Guéron, 1980; Wexler
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and Culicover, 1980).5 For space reasons, we will
only define the constraints and discuss their predic-
tions conceptually in the main paper. We provide
pseudocode for the implementations of these con-
straints in Appendix B, and the implementations
themselves in the Git repository on the branches
theoryl and theory?2.

(1) a. * A story bothered me about Mary.
b.

C.

A story appeared about Mary.

* T know who a story appeared about.

In (1a), PP extraposition occurs from the subject
of a transitive verb. In (1b), the extraposition occurs
from the subject of an unaccusative verb. In (1c),
the same extraposition found in (1b) occurs, as well
as wh-movement to embedded [Spec; CP].

The original C&S system allows for all three sen-
tences to be derived, with the derivations sketched
in (2), (3) and (4),% and fully detailed in Appendix
C. To accommodate rightward extraposition in
the LCA-like linearization algorithm employed in
C&S, we use two covert heads X and Y as well as
remnant movement. For example, in (2), X first
merges with TP. The extraposed PP then moves
to [Spec; XP]. Y then merges with XP, and the
remnant TP moves to [Spec; YP]. Y contains the

SWe thank Kyle Johnson for introducing us to the debate
on PP extraposition when we were in search of syntactic phe-
nomena to illustrate the usage of cands with.

Non-final occurrences of SOs are struck out. Although
the SOs in these derivations are actually sets, which should
be denoted with comma-separated lists of elements enclosed
in braces, we use the labelled bracket notation here to save
space.



syntactic feature [T], which allows C to merge with
YP as it would merge with a TP. In (2), the extra-
position occurs from TP, while in (3) and (4) the
extraposition occurs from VP.

Note on notations: we write A €T B for “A is
contained in B”, and A €* B for “A is equal to or
contained in B”.

4.1 Theory 1: derivational constraint

Consider the pair (2) and (3). They differ in their
grammaticality as well as the source of extraposi-
tion: the subject in the former derivation and the VP
in the latter. We can predict these derivations cor-
rectly if we use a derivational flavor of the Subject
Condition, i.e., a constraint that bans movement
out of [Spec; TP]. Let us write occr(X) for the set
of all occurrences of X in R. Then, we can add the
condition (5) to the derive-by-Merge condition.

(5) Derivational Subject Condition (DSC)
For (internal) Merge(A, B) where A is the
head and B €T A, then

[ocea(B)| > > xesbis ,(m) | 0cca(X)],
where Sbjs 4 (B) is the set of all [Spec;
TP]s in A that contain B.

Consider internal Merge(A, B) where B €T A.
DSC holds iff there exists some occurrence Bp
of B in A that is not equal to or contained in any
occurrence of some [Spec; TP] in A. Thus, DSC
holds iff this instance of Merge could be interpreted
as movement from a non-subject position.

We call the C&S system extended by DSC “The-
ory 1.” We implement and test Theory 1 against
our derivations. The results show that only (2) is
ungrammatical, so Theory 1 makes an incorrect pre-
diction for (4). The PP extraposition in (2) violates
DSC because all occurrences of the PP prior to this
extraposition are contained under some occurrence
of DP, which is at [Spec; TP]. The extrapositions
in (3) and (4) do not violate DSC because the ex-
traposition occurs before TP is even built. The
subsequent wh-movement in (4) does not violate
DSC either, due to the occurrence of who contained
in the extraposed PP at [Spec; XP].

4.2 Theory 2: representational constraint

Consider the pair (2) and (4). They are both un-
grammatical, and in both derivations there is a SO
that has one occurrence inside and another occur-
rence outside of the subject, namely the PP about
Mary/who. This suggests that perhaps the Subject
Condition should be representational after all; any
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Derivations Truth Theory1l Theory 2
(2), for (1a) * : :
@3), for (1b) v
(4), for (1c) *

*®

v
v

Table 1: Derivations, grammaticalities and predictions.

*®

%

%

SO that has an occurrence inside some [Spec; TP]
cannot have an occurrence outside that [Spec; TP].
This condition, formally stated as (6), is enforced
at every stage of the derivation, applying to every
workspace W;.

(6) Representational Subject Condition
(RSC)
For any root R € W; and any SOs
X, S €* Rsuchthat X €* Sand S is
[Spec; TP], | occr(X)| = |occr(S)].

If X € S €* R, then every occurrence of
S in R is either equal to or contains some occur-
rence of X in R (Theorem 1 from C&S). Thus
X €* S €* R implies |occr(X)| > |occr(S)].
If |occgr(X)| > |occg(S)], it must be the case
that some occurrence of X is not equal to or con-
tained in any occurrence of S. This is exactly the
situation that RSC bans.

Let us call the C&S system extended by RSC
“Theory 2”. We implement and test Theory 2
against our derivations. Although Theory 2 cor-
rectly rules out (2) and (4), it incorrectly rules out
(3) as well. This is because at the final stage in all
three derivations, the PP about Mary/who has four
occurrences, while the [Spec; TP] a story about
Mary/who, which contains the PP, has three occur-
rences.

Table 1 summarizes the derivations, their de-
sired grammaticalities and the grammaticalities pre-
dicted by our theories.

5 Extending theories with cands

In the literature, minimalist syntactic theories are
usually described in text, with various degrees of
formality. As such, it can be difficult to communi-
cate the precise details of the theories to the reader.
The benefit of implementing theories in code is
that one is forced to consider and specify such de-
tails, because otherwise one would end up with an
incomplete implementation.

Since C&S is a formalization of a bare-bones
Minimallist syntactic theory, we expect that
cands will provide a good starting point for min-



(2) a. Build TP.
[tp [Dp a story [pp about Mary ]] T bothered me ]
b. Extrapose PP.
[yp [tp [Dp a story {pp-abeuat-Mary]] T bothered me ] Y [xp [pp about Mary | X FP ]]
(3) a. Build VP.
[vp appeared [pp a story [pp about Mary ]]]
b. Extrapose PP.
[yp [vp appeared [pp a story {pp-abeutMary1]] Y [xp [pp about Mary | X VP ]]
c. Build TP; move DP.
[tp [pp a story PP ] T [yp [vp appeared PP ] Y [xp [pp about Mary | X ¥£ ]]]
(4) a. Same with (3) up to (3c), except we have who instead of Mary.

[tp [Dp a story PP ] T [yp [vp appeared PP ] Y [xp [pp about who ] X ¥P ]]]

Build CP; move who.

[cp who Q [1p [pp a story PP ] T [yp [ve appeared PP ] Y [xp [pp about whe | X VP ]]]]

imalist syntacticians to implement their own pro-
posals and theories on top of it. To illustrate this,
we implement two proposals for Agree, a syntac-
tic operation commonly assumed by minimalist
syntacticians but is undefined in C&S. Specifi-
cally, we implement two proposals, described re-
spectively in Chomsky 2001 and Collins 2017.
Our implementations can be found on the Git
repository on branches agree—chomsky-2001
and agree-collins-2017. We recognize that
there are many other proposals for Agree, such as
Pesetsky and Torrego 2007, Béjar and Rezac 2009,
Zeijlstra 2012, Preminger 2014 and Deal 2015.

5.1 Agree ala Chomsky (2001)

First, we formalize and implement Chomsky’s
(2001) proposal for Agree.

Our system distinguishes two kinds of syntactic
features: normal syntactic features, which are just
like semantic and phonological features; and valu-
able syntactic features, which are associated with
interpretability and a potential value.

(7) A syntactic feature is either normal or
valuable.

a. A normal syntactic feature is some
F € SYN-F.

A valuable syntactic feature is some

F = (i, f,v) where i € {i,u} isits
interpretability, f € SYN-F, and either
v = _ (unvalued) or v = v’ for some
value v’ (valued). F is usually denoted
[if:v] (e.g. [uCase:_], [iPerson:3] ).
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Agree is a function that takes two LITs, which
we call the probe and the goal. The probe is valued
with the features from the goal, and if the probe is
not defective, the goal is valued with the features
from the probe. Agree returns the new probe and
the new goal.

(8) For lexical item tokens

P = ((SEMp,SYNp, PHONp), kp),
G = ((SEM¢, SYNg, PHONG), k),

Agree(P,G) = (P',G’) where

P' = ((SEMp, SYNpr, PHONp), kp),
G' = ((SEM¢, SYN¢, PHONG), k),

where

SYNp: = {Value(F,SYNg) | F € SYNp},
SYN¢gr = SYNg if P is defective, otherwise

= {Value(F,SYNp) | F € SYNg}.
(9) For a syntactic feature F' and a set of
syntactic features SYN, Value(F,SYN) =

a. F,if F is normal or valued.

b. (i, f,v"),if F = (i, f,v) withv = _,
and there is F' = (¢/, f’,v') € SYN.

We modify Clause (iii) of the C&S definition
of derivations by adding the derive-by-Agree con-
dition, which checks if a workspace W, can be
derived from the previous workspace W; by apply-
ing Agree to an appropriate probe-goal pair.



(10) (derive-by-Agree) Consider the ith
workspace W;. Fix some R € W; and some
active, matching pair of lexical item tokens
P, G such that
a.

b.

P c-commands G, and

for any lexical item token H €* R such
that H matches P and P c-commands
H, either G = H or G c-commands H.
Let (P',G') = Agree(P,G), and let

X = R, except all occurrences of P and G
are respectively replaced with P’ and G'.
Then the next workspace W; 1 is
derived-by-Agree from W, if

Wiy1 = (W \ {R}) U{R'}, where either
a. R’ = X and P doesn’t contain the
EPP-feature, or

R’ = Merge(X,Y) and P contains the
EPP-feature, with some Y that satisfies
G €*Y €* X determined by

pied-piping.

Derivation by Agree necessarily changes SOs in
place, thereby violating the No-Tampering Condi-
tion (NTC; Chomsky 2007). As a result, upon find-
ing an appropriate probe-goal pair, our implemen-
tation of derive-by-Agree visits the entire structure
of R in order to construct X from R by replacing
the old probe and goals with new ones.

During the construction of X, it is necessary
to replace all occurrences of the goal G with the
new goal G, rather than just replacing the high-
est occurrence. This is common practice in a
multidominance-based theory like C&S. Otherwise,
the highest occurrence of the post-Agree goal will
no longer be considered as the same SO as the re-
maining occurrences, which has consequences in
linearization.

We illustrate our implementation with (11), a
derivation for the sentence The man falls.” The full
derivation is in Appendix D.

5.2 Agree ala Collins (2017)

Next, we formalize and implement Collins’ (2017)
proposal for Agree. This proposal differs from
Chomsky 2001 in two important ways: (a) Agree
is not its own syntactic operation, but rather a spe-
cial case of Merge, and (b) derivation by “Agree”
complies with the NTC and does not modify SOs
in-place; rather, features are Merged to feature-
checking positions.

7 is Person, # is Number and C is Case.

53

As with our implementation of Chomsky 2001,
we split syntactic features into normal syntactic
features and valuable syntactic features. In this
implementation, however, the value of valuable
syntactic feature is required. Unlike Chomsky’s
feature valuation system, Collins’s feature check-
ing system does not allow features to be unvalued.

(13) A syntactic feature is either normal or
valuable.

a. A normal syntactic feature is some
F € SYN-F.

A valuable syntactic feature is some
F = (i, f,v) where i € {i,u} isits
interpretability, f € SYN-F, and v is
some value.

We redefine SOs so that they can be created by
Merging a SO and a syntactic feature.®

(14) X is a syntactic object iff

X is a lexical item token, or

b. X = Cyclic-Transfer(SO) for some
syntactic object SO, or

a.

X is a set of syntactic objects, or

X = {SO, F'} for some syntactic
object SO and syntactic feature F'.

As we redefine SOs, we must also change many
definitions that depend on SOs. A crucial example
is Triggers; just as some Triggers function 7T is
able to check a feature off a SO if it is Merged with
another approriate SO, 7" should able to check an
uninterpretable feature off a SO if it is Merged with
an appropriate syntactic feature. We change Clause
(i1) in the definition of Triggers that handles SOs
of the type {SO, F'}:

(15) () If A={B,F} where Bisa SO, Fisa
syntactic feature and Triggers(B) # &,
then Triggers(A4) = Triggers(B) \ {uF}
for some uninterpretable syntactic feature
uF € Triggers(B).

There are two cases of Merge we must con-
sider: Merge(A, B) where A, B are both SOs, and
Merge(A, F') where A is an SO and F is a syntac-
tic feature. The first case is the old Merge, which
we call Mergego from now on. The second case is
Mergeg, which we define as follows:

8 An alternative we do not explore in this paper is to allow
syntactic features themselves be SOs.



(11) a. Build TP.
PRES has SYN = { [T], [=v], [EPP], [um:_], [u#:_], [iC:nom] }.
man has SYN = { [N], [im:3], [i#:sg], [uC:_] }.
W; = {{ PRES, { v, { falls, { the, man }}}}}
b. Agree applies, with PRES as the probe and man as the goal. They are replaced with PRES’ and
man’. Since PRES has EPP, the DP the mar' is pied-piped to [Spec; TP].
PRES’ has SYN = { [T}, [=v], [EPP], [um:3], [u#:sg], [iC:nom] }.
man’ has SYN = { [N], [im:3], [i#:sg], [uC:nom] }.
W; = { { the, man’ }, { PRES/, { v, { falls, { the, man’ }}}}}}
(12) a. Select PRES and man.
PRES has SYN = { [T], [=v], [EPP], [un:3], [u#:sg], [iC:nom] }.
man has SYN = { [N], [im:3], [i#:sg], [uC:nom] }.
W; = {PRES, man}
b. Merge man with [iC:nom] from PRES.
W; = {PRES, { man, [iC:nom] }}
c. Build TP, up to and including movement of the man to [Spec; TP]. Call the result TPy.
Wi, = {{ { the, { man, [iC:nom] }}, { PRES, { v, { falls, { the, { man, [iC:nom] }}}}}}}
TP,
d. Merge TP;, with [im:3], then with [i#:sg], both from man.
Wy = {{ li#:sg], { [im:3], TP; }}}
(16) Given any syntactic object X and syntactic  [i¢] } before Merging with vP. This is problematic,

feature F', where Triggers(X) # &,
Merger(X, F) = {X, F'}.

Finally, we modify Clause (iii) from the defi-
nition of derivations. The derive-by-Merge con-
dition must be split in two cases: derive-by-
Mergeso, which is the old derive-by-Merge, and
derive-by-Merger, which handles derivation by
Mergeg (A, F') for some SO A and syntactic fea-
ture F'. Derive-by-Merger requires F' to be part of
some LIT contained in the workspace, but not nec-
essarily contained in A. In other words, sideward
Merge is allowed only for Merger.

(17)  (derive-by-Merger) LA; = LA;1; and the

following conditions hold for some A, F":

a. Ae Wi,

b. There exists some lexical item token
X €T W; such that
X = ((SEM, SYN, PHON), k) where
F € SYN, and

c. Wipr = (Wi\{A})U{Merger(A, F)}.

We illustrate our implementation with (12), a
derivation for the sentence The man falls. This
derivation is based on Derivation (27) in Collins
2017, where the T head PRES Merges with the ¢-
features from man to form the complex T { PRES,
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as Transferpg cannot linearize the TP { { PRES,
[i¢] }, vP} because vP is neither a complement, as
the complex T is not a LIT; nor is vP a specifier,
as the complex T is not a set of SOs either. In
our derivation (12), we let PRES Merge with its vP
complement before Merging with the ¢-features,
avoiding the Transferpr problem. The full deriva-
tion is in Appendix D.

6 Future work

In Section 4, we showed how extensions of cands
can be evaluated against a common set of deriva-
tions, offering a quantitative comparison of their
empirical coverages. Our evaluation setup can be
scaled up quite easily, by curating a large-scale
test set of derivations, which can then be used to
evaluate cands-based implementations of many
different theories. This kind of evaluation is famil-
iar in the parsing literature, where parsers are eval-
uated on large datasets of syntactically annotated
sentences known as treebanks, such as the Penn
Treebank (Marcus et al., 1993), CCGbank (Hock-
enmaier and Steedman, 2002), the Redwoods tree-
bank (Flickinger, 2011; Oepen et al., 2002, 2004),
MGbank (Torr, 2017, 2018), among others.



While cands can check if C&S generates a
given derivation, it cannot check if C&S gener-
ates some derivation that linearizes to a given PF.
Obviously, syntacticians are equally if not more in-
terested in problems of the latter type. For example,
one might wish to check if a theory overgenerates,
i.e., if it derives an ungrammatical sentence, or if it
derives a grammatical sentence with an undesirable
derivation. Solving this type of problems requires
us to develop an algorithm that automatically ex-
plores the predictions from C&S, which is essen-
tially a parser. There is a recent line of work on neu-
ral transition-based parsers, i.e. neural classifiers
that take parser states as input and output parser
transitions as output (Dyer et al., 2016; Yoshida
and Oseki, 2022; Sartran et al., 2022). While these
parsers are typically implemented with state-of-the-
art neural architectures, they usually only support
parsing for primitive grammars, such as PCFGs.
As such, we hope to explore if neural transition-
based parsers can be developed for more complex
grammars, such as Minimalist Grammars (Stabler,
1997) and C&S. An even more challenging task is
to develop methods to (semi)automatically derive
a parser for an arbitrary extension of C&S.

Finally, cands brings us closer to the quantita-
tive evaluation of the parsimony of C&S and rel-
evant theories. For example, any cands-based
implementation of some theory provides an upper
bound for the minimum description length (MDL)
of that theory. MDL can in turn be used to define
a prior distribution over theories in a probabilistic
setup (Berwick, 2015).

7 Conclusion

We present CANDS, a Rust implementation of
Collins and Stabler’s (2016; C&S) formalization of
a minimalist syntactic theory. The core of CANDS
is cands, a library. cands by itself can be used
to explore predictions from the C&S system, and
it can also be extended to implement other theo-
retical notions. We also present derivck and
derivexp, two wrapper programs that allows the
user to check and explore derivations with cands
without having to program in Rust.
Computational implementation of syntactic the-
ories greatly facilitates the evaluation of their em-
pirical coverages, and forces the programmer to
attend to the details and edge cases of the theories,
which can be easily miscommunicated in textual
descriptions of minimalist syntactic theory. In this
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paper, we show how CANDS can be integrated
into a minimalist syntactician’s typical workflow.
We hope our work will benefit the minimalist syn-
tax community, and we welcome suggestions and
contributions, as our work is still under much de-
velopment.
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A List of C&S definitions that are
implemented in cands

Table 2 contains a list of all definitions in C&S.
For each definition, we indicate whether it is imple-
mented in cands.

We left four groups of definitions from C&S
unimplemented. The first group consists of tenta-
tive definitions; they are presented in earlier parts
of the C&S paper, and eventually replaced by more
complete definitions later in the paper. Specifically,
this group consists of Definitions 8 (SO) and 14
(derivation), which are replaced by Definitions 37
and 38. We implement the latter definitions instead
of the former ones.

The second group of unimplemented definitions
simply cannot be implemented. This applies to
Definitions 15, 15" and 23. These define the con-
cept of the derivability of a given SO or workspace.
Derivability itself is a binary value, either true or
false — it is a trivial definition that does not need an
implementation. Presumably, it is more interesting
to implement a function that would compute the
derivability from a given SO or workspace. To im-
plement such a function, we need to create a parser
for the C&S system. This is beyond the scope of
our paper.

The third group of unimplemented definitions
are unnecessary to implement. This applies to Def-
inition 25, which defines trigger features. Trigger
features are just a special name to designate a cer-
tain group of features for a particular Triggers im-
plementation. As the concept is purely expository,
it has no place in our implementation of C&S.

The last group of unimplemented definitions con-
cern occurrences (Definitions 16, 17, 18, 20, 22)
and chain-based SOs (Definitions 16’, 7/, 13, 14/,
15"), which are only partially explored in C&S as a
digression from their full formalization of a theory
of token-based SOs. We leave their implementa-
tions to future work.
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No. Definition In cands? No. Definition In cands?

Section 2: Preliminary definitions Section 6: General Properties of Derivations
1 Universal Grammar Yes 23 Derivability No
2 Lexical item Yes 24 Binary branching Yes
3 Lexicon Yes Section 7: Labels
4 I-language Yes 25  Trigger feature No
5 Lexical item token Yes 26  Triggers Yes
6  Lexical array Yes 27  Triggered Merge Yes
7 Syntactic object (old) No 28  Label Yes
8 Immediate containment (SO) Yes 29  Maximal projection Yes
9  Containment Yes 30  Minimal projection Yes
Section 3: Workspaces, Select, and Merge 31  Intermediate projection Yes
10 Stage Yes 32 Complement Yes
Workspace Yes 33 Specifier Yes
11 Roothood Yes Section 8: Transfer
12 Select Yes 34 Transfer Yes
13 Merge Yes 35  Strong phasehood Yes
14 Derivation (old) No 36  Cyclic-Transfer Yes
15  Derivability from lexicon No 37  Syntactic object (new) Yes
Section 4: Occurrences 38  Derivation (new) Yes
16  Position No Section 9: Transfer;r
17  Occurrence No 39  Transfer.r Yes
18 Immediate containment (occurrence) No Section 10: Transferpr
19  Sisterhood (SO) Yes 40  Finality Yes
20  Sisterhood (occurrence) No 41 Transferpp Yes
21 C-command (SO) Yes Section 13: Convergence
Asymmetric c-command (SO) Yes 42 Convergence and crash at the CI in- Yes
22 C-command (occurrence) No terface
Section 5: Digression 43 Convergence and crash at the SM in- Yes
16" Path (chain-based) No terface
7' SO (chain-based) No 44 Convergence and crash Yes
13’ Merge (chain-based) No
14" Derivation (chain-based) No
15" Derivability from lexicon (chain- No
based)

Table 2: List of definitions in C&S. For each definition, we indicate whether it is implemented in cands.
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B Implementing the extensions of cands
for PP extraposition

In Section 4, we described two extensions of C&S,
where each extension is created by adding one con-
straint into the C&S system. In this section, we
describe our implementation of these extensions in
more detail.

B.1 Theory1

Theory 1 is the extension of C&S by the Deriva-
tional Subject Condition (DSC), defined in (5).
DSC further constricts the derive-by-Merge condi-
tion, specifically the internal Merge case.

The derive-by-Merge condition is checked by
the derive_by_merge function, which is used
by the is_derivation to check if each non-
initial stage is derived from its previous stage by
an appropriate application of a syntactic operation,
including Merge. We implement DSC inside the
derive_by_merge function. The pseudocode
for derive_by_merge as well as the DSC is
provided in Algorithm 1. The for-loop starting
on line 6 checks for internal Merge, and the for-
loop starting on line 13 checks for external Merge.
Once an appropriate pair of SOs A, B is found
in either for-loop, the function returns true from
within that loop. The DSC is thus implemented in
the for-loop for internal Merge. At line 9, we check
the negation of DSC; if the DSC is violated, the
if-statement is executed, and the current iteration
of the for-loop will be skipped (also known as a
continue-statement). As such, the return-statement
on line 12 is unreachable in the current iteration.
This implements the DSC.

B.2 Theory 2

Theory 2 is the extension of C&S by the Represen-
tational Subject Condition (RSC), defined in (6).
RSC is checked for every stage in the derivation.

We implement RSC is the is_derivation
function, whose pseudocode is provided in Algo-
rithm 2. The for-loop starting on line 7 checks
whether each pair of consecutive stages is derived-
by-Select, Merge or Transfer. The if-statement on
line 8 checks if neither of these three syntactic op-
erations derive the second stage from the first, in
which case the function returns false. RSC further
constraints this check. If RSC is violated, the if-
statement on line 15 will execute, and the function
returns false.
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Input: Two stages S; = (LA;, W3) and Sz = (LAg, Wo)
Output: true iff .Sy is derived-by-Merge from S

1 if LA; # LA, then
2 L return false;

3 if Wy is empty then
4 L return false;

5 foreach A ¢* W; do

6 foreach B such that B €* A do
/* ===== DSC begins ===== */
7 Calculate | occ4(B)] ;
8 Calculate )y | occa(X)], the sum of | occ4(X)| for all [Spec; TP] X €* A such that
Be* X,
9 if [occa(B)| < )"y |occa(X)| then
10 L Skip to the next pair of A, B;
/* ====== DSC ends ====== */
1 if Wo = Wi\ {A, B} U{Merge(A, B)} then
12 L return frue;
13 foreach B such that B € W7 do
14 if Wy = Wi\ {A, B} U{Merge(A, B)} then
15 L return frue;

16 return false;
Algorithm 1: Pseudocode for the derive_by_merge function. The implementation of DSC is
between lines 7—10, inclusive on both ends.
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Input: an I-language IL = (Lex, UG), and a sequence of stages S = (S1,--- ,Sy), with
S; = (LA;, W;) for each i € [n]
Output: true iff S is a derivation from IL
1 if S is empty then
2 L return false;

3 if there is some LIT X € LA that is not contained in Lex then
4 L return false;

wn

if W1 is not empty then
6 L return false;

foreach i < n do

N

8 if S;11 is not derived-by-Select from S; and S;1 is not derived-by-Merge from S; and S; 1 is
not derived-by-Transfer from S; then
9 L return false;
/+ ===== RSC begins ===== */
10 foreach R € W, do
11 let S = the set of all S €* R such that S is [Spec; TP],
12 let X = the set of all X €* S for some S € S;
13 Calculate | occr(S)| foreach S € S ;
14 Calculate | occr(X)| foreach X € X ;
15 if | occgr(X)| # |occr(S)| for any S € S and any X € X then
16 L return false;
/* ====== RSC ends ====== */

17 return frue;
Algorithm 2: Pseudocode for the is_derivation function. The implementation of RSC is
between lines 10-16, inclusive on both ends.
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C Full derivations for the extraposition
sentences

Here, we provide the full derivations for the sen-
tences (la), (1b) and (1c) in Section 4. These
derivations were sketched in the main paper as (2),
(3) and (4).

We assume the lexicon in Table 3. The semantic,
syntactic and phonological features of our UG are
the unions of the semantic, syntactic and phono-
logical features over the LIs in our lexicon. The
syntactic features include (a) category features of
the form [«], where « is a syntactic category; (b)
selectional features of the form [=«], where « is a
syntactic category; (c) EPP-feature [EPP], and (d)
wh-features [uwh] and [iwh]. Selectional features,
EPP-feature and [uwh] are trigger features. A selec-
tional feature [=«] can be checked by Merging with
some SO whose label bears the category feature
[a]. An EPP-feature can be checked by Merging
with some SO. [uwh] can be checked by Merging
with some SO whose labels bears [iwh]. We use
two pairs of heads X and Y to handle extraposition;
we use Xtp and Y to handle PP extraposition from
TP and use Xyp and Yy to handle PP extraposition
from VP.

The derivations (18), (19) and (20) are for the
sentences (1a), (1b) and (1c) respectively. For each
stage S5;, we describe the syntactic operation by
which §; is derived, and we show its workspace
W;. We omit Select for brevity. Transferred SOs
are struck out.

63

(18)

a.

Merge(bothered, me).
W1 = {{ bothered, me }}.
—_——
VP
Merge(v*, VP).
Wy = {{ v*, VP }}.
—_———
V*P]
Transfer(v¥P;, VP).
Wi = {{ v¥, VP }}.
P
v 2

Merge(about, Mary).

W, = {{ about, Mary }, v¥P,}.
—_——

PP
Merge(story, PP).

W5 = {{ story, PP }, v*P; }.
—_—

NP
Merge(a, NP).
W6 = {{ a, NP },V*PQ}.
————'
DP
Merge(v¥P;, DP).
Wy = {{ DP, v¥P, }}.
—_——
V*P3
Merge(PAST,+, v¥P3).
Ws = {{ PAST,*, v¥P3 }}.
—_—————
TP,

. Merge(TP;,DP).

Wo = {{ DP, TP, }}.
—_——
TP,
Merge(Xtp, TP,).
Wio = {{ Xrp, TP, } }.
—_——
XP,
Merge(XP;, PP).
Wi = {{ PP, XP; }}.
e —
XP,
Merge(YT, XP>).
Wiz = {{ Y1.XP> }}.
—_———
YP,
Merge(YP;, TP;).
Wiz = {{ TPy, YP; }}.
——— —
YP,
Merge(C, YP,).
Wi ={{C,YP; } }.
CP

. Transfer(CP, CP).

Wis = {€P}.



19)

a.

Merge(about, Mary).

W1 = {{ about, Mary }}.
—_———

PP

Merge(story, PP).

Wy = {{ story, PP }}.
—_—

NP

Merge(a, NP).

W3 = {{ a, NP }}
——

DP
Merge(appeared, DP).
Wy = {{ appeared, DP }}.

—_————
VP
Merge(Xvyp, VP).
W5 = {{ Xvp, VP } }.
—_———

XP;

Merge(XP, PP).
W = {{ PP, XP; }}.
—_——
XP,
Merge(Yvy, XP,).
Wz ={{Yv,XP, }}.
—_————

YP,
Merge(YPy, VP).

Ws = {{ VB, YP; }}.
—_———

YP,

Merge(v, YP,).
Wy ={{v,YP, }}.

3
Merge(PAST,, vP).
Wio = {{ PAST,, VP }}.

—_———
TP,
Merge(TP;,DP).
Wi = {{ DP, TP, }}.
N———

TP,
Merge(C, TP,).

Wi ={{C, TP, } }.
———

Ccp
Transfer(CP, CP).
Wis = {€P}.
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(20)

. Same as (19) up to and including (19m),

but replace Mary with who.
Wi = {€P1}.

. Merge(know, CPy).

W14 = {{ know, CP; }}.
VP

. Merge(v*, VP).

W15 = {{ V*, VP }}
——

V*Pl

. Transfer(v¥P;, VP).

Wie = {{ v*. VP }}.
———

V*PQ

. Merge(v¥*P,, we).

W17 = {{ we, V*P2 }}
——

v¥P3

. Merge(PRES,+, v¥P3).

Wis = {{ PRES,+, v¥P3 }}.
N———’
TP,

. Merge(TP;,DP).

W9 = {{ DP, TP, }}.
——

TP,

. Merge(C, TP;).

Wao = {{ C, TP, }}.
—_———
CP,

i. Transfer(CP,, CP;).

War = {€P5}.



LI SEM SYN PHON

Mary {[Mary]} {[D1} ([Mary])
me {[me]} {[D]} ([me])
we {[wel} {[D1} ([we])
who {[who]} {[D], [iwh]} ([who])
about {[about]} {[P], [=D1} ([about])
story {[story]} {[N], [=P]} ([story])
a {[al} {[D], [=N1} ([al)
bothered {[bothered]} {[V], [=D]} ([bothered])
appeared {[appeared]} {[V], [=D]} ([appeared])
know {[know]} {[V], [=C]} ([know])
V¥ {v*1} {lv*1, [=V], [=DI]} ()

% {v1} {v], [=V1} 9

Xtp {IX1} {[X], [=T], [=P]} 0

Xvp {IX1} {[X], [=V1, [=P]} 9

Yr {[Y1} {[T], [=X], [=T1} 9

Yv {[Y]} {[V]. [=X], [=V]} 9
PRES,* {[PRES]} {[T], [=v*], [EPP]} "
PAST,x {[PAST]} {[T], [=v*], [EPP]} )

PAST,, {[PAST]} {[T], [=v], [EPP]} )

C {[cny {[C], [=T1} ()

Q {[Q1} {[C1, [=T], [uwh]} 0

Table 3: Lexicon for the derivations (18), (19) and (20). For example, the LI Mary is a 3-tuple (SEM, SYN, PHON)
where SEM = {[Mary]}, SYN = {[D]} and PHON = ([Mary]).
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D Full derivations for The man falls

Here, we provide the full derivations for the sen-
tence The man falls in Section 5. These derivations
were sketched in the main paper as (11) and (12).
We assume the lexicon in Table 4. Again, the se-
mantic, syntactic and phonological features of our
UG are the unions of the semantic, syntactic and
phonological features over the LIs in our lexicon.
The derivations (21) and (22) are for the sentence
The man falls in our implementations of Chomsky
(2001) and Collins (2017) respectively. We omit
most applications of Select for brevity, except at
the beginning of (22). There, it is important that
the tense head PRES be selected near the beginning
of the derivation, before any Merge takes place.
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®

LI SEM SYN PHON
the {[the]} {[D], [=N1} ([the])
falls  {[falls]}  {[V], [=D]} ([falls])
v {v1} {v], [=V1} ()

C {[C]} {[C], [=T1} ()
Unique to our Chomsky 2001 implementation:

man  {[man]}  {[N], [i7:3], [i#:sg], [uC:_]} ([man])
man’  {[man]}  {[N], [im:3], [i#:sg], [uC:nom]} ([man])
PRES  {[PRES]} {[TI, [=v], [EPP], [um:_], [u#:_], [iC:nom]} ()
PRES’ {[PRES]} {[TI, [=v], [EPP], [um:3], [u#:sg], [iC:nom]} ()
Unique to our Collins 2017 implementation:

man  {[man]}  {[N], [i7:3], [i#:sg], [uC:nom]} ([man])
PRES {[PRES]} {[TI, [=v], [EPP], [um:3], [u#:sg], [iC:nom]} ()

Table 4: Lexicon for the derivations (21) and (22).

Merge(the, man).
W1 = {{ the, man }}.

DP
Merge(falls, DP).
Wy = {{ falls, { the, man } }}.

VP

Merge(v, VP).
Ws = {{ v, { falls, { the, man } } }}.

vP

Merge(PRES, vP).
Wy = {{ PRES, { v, { falls, { the, man } } } }}.
TP,

Agree(PRES, man).
W5 = {{ { the, man’ }, { PRES/, { v, { falls, { the, man’ } } } } }}.
TP,

Merge(C, TP,).

We = {{ C, { { the, man’ }, { PRES’, { v, { falls, { the, man" } } } } } }}.

Ccp
Transfer(CP, CP).

W- = {€P}.
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(22) a. Select(man).
W; = {man}.
b. Select(PRES).
Wy = {man, PRES}.
c. Merge(man, [iC:nom]). [iC:nom] is in the SYN of PRES.
W3 = {{ man, [iC:nom] }, PRES}.
N
d. Merge(the,N).
W, = {{ the, { man, [iC:nom] } }, PRES}.
DP
e. Merge(falls, DP).
W5 = {{ falls, { the, { man, [iC:nom] } } }, PRES}.
VP

f. Merge(v, VP).
We = {{ v, { falls, { the, { man, [iC:nom] } } } }, PRES}.

vP

g. Merge(PRES, vP).
Wy = {{ PRES, { v, { falls, { the, { man, [iC:nom] } } } } }}.
TP,

h. Merge(TPy, DP).

Ws = {{ { the, { man, [iC:nom] } }, { PRES, { v, { falls, { the, { man, [iC:nom] } } } } } }}.

TP,

i. Merge(TP;y, [im:3]). [im:3] is in the SYN of man.

Wy = {{ [ir:3], { DP, { PRES, P } } }}.

TP;

j. Merge(TPs, [i#:sg]). [i#:sg] is in the SYN of man.

Wio = {{ [i#sg], { [im:3], { DP, { PRES, vP } } } }}.

TP,

k. Merge(C, TPy).
Wy = {{ C, { [i#h:sg], { [im:3], { DP, { PRES, VP } } } } }}.
CP

. Transfer(CP, CP).
Wio = {€PR}.
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Abstract

Neural network language models (NNLMs) are
often casually said to “understand” language,
but what linguistic structures do they really
learn? We pose this question in the context
of de re / de dicto ambiguities. Nouns and de-
terminer phrases in intensional contexts, such
as belief, desire, and modality, are subject to
referential ambiguities. The phrase “Lilo be-
lieves an alien is on the loose,” for example, has
two interpretations: one (de re) in which she
believes a specific entity which happens to be
an alien is on the loose, and another (de dicto)
in which she believes some unspecified alien
is on the loose. In this paper we confront an
NNLM with contexts producing de re / de dicto
ambiguities. We use coreference resolution to
investigate which interpretive possibilities the
model captures. We find that while RoOBERTa is
sensitive to the fact that intensional predicates
and indefinite determiners each change coref-
erence possibilities, it does not grasp how the
two interact with each other, and hence misses
a deeper level of semantic structure. This in-
quiry is novel in its cross-disciplinary approach
to philosophy, semantics and NLP, bringing
formal semantic insight to an active research
area testing the nature of NNLMs’ linguistic
“understanding.”

1 Introduction

Modern neural net language models (NNLMs)
are often publicized as “understanding” language,
which can belie a lack of knowledge about the na-
ture of the linguistic structures they truly capture
(Bender and Koller, 2020). Consequently, there
has been much interest in probing NNLMs’ sen-
sitivity to theoretical linguistic structures, an area
which Baroni (2021) calls linguistically-oriented
deep net analysis (LODNA). Such analysis often
uses psycholinguistic methods to give NNLMs ac-
ceptability tasks similar to those one would give to

* Equal contribution.
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a human (Warstadt et al., 2019). Existing work has
primarily measured NNLMs’ ability to capture syn-
tactic structures (Bacon, 2020; Linzen and Baroni,
2021; Warstadt et al., 2019), though a few semantic
phenomena, such as the causative-inchoative alter-
nation, have also been investigated (Warstadt et al.,
2019).

Fine-grained semantic distinctions present
unique difficulties for LODNA. It can be chal-
lenging to pose the right problems to test NNLM
knowledge of subtle meaning distinctions; for ex-
ample, see (Tsiolis, 2020)’s discussion in the con-
text of quantifier scope ambiguity. Nonetheless,
fine-grained semantic distinctions are crucial to
modern theories of semantic structure, and it is
therefore important to find out how well NNLMs
“understand” them. One such subtle meaning dif-
ference lies in the de re and de dicto interpretations
of noun phrases in intensional contexts.

The de re / de dicto distinction, made notable by
Quine (1956) among others, refers to two distinct
kinds of interpretations of noun phrases that arise
from intensional contexts in natural language. Such
contexts include belief, desire, and modality. The
statement “Lilo believes an alien is on the loose,
for example, has two interpretations. Under one
interpretation (de re), Lilo believes a specific entity
that just so happens to be an alien (say, Stitch) is
on the loose. Lilo herself (as is the case in Lilo and
Stitch (Sanders and DeBlois, 2002)) need not know
that Stitch is an alien for the statement to be true.
Under the other interpretation (de dicto) Lilo be-
lieves that some unspecified alien, whatever it may
be, is on the loose. Unlike the de re interpretation,
no alien needs to actually exist for the statement to
be true under this interpretation.

De re / de dicto ambiguities have traditionally
been treated in the philosophy and semantics lit-
erature as scope ambiguities, where each interpre-
tation arises out of a modal or intensional oper-
ator outscoping, or being outscoped by, another
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quantifier (see (Keshet and Schwarz, 2019) for an
overview). For example:

De re: Jx[alien,, (z) A V'
[BEL,,, (Lilo,w") = on-the-loose,, (z)]]

De dicto: Vw'[BEL,, (Lilo,w’) =

Jx[alien,, (z) A on-the-loose,, (x)]]!

NNLMs, however, lack any similar formal system
of representation, since all meaning representa-
tion is contained within numerical embeddings and
weights. This provides further theoretical motiva-
tion to investigate whether NNLMs are capable of
discerning de re / de dicto ambiguities, and whether
they show any bias towards either interpretation. If
NNLMs are capable of making these distinctions,
it would suggest not only that they are capable of
mimicking human-like fine-grained semantic dis-
tinctions, but also that numerical vectors are rich
enough to capture deep formal structure. We thus
believe that the capacity of NNLMs to discern de
re | de dicto ambiguities has strong implications
for both semantics and NLP.

Therefore, we investigate whether current pow-
erful language models can interpret NPs in inten-
sional contexts in both de re and de dicto senses.
We will do so by framing the problem as one of
coreference resolution.

2 Related Work

As NNLMs have become increasingly successful
at a range of natural language tasks in recent years,
there has been much discussion of the capacity of
such models to “understand” language. While this
use of the term is misleading (Bender and Koller,
2020), it has spurred research into the ability of
NNLMs to pick up on theoretical, often complex
linguistic structures.

Most of this LODNA work has focused on syn-
tactic structures. For overviews of such work, see
(Baroni, 2021; Bender and Koller, 2020; Linzen
and Baroni, 2021). The present paper differs from
this body of work, however, in that we address a
semantic, rather than a syntactic, phenomenon.

Although not as much, there has also been
work in LODNA on semantics. For example,
some progress has been made in measuring the

"While other equivalent formulations of the logical forms
of such sentences are present in the literature, we choose to
adopt the same notation as (Zhang and Davidson, 2021), on
account of its conciseness and simplicity.
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degree to which NNLMs encode compositional-
ity (Ettinger et al., 2018; Shwartz and Dagan,
2019; Jawahar et al., 2019; Yu and Ettinger, 2020,
2021; Bogin et al., 2022) and systematicity (Lake
and Baroni, 2018; Goodwin et al., 2020; Kim
and Linzen, 2020). Researchers have also stud-
ied the capacity of NNLMs to capture more spe-
cific, fine-grained semantic phenomena, including
monotonicity (Yanaka et al., 2019), the causative-
inchoative alternation (Warstadt et al., 2019), nega-
tion (Ettinger et al., 2018; Ettinger, 2020; Kim
et al., 2019; Richardson et al., 2020), and quantifi-
cation (Kim et al., 2019; Richardson et al., 2020).

Natural language understanding (NLU) bench-
marks also have the opportunity to test models’
grasp of theoretical semantic structures. Most large
collections of NLU benchmarks focus on perfor-
mance of specific tasks (such as sentiment analysis
and question answering) rather than abstract lin-
guistic knowledge (Liang et al., 2020; Ruder et al.,
2021; Dumitrescu et al., 2021; Ham et al., 2020;
Khashabi et al., 2020; Park et al., 2021; Rybak
et al., 2020; Seelawi et al., 2021; Wilie et al., 2020;
Yao et al., 2021). Indeed, Bowman and Dahl (2021)
have argued that targeting specific linguistic knowl-
edge can hinder performance of NNLMs on NLP
tasks.

Nevertheless, some NLU benchmarks overlap
with LODNA in addressing certain theoretical se-
mantic structures. In particular, the benchmarks
discussed in (Xia and Van Durme, 2021) all assess
models’ semantically-informed coreference resolu-
tion capability, as do the collection of benchmarks
following the Winograd Schema (Levesque et al.,
2012; Kocijan et al., 2020), which includes some
large benchmark sets like those mentioned above
(Wang et al., 2019a,b; Xu et al., 2020; Shavrina
et al., 2020). A benchmark nearer to the spirit
of LODNA is proposed in (Yanaka et al., 2021).
This paper directly relates generation of NNLM
test cases to theoretical semantic structures. The au-
thors use such structures to create tests for NNLMs’
compositional generalization of logical operators,
modifiers, and embedded clauses. Finally, in the
class of NLU benchmarks, the work of (Ribeiro
et al., 2021) is nearest to our own investigation.
Here, the author proposes templates that can be
filled in to create probes of NNLMs’ capability
with a variety of structures. These structures in-
clude antonymy, temporal ordering, negation, and
coreference. Note that none of the previous work



assesses modality or intensionality. In the present
work, we employ a template-like scheme for gener-
ating test cases that assess NNLMs’ behaviour in
intensional contexts.

We focus on the de re / de dicto distinction. Since
being highlighted in recent times by (Quine, 1956),
de re | de dicto ambiguities have been the subject
of extensive work in philosophy and semantics.
For an overview, see (Keshet and Schwarz, 2019).
Most of this work focuses on of how to formally
represent intensional contexts (Fodor, 1970; Tichy,
1971; Montague, 1973; Lewis, 1979; Von Fintel
and Heim, 2011); specific points of focus include
scope (Keshet, 2008, 2010), (Elliott, 2022), modal-
ity (Plantinga, 1969; Fine, 1978), and even tense
(Ogihara, 1996; Kauf and Zeijlstra, 2018). For all
this work on the theory of de re / de dicto ambi-
guities, however, there is a dearth of experimen-
tal work on the distinction. The work reported in
(Zhang and Davidson, 2021) therefore stands out
for its quantitative experimental approach. The au-
thors conduct an study directly measuring whether
English speakers demonstrate any preference to-
wards de re or de dicto readings. Their results sug-
gest that speakers accept de dicto interpretations
more robustly than de re interpretations.

To our knowledge, there has been no similar
attempt to situate de re / de dicto ambiguities in
the context of NNLMs. Williamson et al. (2021)
present an amendment to Abstract Meaning Rep-
resentation (AMR), a graphical meaning represen-
tation language, which allows it to encode de re
/ de dicto ambiguities as scope ambiguities. This
marks perhaps the closest recent work on these am-
biguities in a NLP context. AMR, however, is an
artificial meaning representational language, and
therefore of a different type than the meaning repre-
sentation of an NNLM. Our work directly looks for
de re [ de dicto ambiguities in NNLMs’ behaviour.

3 Model

In all experiments, we use a version of the
RoBERTa (Liu et al., 2019) masked language
model already fine-tuned for the SuperGLUE Wino-
grad Schema Challenge task (Levesque et al., 2012;
Wang et al., 2019a). This is because: (i) our method
of distinguishing de re from de dicto interpreta-
tions centers on recognizing coreference, which
this model does well at, scoring 89% on the Super-
GLUE WSC task (while for comparison, OpenAlI’s
few-shot GPT-3 scores 80.1%) (Wang et al.); and
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(ii) this model proved most straightforward to ac-
cess and work with. We directly access and work
with this model using Meta AI’s fairseq library (Ott
et al., 2019).

4 Dataset and evaluation metric

4.1 Dataset

We generate a dataset of test sentences that consist
of a matrix subject, an intensional verb with sen-
tential complement, an embedded subject, and an
embedded intransitive verb. The matrix subject is
always John or Mary, and the embedded subject
is always a noun phrase. All of the test cases have
either the form in Figure 1a, as in the example John
believes that a dentist is singing, or the form in Fig-
ure 1b, as in the example John wants a dentist to be
singing. The choice between these structures sim-
ply depends on whether the matrix verb requires a
finite or non-finite tense in its complement.

We simultaneously generate a dataset of sen-
tences which are similar to the above, but with
a perceptual verb instead of an intensional verb.
These therefore have the form in Figure lc, as in
the example John sees a dentist singing. Note that
perceptual verbs have been analyzed by a few in
the literature as also being intensional (e.g. Bour-
get, 2017); for sentences with perceptual verbs, we
therefore have the perceptual verbs take direct ob-
jects as their arguments (as in John sees a dentist
singing), rather than clauses (as in John sees that a
dentist is singing), so as to minimize the possibil-
ity of intensional interpretations of the perceptual
verbs.

Sentence templates are generated from the
schemata in Figure 1 with every possible combina-
tion of: John or Mary in the matrix subject, a verb
from the list in Appendix A.3 in the matrix verb, a
noun from the list in Appendix A.1 in the embed-
ded subject, and a verb from the list in Appendix
A.2 in the embedded verb.

In addition to manipulating whether the matrix
verb is intensional, we manipulate the determiner
of the embedded subject. We generate alternations
between the indefinite determiner ‘a’/‘an’, as in
Mary believes that a dentist is smiling, and the de-
ictic determiner ‘that’, as in Mary believes that that
dentist is smiling. The indefinite ‘a’/‘an’ should
give rise to a de re / de dicto ambiguity. The deictic
‘that’ should, in theory, only allow for a de re in-
terpretation, since it must refer to an entity already
present in the world of discourse.



John believes
Mary accepts
deduces

[MatrixSubject] [MatrixVerb] that [EmbeddedSubject] is [EmbeddedVerb]

an editor walking
a dentist singing
a baker shouting

(a) Intensional sentences with finite-tensed complements.

John wants
Mary wishes for
requires

[MatrixSubject] [MatrixVerb] [EmbeddedSubject] fo be [EmbeddedVerb]

an editor walking
a dentist singing
a baker shouting

(b) Intensional sentences with non-finite-tensed complements.

John
Mary

sees
observes

hears

[MatrixSubject] [MatrixVerb] [EmbeddedSubject] [EmbeddedVerb]

an editor walking
a dentist singing
a baker shouting

(c) Perceptual sentences.

Figure 1: Schemata for generating test data

We handpick 48 matrix verbs (36 intensional
and 12 perceptual), randomly select 60 embedded
nouns from a handpicked list of 204, and randomly
select 30 embedded verbs from a handpicked list
of 512. The resultant dataset contains a total of
345,600 unique sentences with the configurations
shown in Figure 1 (although the total size of dataset
is larger, for reasons explained in the following
section). 259,200 of these are sentences with in-
tensional verbs, and the remaining 86,400 are sen-
tences with perceptual verbs.

4.2 Evaluation

The availability of the embedded NP as an
anaphoric antecedent depends on whether it is
interpreted de re or de dicto. Consequently,
for each generated sentence, we post-pend three
different fixed sentences: (i) I met [pronoun],
(i) I greeted [pronoun], and (iii) I liked [pro-
noun]?. We then use a tweaked version of
the WSC-finetuned RoBERTa model’s in-built
disambiguate_pronoun function to obtain
the scores the model assigns at the [pronoun] po-

We randomly select subsets of these lists, instead of using
the entire handpicked lists, due to concerns of dataset size and
excessive compute requirements with little obvious a priori
benefit of using the complete lists.

3This triples the final size of our dataset, bringing it to

1,036,800.

72

sition to each possible coreferent (i.e. the main
subject or the embedded subject)”.

Under the de dicto reading, the embedded NP
should not be able to corefer with a subsequent
phrase, as under this reading it is interpreted solely
within the intensional context. By contrast, un-
der the de re reading, the embedded NP should be
able to corefer with a subsequent phrase, as under
this reading it is interpreted outside the intensional
context.

In intuitive terms, using the example Mary be-
lieves that a lawyer is shouting, under the de
dicto interpretation, the lawyer is only specified
in Mary’s beliefs, rather than the speaker’s world
of reference. But the subsequent post-pended sen-
tence is evaluated with respect to the speaker’s
world of reference, and not Mary’s beliefs. So, the
pronoun token in the post-pended sentence should
not be able to refer to the embedded NP. Under a de
re interpretation, however, the lawyer is specified
in the speaker’s world of reference. So it remains
accessible for coreference in the post-pended sen-
tence.

Therefore, we should be able to assess the perfor-

“In this process, the model doesn’t actually make use of
the token in the position it predicts for. We therefore use
the [pronoun] token as a placeholder for what is in effect a
masked position, as using ROBERTa’s actual <mask> token
led to issues with the code.



mance of the masked language model at detecting
the de re / de dicto ambiguity by comparing the
scores it assigns to the matrix or the embedded sub-
ject at the pronoun position. For example, in Mary
believes that a dentist is singing. I met [pronoun],
we compare the scores assigned to the possible
coreferents Mary and a dentist at the pronoun posi-
tion’. We use three separate post-pended sentences
to try to ensure that the effects we see are not the
result of any one specific verb in the follow-up
sentence.

Scores assigned to the matrix subject should be
higher for test sentences where the matrix verb
is intensional and the embedded subject has an
‘a’/‘an’ determiner. These are the contexts that give
rise to the possible de dicto interpretation which
would exclude the embedded subject from corefer-
ence. By contrast, the relative scores for the matrix
and embedded subject should be closer to equal in
cases that only admit a de re interpretation. This
includes all cases with a ‘that’ determiner or where
the matrix verb is perceptual (i.e. non-intensional).

5 Results and Discussion

5.1 Results

To quantify the model’s coreference choice at the
pronoun position, we study the difference between
the score assigned to the matrix subject (e.g. John)
and that assigned to the embedded subject (e.g. an
actor); we call this difference matrix subject bias.
Figure 2 shows the empirical effect of matrix verb
type and determiner type on matrix subject bias.
We see an overall increase in matrix subject bias
in intensional contexts and in contexts where the
embedded subject has the determiner ‘a’ or ‘an’.
The difference between intensional and perceptual
contexts is slightly smaller when the embedded
subject has determiner ‘a’ or ‘an’.

In order to study the effects of interest while
marginalizing over other manipulations and over
random variability, we fit a linear mixed-effects
model with formula below (random effects speci-
fied in brackets).

Matrix Subject Bias ~
1 + Determiner * Matrix Verb Type

+ Followup Verb + Matrix Subject
+ (1 + Determiner + Matrix Subject

>The implementation of coreference resolution in the
model we use is such that a span such as a dentist is not
penalized simply for being longer than a single token like
Mary.
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Figure 2: Boxplot with whiskers to 1.5IQR showing
distribution of matrix subject bias by determiner and
matrix verb type.

+ Followup Verb | Matrix Verb)
+ (1 + Determiner * Matrix Verb Type
+ Followup Verb + Matrix Subject
| Embedded Verb)
+ (1 + Determiner * Matrix Verb Type
+ Followup Verb + Matrix Subject
| Embedded Subject)

The full results are reported in Tables 1 and 2.
The model confirms the overall trend in Figure 2.
Averaged across all conditions, there is a bias to-
wards matrix subjects of 3.27 points (df=71.91,
1=6.96, p<0.001). Sentences with perceptual ma-
trix verbs show 2.58 points lower matrix sub-
ject bias than those with intensional matrix verbs
(df=178.16, t=-5.03, p<0.001), and sentences with
with determiner ‘a’/‘an’ show 2.89 points higher
matrix subject bias than those with determiner
‘that” (df=92.78, t=11.92, p<0.001). The effect
of verb type is smaller in indefinite (‘a’/‘an’) de-
terminer contexts than deictic (‘that’) contexts by
0.52 points, but this is not statistically significant
(df=72.83,t=1.44,p=0.152).

There is considerable variability in both effects
according to embedded verb and embedded subject,
and variability in the determiner effect according to
matrix verb, embedded verb, and embedded subject



Coefficient 8 SE(p) df t P
Intercept 3.27 047 7191 696 < 0.001
Determiner = ‘a/an’ 2.89 024 9278 1192 < 0.001
Matrix Verb Type = ‘perceptual’ -2.58 0.51 78.16 -5.03 < 0.001
Matrix Subject = ‘Mary’ -1.27 0.17 89.18 -7.65 < 0.001
Followup Verb = ‘liked’ (vs. ‘greeted’) -0.25 0.26 10291 -0.97 0.333
Followup Verb = ‘met’ (vs. 0.5(‘liked’+‘greeted’)) -1.12 0.13 96.10 -8.93 < 0.001
Interaction Determiner:Matrix Verb Type 0.52 036 7283 144 0.152

Marginal R? = 0.21, Conditional R? = 0.65, n = 1036800,
Groups: Matrix Verb (48); Embedded Verb (30); Embedded Subject (60)

Table 1: A regression table showing fixed effects, goodness of fit, and test statistics for the linear mixed-effects
model in Section 5.1. Degrees of freedom and p-values estimated using the Satterthwaite approximation. Predictor
levels were coded as +0.5, except Followup Verb coded with Helmert contrasts.

Group Term Variance SD
Matx. Verb Intercept 1.13 149
Determiner 0.89 0.94
Matx. Subj 0.05 0.22
Foll. Verb Cont.1 1.12 1.05
Foll. Verb Cont.2 0.23 0.48
Emb. Verb Intercept 392 198
Determiner 0.76 0.87
Matx. Verb Type 2.02 142
Matx. Subj 0.17 0.42
Foll. Verb Cont.1 0.84 0.92
Foll. Verb Cont.2 0.22 047
Det.:Matx. Type 0.80 0.90
Emb. Subj Intercept 1.92 1.39
Determiner 0.50 0.71
Matx. Verb Type 0.79 0.89
Matx. Subj 1.25 1.12
Foll. Verb Cont.1 0.88 0.93
Foll. Verb Cont.2 0.21 0.46
Det.:Matx. Type 0.38 0.62
Residual 10.09 3.18

Table 2: A table showing fitted random effects of the
model specified in Section 5.1, as well as residual vari-
ance.

(Table 2). Nonetheless, the overall trend is clear.

See Appendix B for an overview of additional
trends which do not bear on the main research ques-
tion.

5.2 Discussion

From these results, it is clear that both verb type (in-
tensional or non-intensional) and determiner type
(indefinite or deictic) have statistically significant
effects on the relative scores the language model
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assigns to different possible anaphoric referents.

Intensional verbs yield higher matrix subject bias
than non-intensional, perceptual verbs, when all
other variables are held constant. This is in line
with our predictions, as intensional verbs allow for
de dicto readings that block the embedded subject
from coreference.

In addition, indefinite determiners yield higher
matrix subject bias than deictic determiners. This
is also in line with our predictions, as indefinite
determiners are more amenable to de dicto readings
that block the embedded subject from coreference.
However, the interaction between these two factors
is not statistically significant. This goes against our
predictions, as deictic determiners should bias the
reader toward de re readings no matter what, so
the matrix verb effect should diminish when the
determiner is ‘that’.

These results are positive evidence that neural
language models can be sensitive to the effect of
intensional predicates on de re / de dicto ambigui-
ties, and therefore to intensionality more broadly.
However, the lack of interaction suggests that there
is something deeper that ROBERTa misses. It cap-
tures the effects of verb intensionality and deictic
determiners; however, it does not capture the cor-
rect result of combining the two. By contrast, a
formal-theoretical model of intensional verbs’ and
of determiners’ meanings would lead naturally to
the correct inference that deictic determiners facili-
tate de re readings regardless of matrix verb.

Some other results are also worth mentioning,
shown in more detail in Appendix B. As seen in Ta-
ble 1 and Figure 4b, the matrix subject bias is very
similar when the followup verb is liked or greeted,
but lower in a statistically significant way when



it is met. The reason for this effect is not known.
Whether the matrix subject is Mary or John has
a statistically significant effect on matrix subject
bias; holding other variables constant, setting the
matrix subject to Mary instead of John yields a
lower matrix subject bias. Given the propensity
for large language models to be gender-biased in
various ways (Lu et al., 2020; Vig et al., 2020;
Charlesworth et al., 2021), this is perhaps not sur-
prising.

6 Conclusion

In this paper, we investigate the capacity of a neural
language model, a version of ROBERTa fine-tuned
for coreference resolution, to identify de re / de
dicto ambiguities that arise in intensional contexts.
We find evidence suggesting that such models are
indeed sensitive to the ambiguity-generating ef-
fects of intensional predicates and the ambiguity-
resolution effects of deictic determiners, but find no
evidence that this sensitivity extends to the interac-
tion between intensional predicates and embedded
determiners.

Our approach is also subject to some limitations
that invite further research. Our range of test data
is tightly constrained in its syntactic and broad se-
mantic structure. This is deliberate, as we hoped
to isolate the semantic effects of intensional pred-
icates and determiners from the confounding fac-
tors of syntactic form and broader semantic context.
However, the downside of this approach is that our
findings may not generalize across more varied
forms of language. Similarly, our choice of percep-
tual verbs as the counterpart to intensional verbs
was the result of their shared syntactic properties,
which allowed for substitution while holding all
other variables (including sentence structure) vir-
tually unchanged. One possibility, however, is that
the effects we find between intensional and per-
ceptual verbs are dependent on the latter’s being
specifically perceptual verbs, and do not represent a
difference between intensional and non-intensional
verbs more generally. Finally, in this paper, we
work with only one model. Other models with
different architecture or pretraining may have pro-
duced different results.

Clearly, a broader study of the capacity of neural
models to capture intensional effects such as de re
/ de dicto ambiguities requires a wider set of data
and experimental setups. We hope that this inquiry
spurs further research to that end.
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7 Code

Code and data for this project are available
at https://github.com/laurestine/
nnlm-de-re—-de—-dicto.

8 Acknowledgements

The authors would like to thank Siva Reddy for his
guidance, as well as Chris Potts and the anonymous
reviewers for their feedback on earlier versions of
this work. The CRBLM is funded by the Govern-
ment of Quebec via the Fonds de Recherche Nature
et Technologies and Société et Culture.

References

Geoffrey 1. Bacon. 2020. Evaluating linguistic knowl-
edge in neural networks. Ph.D. thesis, UC Berkeley.

Marco Baroni. 2021. On the proper role of
linguistically-oriented deep net analysis in linguistic
theorizing.

Emily M. Bender and Alexander Koller. 2020. Climbing
towards NLU: On meaning, form, and understanding
in the age of data. In Proceedings of the 58th Annual
Meeting of the Association for Computational Lin-
guistics, pages 5185-5198, Online. Association for
Computational Linguistics.

Ben Bogin, Shivanshu Gupta, and Jonathan Berant.
2022. Unobserved local structures make composi-
tional generalization hard. In Proceedings of the
2022 Conference on Empirical Methods in Natu-
ral Language Processing, pages 2731-2747, Abu
Dhabi, United Arab Emirates. Association for Com-
putational Linguistics.

David Bourget. 2017. Intensional perceptual ascriptions.
Erkenntnis volume, 82.

Samuel R. Bowman and George Dahl. 2021. What will
it take to fix benchmarking in natural language under-
standing? In Proceedings of the 2021 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, pages 4843—4855, Online. Association for
Computational Linguistics.

Tessa E. S. Charlesworth, Victor Yang, Thomas C.
Mann, Benedek Kurdi, and Mahzarin R. Banaji.
2021. Gender stereotypes in natural language: Word
embeddings show robust consistency across child
and adult language corpora of more than 65 mil-
lion words. Psychological Science, 32(2):218-240.
PMID: 33400629.

Stefan Daniel Dumitrescu, Petru Rebeja, Beata Lorincz,
Mihaela Gaman, Andrei Avram, Mihai Ilie, Andrei
Pruteanu, Adriana Stan, Lorena Rosia, Cristina Ia-
cobescu, Luciana Morogan, George Dima, Gabriel



Marchidan, Traian Rebedea, Madalina Chitez, Dani
Yogatama, Sebastian Ruder, Radu Tudor Ionescu,
Razvan Pascanu, and Viorica Patraucean. 2021.
LiRo: Benchmark and leaderboard for Romanian
language tasks. In Thirty-fifth Conference on Neural
Information Processing Systems Datasets and Bench-
marks Track (Round 1).

Patrick D Elliott. 2022. A flexible scope theory of
intensionality. Linguistics and Philosophy, 46:333—
378.

Allyson Ettinger. 2020. What BERT is not: Lessons
from a new suite of psycholinguistic diagnostics for
language models. Transactions of the Association for
Computational Linguistics, 8:34-48.

Allyson Ettinger, Ahmed Elgohary, Colin Phillips, and
Philip Resnik. 2018. Assessing composition in sen-
tence vector representations. In COLING.

Kit Fine. 1978. Model theory for modal logic. part i —
the de re/de dicto distinction. Journal of Philosophi-
cal Logic, 7(1):125-156.

Janet Dean Fodor. 1970. The Linguistic Description of
Opaque Contexts. Ph.D. thesis, MIT.

Emily Goodwin, Koustuv Sinha, and Timothy J.
O’Donnell. 2020. Probing linguistic systematicity.
In Proceedings of the 58th Annual Meeting of the As-
sociation for Computational Linguistics, pages 1958—
1969, Online. Association for Computational Linguis-
tics.

Jiyeon Ham, Yo Joong Choe, Kyubyong Park, Ilji Choi,
and Hyungjoon Soh. 2020. KorNLI and KorSTS:
New benchmark datasets for Korean natural language
understanding. CoRR, abs/2004.03289.

Ganesh Jawahar, Benoit Sagot, and Djamé Seddah.
2019. What does BERT learn about the structure of
language? In Proceedings of the 57th Annual Meet-
ing of the Association for Computational Linguistics,
pages 3651-3657, Florence, Italy. Association for
Computational Linguistics.

Carina Kauf and Hedde Zeijlstra. 2018. Towards a new
explanation of sequence of tense. In Semantics and
Linguistic Theory, volume 28, pages 59-77.

Ezra Keshet. 2008. Good intensions: paving two roads
to a theory of the de re / de dicto distinction. Ph.D.
thesis, MIT.

Ezra Keshet. 2010. Split intensionality: A new scope
theory of de re and de dicto. Linguistics and Philoso-
phy, 33(4):251-283.

Ezra Keshet and Florian Schwarz. 2019. De re/de dicto.
The Oxford handbook of reference, pages 167-202.

Daniel Khashabi, Arman Cohan, Siamak Shakeri, Pe-
dram Hosseini, Pouya Pezeshkpour, Malihe Alikhani,
Moin Aminnaseri, Marzieh Bitaab, Faeze Brahman,
Sarik Ghazarian, Mozhdeh Gheini, Arman Kabiri,

76

Rabeeh Karimi Mahabadi, Omid Memarrast, Ah-
madreza Mosallanezhad, Erfan Noury, Shahab Raji,
Mohammad Sadegh Rasooli, Sepideh Sadeghi, Er-
fan Sadeqi Azer, Niloofar Safi Samghabadi, Mahsa
Shafaei, Saber Sheybani, Ali Tazarv, and Yadollah
Yaghoobzadeh. 2020. ParsiNLU: A suite of lan-
guage understanding challenges for Persian. CoRR,
abs/2012.06154.

Najoung Kim and Tal Linzen. 2020. COGS: A compo-
sitional generalization challenge based on semantic
interpretation. In Proceedings of the 2020 Confer-
ence on Empirical Methods in Natural Language
Processing (EMNLP), pages 9087-9105, Online. As-
sociation for Computational Linguistics.

Najoung Kim, Roma Patel, Adam Poliak, Patrick Xia,
Alex Wang, Tom McCoy, Ian Tenney, Alexis Ross,
Tal Linzen, Benjamin Van Durme, Samuel R. Bow-
man, and Ellie Pavlick. 2019. Probing what differ-
ent NLP tasks teach machines about function word
comprehension. In Proceedings of the Eighth Joint
Conference on Lexical and Computational Semantics
(*SEM 2019), pages 235-249, Minneapolis, Min-
nesota. Association for Computational Linguistics.

Vid Kocijan, Thomas Lukasiewicz, Ernest Davis, Gary
Marcus, and Leora Morgenstern. 2020. A review of
Winograd schema challenge datasets and approaches.
CoRR, abs/2004.13831.

Brenden Lake and Marco Baroni. 2018. Generalization
without systematicity: On the compositional skills
of sequence-to-sequence recurrent networks. In In-
ternational conference on machine learning, pages
2873-2882. PMLR.

Hector J. Levesque, Ernest Davis, and Leora Mor-
genstern. 2012. The Winograd Schema Challenge.
In I13th International Conference on the Principles
of Knowledge Representation and Reasoning, KR
2012, Proceedings of the International Conference
on Knowledge Representation and Reasoning, pages
552-561. Institute of Electrical and Electronics Engi-
neers Inc. 13th International Conference on the Prin-
ciples of Knowledge Representation and Reasoning,
KR 2012 ; Conference date: 10-06-2012 Through
14-06-2012.

David Lewis. 1979. Attitudes de dicto and de se. Philo-
sophical Review, 88(4):513-543.

Yaobo Liang, Nan Duan, Yeyun Gong, Ning Wu, Fenfei
Guo, Weizhen Qi, Ming Gong, Linjun Shou, Daxin
Jiang, Guihong Cao, Xiaodong Fan, Ruofei Zhang,
Rahul Agrawal, Edward Cui, Sining Wei, Taroon
Bharti, Ying Qiao, Jiun-Hung Chen, Winnie Wu,
Shuguang Liu, Fan Yang, Daniel Campos, Rangan
Majumder, and Ming Zhou. 2020. XGLUE: A new
benchmark datasetfor cross-lingual pre-training, un-
derstanding and generation. In Proceedings of the
2020 Conference on Empirical Methods in Natural
Language Processing (EMNLP), pages 6008-6018,
Online. Association for Computational Linguistics.



Tal Linzen and Marco Baroni. 2021. Syntactic structure
from deep learning. Annual Review of Linguistics,
7(1):195-212.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
RoBERTa: A robustly optimized BERT pretraining
approach. CoRR, abs/1907.11692.

Kaiji Lu, Piotr Mardziel, Fangjing Wu, Preetam Aman-
charla, and Anupam Datta. 2020. Gender Bias in
Neural Natural Language Processing, pages 189—
202. Springer International Publishing, Cham.

Richard Montague. 1973. The proper treatment of
quantification in ordinary english. In Patrick Sup-
pes, Julius Moravcsik, and Jaakko Hintikka, editors,
Approaches to Natural Language, pages 221-242.
Dordrecht.

Toshiyuki Ogihara. 1996. Tense, attitudes, and scope,
volume 58 of Studies in Linguistics and Philosophy.
Springer Science & Business Media.

Myle Ott, Sergey Edunov, Alexei Baevski, Angela Fan,
Sam Gross, Nathan Ng, David Grangier, and Michael
Auli. 2019. fairseq: A fast, extensible toolkit for se-
quence modeling. arXiv preprint arXiv:1904.01038.

Sungjoon Park, Jihyung Moon, Sungdong Kim, Won-Ik
Cho, Jiyoon Han, Jangwon Park, Chisung Song, Jun-
seong Kim, Yongsook Song, Tae Hwan Oh, Joohong
Lee, Juhyun Oh, Sungwon Lyu, Younghoon Jeong,
Inkwon Lee, Sangwoo Seo, Dongjun Lee, Hyun-
woo Kim, Myeonghwa Lee, Seongbo Jang, Seung-
won Do, Sunkyoung Kim, Kyungtae Lim, Jongwon
Lee, Kyumin Park, Jamin Shin, Seonghyun Kim,
Eunjeong Lucy Park, Alice Oh, Jung-Woo Ha, and
Kyunghyun Cho. 2021. KLUE: Korean language
understanding evaluation. CoRR, abs/2105.09680.

Alvin Plantinga. 1969.
3(3):235-258.

De re et de dicto. Noiis,

Willard Quine. 1956. Quantifiers and propositional
attitudes. Journal of Philosophy, 53:177-187.

Marco Tulio Ribeiro, Tongshuang Wu, Carlos Guestrin,
and Sameer Singh. 2021. Beyond accuracy: Be-
havioral testing of NLP models with checklist (ex-
tended abstract). In Proceedings of the Thirtieth
International Joint Conference on Artificial Intel-
ligence, IICAI-21, pages 4824-4828. International
Joint Conferences on Artificial Intelligence Organi-
zation. Sister Conferences Best Papers.

Kyle Richardson, Hai Hu, Lawrence Moss, and Ashish
Sabharwal. 2020. Probing natural language inference
models through semantic fragments. In Proceedings
of the AAAI Conference on Artificial Intelligence,
volume 34, pages 8713-8721.

Sebastian Ruder, Noah Constant, Jan Botha, Aditya Sid-
dhant, Orhan Firat, Jinlan Fu, Pengfei Liu, Junjie

77

Hu, Dan Garrette, Graham Neubig, and Melvin John-
son. 2021. XTREME-R: Towards more challenging
and nuanced multilingual evaluation. In Proceedings
of the 2021 Conference on Empirical Methods in
Natural Language Processing, pages 10215-10245,
Online and Punta Cana, Dominican Republic. Asso-
ciation for Computational Linguistics.

Piotr Rybak, Robert Mroczkowski, Janusz Tracz, and
Ireneusz Gawlik. 2020. KLEJ: comprehensive bench-
mark for Polish language understanding. CoRR,
abs/2005.00630.

Chris Sanders and Dean DeBlois. 2002. Lilo & Stitch.
Walt Disney Pictures.

Haitham Seelawi, Ibraheem Tuffaha, Mahmoud Gzawi,
Wael Farhan, Bashar Talatha, Riham Badawi, Zyad
Sober, Oday Al-Dweik, Abed Alhakim Freihat, and
Hussein Al-Natsheh. 2021. ALUE: Arabic language
understanding evaluation. In Proceedings of the
Sixth Arabic Natural Language Processing Workshop,
pages 173-184, Kyiv, Ukraine (Virtual). Association
for Computational Linguistics.

Tatiana Shavrina, Alena Fenogenova, Anton A.
Emelyanov, Denis Shevelev, Ekaterina Artemova,
Valentin Malykh, Vladislav Mikhailov, Maria
Tikhonova, Andrey Chertok, and Andrey Evlampiev.
2020. RussianSuperGLUE: A Russian language
understanding evaluation benchmark. CoRR,
abs/2010.15925.

Vered Shwartz and Ido Dagan. 2019. Still a pain in
the neck: Evaluating text representations on lexical
composition. Transactions of the Association for
Computational Linguistics, 7:403-419.

Pavel Tichy. 1971. An approach to intensional analysis.
Noiis, 5(3):273-297.

Konstantinos Christopher Tsiolis. 2020. Quantifier
scope disambiguation.

Jesse Vig, Sebastian Gehrmann, Yonatan Belinkov,
Sharon Qian, Daniel Nevo, Yaron Singer, and Stu-
art Shieber. 2020. Investigating gender bias in lan-
guage models using causal mediation analysis. In
Advances in Neural Information Processing Systems,
volume 33, pages 12388-12401. Curran Associates,
Inc.

Kai Von Fintel and Irene Heim. 2011. Intensional se-
mantics. Unpublished Lecture Notes.

Alex Wang, Yada Pruksachatkun, Nikita Nangia,
Amanpreet Singh, Julian Michael, Felix Hill, Omer
Levy, and Samuel R. Bowman. SuperGLUE
leaderboard. Available at https://super.
gluebenchmark.com/leaderboard

(2022/04/18).

Alex Wang, Yada Pruksachatkun, Nikita Nangia, Aman-
preet Singh, Julian Michael, Felix Hill, Omer Levy,
and Samuel R. Bowman. 2019a. SuperGLUE: A
Stickier Benchmark for General-Purpose Language



Understanding Systems. Curran Associates Inc., Red
Hook, NY, USA.

Alex Wang, Amanpreet Singh, Julian Michael, Felix
Hill, Omer Levy, and Samuel R. Bowman. 2019b.
GLUE: A multi-task benchmark and analysis plat-
form for natural language understanding. In the Pro-
ceedings of ICLR.

Alex Warstadt, Amanpreet Singh, and Samuel R. Bow-
man. 2019. Neural Network Acceptability Judg-
ments. Transactions of the Association for Com-
putational Linguistics, 7:625-641.

Bryan Wilie, Karissa Vincentio, Genta Indra Winata,
Samuel Cahyawijaya, Xiaohong Li, Zhi Yuan Lim,
Sidik Soleman, Rahmad Mahendra, Pascale Fung,
Syafri Bahar, and Ayu Purwarianti. 2020. In-
doNLU: Benchmark and resources for evaluating
Indonesian natural language understanding. CoRR,
abs/2009.05387.

Gregor Williamson, Patrick Elliott, and Yuxin Ji. 2021.
Intensionalizing Abstract Meaning Representations:
Non-veridicality and scope. In Proceedings of The
Joint 15th Linguistic Annotation Workshop (LAW)
and 3rd Designing Meaning Representations (DMR)
Workshop, pages 160—169, Punta Cana, Dominican
Republic. Association for Computational Linguistics.

Patrick Xia and Benjamin Van Durme. 2021. Moving
on from OntoNotes: Coreference resolution model
transfer. In Proceedings of the 2021 Conference on
Empirical Methods in Natural Language Processing,
pages 5241-5256, Online and Punta Cana, Domini-
can Republic. Association for Computational Lin-
guistics.

Liang Xu, Xuanwei Zhang, Lu Li, Hai Hu, Chenjie Cao,
Weitang Liu, Junyi Li, Yudong Li, Kai Sun, Yechen
Xu, Yiming Cui, Cong Yu, Qiangian Dong, Yin Tian,
Dian Yu, Bo Shi, Jun Zeng, Rongzhao Wang, Wei-
jian Xie, Yanting Li, Yina Patterson, Zuoyu Tian,
Yiwen Zhang, He Zhou, Shaoweihua Liu, Qipeng
Zhao, Cong Yue, Xinrui Zhang, Zhengliang Yang,
and Zhenzhong Lan. 2020. CLUE: A Chinese lan-
guage understanding evaluation benchmark. CoRR,
abs/2004.05986.

Hitomi Yanaka, Koji Mineshima, Daisuke Bekki, Ken-
taro Inui, Satoshi Sekine, Lasha Abzianidze, and
Johan Bos. 2019. Can neural networks understand
monotonicity reasoning? In Proceedings of the 2019
ACL Workshop BlackboxNLP: Analyzing and Inter-
preting Neural Networks for NLP, pages 31-40, Flo-
rence, Italy. Association for Computational Linguis-
tics.

Hitomi Yanaka, Koji Mineshima, and Kentaro Inui.
2021. SyGNS: A systematic generalization testbed
based on natural language semantics. In Findings of
the Association for Computational Linguistics: ACL-
IJCNLP 2021, pages 103-119, Online. Association
for Computational Linguistics.

78

Yuan Yao, Qingxiu Dong, Jian Guan, Boxi Cao,
Zhengyan Zhang, Chaojun Xiao, Xiaozhi Wang, Fan-
chao Qi, Junwei Bao, Jinran Nie, Zheni Zeng, Yux-
ian Gu, Kun Zhou, Xuancheng Huang, Wenhao Li,
Shuhuai Ren, Jinliang Lu, Chenggiang Xu, Huadong
Wang, Guoyang Zeng, Zile Zhou, Jiajun Zhang,
Juanzi Li, Minlie Huang, Rui Yan, Xiaodong He,
Xiaojun Wan, Xin Zhao, Xu Sun, Yang Liu, Zhiyuan
Liu, Xianpei Han, Erhong Yang, Zhifang Sui, and
Maosong Sun. 2021. CUGE: A Chinese language
understanding and generation evaluation benchmark.
CoRR, abs/2112.13610.

Lang Yu and Allyson Ettinger. 2021. On the interplay
between fine-tuning and composition in transformers.
In Findings of the Association for Computational
Linguistics: ACL-IJCNLP 2021, pages 2279-2293,
Online. Association for Computational Linguistics.

Lang-Chi Yu and Allyson Ettinger. 2020. Assessing
phrasal representation and composition in transform-
ers. In EMNLP.

Yuhan Zhang and Kathryn Davidson. 2021. De re in-
terpretation in belief reports: An experimental in-
vestigation. In Experiments in Linguistic Meaning,
volume 1. Linguistic Society of America.

A Lexical items used in stimuli

A.1 Embedded Subjects

We used the following nouns as embedded subjects,
sampled randomly from a list of English nouns
denoting professions and types of person:

actor
administrator
ambassador
architect
assistant
baker
bartender
boy
chancellor
clerk
clown
controller
cook
cooper
count
courier
dancer
dealer
dentist
designer
dictator
diver
drummer



economist
editor
emperor
engineer
farmer
girl
governor
guard
guitarist
historian
journalist
king

lady
lawyer
lieutenant
lobbyist
lord
magician
manager
mayor
merchant
model
negotiator
novelist
painter
philosopher
producer
psychiatrist
publisher
queen
rabbi
solicitor
spy
supervisor
treasurer
waiter
woman

A.2 Embedded Verbs

We used the following embedded intransitive verbs,
sampled randomly from a list of English intransi-
tive verbs denoting activities.

arriving
coughing
cringing
crying
dying
hiccuping
kneeling
limping
lying
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moving
panicking
partying
praying
resting
running
screaming
shouting
sighing
singing
sitting
smiling
smoking
sneezing
standing
sweating
swimming
talking
walking
waving
working

A.3 Matrix Verbs

We used the following intensional matrix verbs,
meant to be as wide an array of intensional verbs
as possible:

accepts
aims for
anticipates
assumes
believes
concludes
conjectures
deduces
demands for
desires for
doubts
dreads
expects
fears

feels
figures
gathers
guesses
hopes
imagines
intends for
knows
maintains
needs
presumes



reckons
requires
supposes
surmises
suspects
thinks
trusts
understands
wants
wishes for
worries

We used the following perceptual matrix verbs,
meant to be as wide an array of perceptual verbs as
possible:

catches sight of
detects
glimpses
hears
notices
observes
overhears
perceives
sees
spots
views
watches

B Data distribution details

This appendix contains additional details, not di-
rectly relevant to our research questions, about pat-
terns in matrix and embedded subject scores.

Figure 3 shows the raw distribution of matrix and
embedded subject scores. Matrix subject scores are
generally higher than embedded subject scores.

Figures 4a and 4b show distribution of matrix
subject bias for each matrix subject and for each
followup. We see that ‘met’ yields considerably
lower matrix subject bias than other followup verbs,
while matrix subjects of John are preferred as coref-
erents more than matrix subjects of Mary.

Figure 5 shows distribution of matrix subject
bias for each determiner-syntactic frame pair. We
see that the two intensional-verb frames pattern
together in the way indicated in the main text: they
have higher matrix subject bias than the perceptual-
verb frame, and all three frames show higher matrix
subject bias with indefinite determiners.

We next computed the raw effect of determiner,
the raw effect of intensional matrix verb, and their
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Figure 3: Histograms showing the raw distribution of
matrix and embedded subject scores.

_g 10-
m
g 2]
X
©
=
-10- '
Jolhn M(—j\ry
Matrix Subject
(@
[ 3
]
_g 10-
a 6.7
2 (6.7}
g o
n
X
o
=

- l l l

greleted Iikled met
Followup Verb

(b)

Figure 4: Boxplot with whiskers to 1.5IQR showing
the distribution of matrix subject bias for each matrix
subject and for each followup verb.
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Figure 5: Boxplot with whiskers to 1.5IQR showing the
distribution of matrix subject bias by syntactic frame
and determiner.

interaction separately for each possible matrix sub-
ject, embedded subject, embedded verb, and fol-
lowup verb. The results are shown in Figure 6. Raw
effects are computed as differences of means, and
the raw interaction is a difference of differences of
means. We see that the overall positive effect of
indefinite determiner and intensional matrix verb
is a trend across the bulk of data points, and is not
merely the result of a few outliers. The lack of inter-
action between these two effects is also consistent.
Figure 7 shows the pattern that test sentence frames
with "liked" as a followup verb have a higher effect
of determiner than those with other followup verbs,
but we see that the effect of an indefinite determiner
on matrix subject bias is still positive in general.

Finally, Figures 8, 9, and 10 show variability in
matrix subject score and embedded subject score
depending on the specific choice of embedded sub-
ject (Figure 8), embedded verb (Figure 9), and
matrix verb (Figure 10). This variability is quite
high, with some lexical items in each case showing
almost no matrix subject bias, and others showing
quite a lot. Aside from our deliberate manipulation
of intensionality, it is unclear what else drives this
variability.
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Figure 6: Sentence frames plotted by their raw effect
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Figure 8: Error bar plot showing mean matrix subject score and embedded subject score for stimuli with each
embedded subject. Rows are ordered by matrix subject bias. Error bars show standard deviation.
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Figure 9: Error bar plot showing mean matrix subject score and embedded subject score for stimuli with each
embedded verb. Rows are ordered by matrix subject bias. Error bars show standard deviation.
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are highlighted in red.
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Abstract

Languages exhibiting both tonal and reduplica-
tion processes pose a challenge for finite-state
technologies. In this sense, Markowska et al.
(2021) propose a combination of 2-way FSTs
and multi-tape FSTs in order to simultaneously
deal with total reduplication on the segmental
level and independent tonal processes on the au-
tosegmental level. Here, we evaluate this model
for reduplication processes in Thai, which
shows total reduplication both for tones and
segments, and we suggest that the expressivity
of 2-way FSTs is needed at both levels.

1 Introduction

Reduplication, the systematic copying/repetition
of linguistic content to function with some new
grammatical purpose, is a well-attested phe-
nomenon cross-linguistically (Hurch and Mattes,
2005; Rubino, 2005; Raimy, 2012). For instance,
Rubino (2005) surveys 368 languages and shows
that about 85% exhibit some form of productive
reduplication. While the typology of reduplication
types is rich, two broader classes of processes have
been usually distinguished (Inkelas and Downing,
2015; Urbanczyk, 2007):

e partial reduplication, in which a bounded
number of segment are repeated (e.g. the last
syllable of a word);

* total reduplication, which repeats unbound-
edly many segments to form some new
morphological constituent.

It has been observed that reduplication presents
an interesting challenge to finite-state computa-
tional approaches to morpho-phonology (Dolatian
and Heinz, 2019b; Rawski et al., 2023). From
a computational perspective, by its bounded
nature partial reduplication can be modelled with
(subsequential) 1-way finite-state transducers
(FSTs), although with a significant explosion in
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the number of required states (Roark and Sproat,
2007). On the other hand, because the number
of copied elements has hypothetically no upper
bound, total reduplication cannot be modelled with
these machines at all — leading some practitioners
to adopt memorized lists of words as a way to
deal with it in practical applications (Roark and
Sproat, 2007; Dolatian and Heinz, 2019a). As total
reduplication seems to be one of the few (if not the
only) morpho-phonological processes not easily
dealt with via 1-way FSTs, it is of particular interest
both for practical and theoretical research on finite-
state computational models (Dolatian and Heinz,
2019b). In this sense, Dolatian and Heinz (2020)
demonstrate how it is possible to use Deterministic
2-way FSTs — essentially, FSTs able to move
back and forth on the input tape — to succinctly
model both partial and full segmental reduplication.
Expanding on this intuition, Markowska et al.
(2021) observe that a complete finite-state treatment
of reduplication cross-linguistically is further com-
plicated by the fact that many languages exhibiting
total reduplication are also tonal, and models
need to simultaneously capture the somewhat
distinct processes affecting the segmental and the
autosegmental levels. Importantly, by showing
that tones may act independently from their
tone-bearing units, classical work in autosegmental
phonology has argued for the representational
separation of tones from segments (Leben, 1973;
Goldsmith, 1976, a.o.). Following work by Dolatian
and Rawski (2020), Markowska et al. (2021)
argue that modelling the morpho-phonology
of languages with both reduplication and tone
requires the synthesis of 1-way, 2-way FSTs, and
multi-tape FSTs (Filiot and Reynier, 2016; Furia,
2012; Rawski and Dolatian, 2020) — finite state
machines with multiple input/output tapes that can
be used to mimic autosegmental representations
(i.e., splitting the segmental and tonal levels; Wiebe,
1992; Rawski and Dolatian, 2020, a.o.).

Proceedings of the Society for Computation in Linguistics (SCiL) 2023, pages 85-94.
Ambherst, Massachusetts, June 15-17, 2023



Importantly, the model in Markowska et al.
(2021) is motivated and validated on languages
like Shupamem, which exhibit a clear separation
between tonal and segmental processes, and that
seem to exhibit reduplication only on the segmental
level. However, broadening our typological
observations is crucial in getting insights into the
generalizability of our computational approaches.

Here, we adopt Markowska et al. (2021)’s synthe-
sis approach to reduplication in Thai, building on the
observation Thai’s total reduplication affects both
levels of representation. In other words, Thai ex-
hibits total reduplication both at the segmental and
tonal levels, each level then undergoing additional
separate transformations (e.g. vowel change in the
reduplicant). We then suggest that the approach in
Markowska et al. (2021) can be easily extended to
languages like Thai by adopting 2-way FSTs for
reduplication on both levels, supporting the overall
generalizability of the synthetic approach.

2 Reduplication and Tone in Thai

Thai is a member of the Tai-Kadai language family
and is the official language of Thailand (Chakshu-
raksha, 1994). It features five tones (Lee, 2011),
which we represent orthographically with diacritics
on vowels, following similar literature on the topic:
Mid (M; represented by an unmarked V), Low (L; di-
acritic V), High (H; diacritic \7), Rising (R; diacritic
\7), Falling (F; diacritic \7). Note that for simplicity,
we chose to not represent rising and falling tones
as a sequence of LH and HL tones, respectively, but
this is a choice that does not particularly affect our
analysis.' Before moving on to a discussion of the
variety of reduplication processes available in Thai,
we briefly touch on its strict relation between tone
preassociation and syllable structure.

2.1 Constraints on Syllable Structure

Thai has a relatively restricted syllable structure:
an initial consonant followed by an optional
liquid/glide consonant forms the onset, followed
by a vocalic nucleus with a tone, and an optional
stop/nasal coda (Gandour, 1974; Chakshuraksha,
1994; Hudak, 2007). The general syllable structure,
adapted from Cooke (1963), is shown in 1 and 2, the

'We follow past work in using an alphabet enriched
with diacritics to represent associations between tones and
segments, but it is important to keep in mind that enriched
alphabets reveal the need for more expressive representations
(e.g., graphs) to capture tone beyond orthographic conventions
(Yli-Jyrd, 2013; Jardine, 2019).
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interpretation for which is given in 3, accounting
for the phoneme inventory of the language.

T
L C(Cy) V(Cy)

T
2. C(C,) V:(Cy)

3. C =any consonant
C1 = {W, 1, r}
Co={m,n,y,j,w,p,t.k,?}
V =any vowel
V: = any long vowel or the diphthongs /ia/,
fua/, /tua/
T =any tone

In what follows we will ignore the fact that some
coda obstruents (Cy) are realized as unreleased {p’,
t', k'}, since this is a transformation not relevant to
the process of interest. Note also that vowel length
and aspiration are contrastive in Thai, and we use
the : symbol to indicate vowel length.

Thai’s tonal phonotactics distinguishes /ive and
dead syllables. Live syllables are defined as those
that end in a sonorant, e.g. [ma:] ‘to come’ or [jaj]
‘big’. These are unrestricted and can feature all
five tones. Dead syllables are defined as those that
end in a stop, e.g. [jak] ‘to want’ or [r6t] ‘car’.
These are restricted: dead syllables with a short
vowel can feature only low and high tones, while
dead syllables with a long vowel can feature only
low and falling tones. Note that the terms /ive and
dead are replaced elsewhere in the literature by
the terms unchecked and checked, or unclosed
and closed (Gandour, 1974; Lee, 2011; Cooke,
1963). These constraints on tone showcase the
importance of preassociation between segmental
and autosegmental levels, and how this might feed
into other downstream processes. Thus, attention
must be paid when formulating models that posit
a strict separation between the two levels of
representation (Lee, 2011; Gandour, 1974; Moren
and Zsiga, 2001; Rawski and Dolatian, 2020).

2.2 Thai Reduplication

Reduplication in Thai is a productive process
that is able to target every grammatical word
category (Chakshuraksha, 1994; Sookgasem, 1997).
Crucially, total reduplication targets both the
segmental and the autosegmental level. We distin-
guish four types of total reduplication processes,
based on their grammatical/semantic function and
morpho-phonological changes they induce. This



paper adopts the naming conventions defined in
Sookgasem (1997) for the various reduplication
patterns: Simple, Complex Type 1, Complex Type
2, and Complex Type 3. Complex Type 3 is also
called “emphatic reduplication” elsewhere in the
literature (Lee, 2011; Haas, 1946; Chakshuraksha,
1994, a.o.). Henceforth, we use the ~ symbol to
separate the base from the reduplicant and represent
the reduplication boundary, consistently with
Markowska et al. (2021).

2.2.1 Simple Reduplication

Simple Reduplication exhibits no change to the base
or reduplicant, neither on the segmental level nor on
the tonal level (Sookgasem, 1997; Chakshuraksha,
1994; Haas, 1946). In this type of reduplication
the base is copied once and the meaning is changed
depending on the word class, as in (i) and (ii).

(i) dek—dék~dek  ‘child’—‘children’
(i1) nag—nayn~nay

‘to sit’— ‘to sit continuously’

2.2.2 Complex Reduplication Type 1

In Complex Reduplication Type 1 the final vowel
of the reduplicant is changed to either /o/ or /e/
(iii), both vowels being used interchangeably
and usage depends only on speaker preference
(Chakshuraksha, 1994; Sookgasem, 1997).

(iii) fap—fag~faey ‘to listen’— ‘to listen’

The autosegmental level is once again fully redupli-
cated without any changes (in (iii), a mid-tone V is
copied as a mid-tone V). This reduplication pattern
indicates a level of negativity or disinterest towards
something or someone.

2.2.3 Complex Reduplication Type 2

Complex Reduplication Type 2 follows a
reduplicant~base template, with the reduplicant
as the first copy, and it is similar in meaning to
Complex Reduplication Type 1 (Sookgasem, 1997).

(iv) cot.ma:j—cot.moig~cot.ma:j
‘aletter’ — ‘a letter’

(v) sit—sok~sit ‘a right’—‘aright’

(vi) ka?.thi?—ka? thé?~ka?.t"i?
‘coconut milk’— ‘(something like) coconut
milk’®

At the segmental level, if the base word ends in
/oy/, /ok/, or /o?/, then that word cannot undergo
this type of reduplication (Sookgasem, 1997). In
the reduplicated form, the final syllable of the
reduplicant is changed to /o1/, /ok/, or /0?/, with the
vowel length of the final syllable of the base being
maintained. The ending /o1)/ is used when the final
syllable of the base ends in /m/, /n/, /j/, /w/, or in a
long vowel — i.e. live syllables (iv). The ending
/ok/ is used when the final syllable of the base ends
in /p/ or /t/ (v). The ending /o?/ is used when the
final syllable of the base is a short vowel followed
by a glottal stop (vi). Again, the tonal level is fully
reduplicated with no changes.

2.2.4 Complex Reduplication Type 3

Complex Reduplication Type 3 is similar to Simple
Reduplication, except that the first copy is made to
exhibit a high tone on its final syllable (Sookgasem,
1997; Lee, 2011; Chakshuraksha, 1994; Haas,
1946).

(vil) suaj—suaj~suaj
‘pretty’ — ‘really pretty’

(viii) na:.rak—na:.rdk~na:.rak
‘cute’ — ‘really cute’

When the final syllable of the base word already
exhibits a high tone, then an extra high tone is used
(represented with the diacritic V). The extra high
tone, also called the emphatic high tone, is not con-
sidered among the basic five tones in Thai because
it is not contrasting. Phonetically speaking, the
emphatic high tone differs from the basic high tone
in that it is higher in pitch and usually lengthened
(Lee, 2011). Complex Reduplication Type 3 is, by
implication, emphatic or intensifying in meaning.

3 Finite-state Models of
Total Reduplication in Tonal Languages

With an understanding of Thai tonal and reduplica-
tive processes in place, in this section we provide a
brief, intuitive overview to the classes of finite-state
machines combined by Markowska et al. (2021)
in their model of total reduplication. We will then
explore how this model can be adapted to Thai in
the next section.

3.1 Total Reduplication with 2-way FSTs

As mentioned, reduplication in general has been
the focus of many studies in the computational
linguistics’ literature, as it seems to be (one of) the
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Figure 1: 2-way FST for full reduplication of di: ‘good® — di:~di: ‘very good’
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Linearizer

e

ndap~ndap

o
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Splitter
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Input:
ndap

Output:
ndap ndap

Reduplication

2-wa
2,2 MT FST

Figure 2: Shupamem reduplication model adapted from
(Markowska et al., 2021)

only process(es) in morpho-phonology that cannot
be modelled with a 1-way FST (i.e., the output of
this process is not a regular language; Roark and
Sproat, 2007). In the case of partial reduplication
(where only a bounded set of elements needs to
be copied) the issue lies in an explosion in the
number of states. However, total reduplication
affects elements (e.g. full words or phrases) with
no a-priory bounds. Dolatian and Heinz (2020)
address this problem by adopting 2-way FSTs.
Essentially, a 2-way FST increases the expressivity
of 1-way FSTs by being able to move back and forth
on the input tape, allowing it to read its input more
than once (Rabin and Scott, 1959). In designing
the machine, state transitions are enriched with a
direction parameter ({—1,0,+1}) that indicates if
the FST should move back to the previous symbol,
stay on the current symbol, or advance to the next
symbol. Dolatian and Heinz (2020) show that this
class of transducers not only is able to capture both
partial and total reduplication, but it does so in a
way that is more transparent with respect to the
generalizations argued for in the linguistic literature
(see also Dolatian and Heinz, 2019a).

Modelling total reduplication with a 2-way FST
involves three steps: (1) reading the input tape
left-to-right and outputting the first copy, (2) reading
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the input tape right-to-left and stopping once the left
word boundary x is read, (3) reading the input tape
from left-to-right and outputting the second copy.
Figure 1 is an example of a 2-way FST that fully
reduplicates the Thai word di: ‘good’ to produce
di:~di: ‘very good’. In the graphical representation,
the input-output pair is grouped with the direction
parameter, with each element being separated by a
comma. Following Dolatian and Heinz (2019a), we
make it so that when reading left-to-right (forward)
the input tape is copied on the output tape faithfully.
When moving backward (right-to-left), the machine
outputs an empty symbol, so that the input string
can then be copied again in an additional forward
pass. We refer the reader to Dolatian and Heinz
(2020) for a full formal treatment of these machines.

3.2 Tone, Reduplication, (2-way) MT FSTs

While the 2-way FST approach of Dolatian and
Heinz (2019a) is successful in modeling reduplica-
tion at the segmental level, Markowska et al. (2021)
point out that many of the world languages exhibit-
ing productive reduplication processes are fonal.
This presents an additional challenge for finite-state
models, as there is the need to handle processes that
affect the segmental and autosegmental represen-
tations separately. Autosegmental processes have
also been argued to exhibit different computational
properties than their segmental counterparts
(Yli-Jyrd, 2013; Jardine, 2015, 2019, a.o.).

In order to mimic the representational difference
between segmental and autosegmental levels within
finite-state machines, Dolatian and Rawski (2020)
adopt multi-tape FSTs (MT FSTs) (see also Fischer,
1965; Wiebe, 1992; Frougny and Sakarovitch,
1993; Furia, 2012; Rawski and Dolatian, 2020).
We refer the reader to (Dolatian and Rawski, 2020;
Rawski and Dolatian, 2020) for a complete formal
treatment of these machines, and here we just cover
the basic intuition behind them. Essentially, a MT
FST is similar to a 1-way FST with a single tape, but



is able to operate (read from and write to) multiple
tapes. This means that such machines can take as
input two tapes — a tonal tape and a segmental tape
— and operate over them synchronously even when
they are subject to different processes.

Using as a motivating starting point Shupamem (a
Bantu language), Markowska et al. (2021) observes
that a combination of the properties of both 2-way
FSTs and MT FSTs is in fact needed to correctly
account for the patterns observed in tonal languages
with reduplication. Specifically, they synthesize the
work in Dolatian and Heinz (2020) and Dolatian
and Rawski (2020) to propose deterministic 2-way
(n,m)MTFSTs, where n,m refer respectively to the
number of input and output tapes. They then present
a model of reduplication that makes use of 1-way
MT FSTs with a single input tape and two output
tapes, in order to split a single string — where tone
is orthographically represented with an enriched al-
phabet using diacritics — into a tonal level and an
segmental level. Those are then used as inputs to
a2-way (2,2) MT FSTs composed of a 2-way FST
which reduplicates the segmental level, and a 1-way
FST dealing with an insertion process on the tonal
level. Finally, the two output tapes in the previous
step are fed into a (2,1) MT FST which combines
them into a reduplicated, enriched output string (Fig-
ure 2). Again, we refer the reader to Markowska et al.
(2021) for a full discussion of the formal details.

4 Modeling Thai

The synthetic approach surveyed above shows
how it is possible to handle both reduplication and
autosegmental representations deterministically
within a finite-state model. Importantly though,
Shupamem (and the other tonal languages analyzed
by Markowska et al., 2021) exhibits full reduplica-
tion exclusively at the segmental level, while the
autosegmental level is affected by other phonolog-
ical processes targeting tone. Because of this, their
2-way (2,2) MT FST is really 2-way only on one of
the two tapes. However, we observed how in Thai
the reduplication process on the tonal level mimics
the reduplication process on the segmental level.
Each of the reduplication types above illustrates full
reduplication on both levels, which would by itself
be challenging for the single 2-way FST adopted for
Shupamem. Additionally, different reduplication
types are distinguished by the need of additional
dedicated transformations on either the segmental
or autosegmental level. Specifically, Complex

&9

any consonant
any vowel

any tone
{M,L,R, F}
{p.t.k,?)
{m,n,7,j, w}
C-S

extra high tone
empty string

>mAuRAH<0

Table 1: List of shorthand symbols used in the FSTs.

Reduplication Type 2 showcases transformations
that target segmental information, while Type 3
illustrate changes targeting tone specifically.

Because of these facts, Thai serves as a good
test case to explore the flexibility of the synthetic
approach. In particular, by formalizing the redupli-
cation types discussed above, in what follows we
illustrate how Thai clearly shows the need for 2-way
FSTs on both segmental and autosegmental tapes.

We assume a model like the one in Figure 2,
which utilizes MT FSTs as splitters and linearizers
to move from and to orthographic representations
with an enriched alphabet. These MT FSTs are
unchanged with respect to the ones presented by
Markowska et al. (2021), and thus we refrain from
including examples of them in this paper. We focus
instead on the application of the 2-way (2,2) MT
FST (boxed section in Figure 2) to the variety of
reduplication processes in Thai.

Henceforth, we define the alphabet our machines
operate on using the following shorthand: C refers
to any consonant, V refers to any short vowel, V:
refers to any long vowel or diphthong, and a period
() to syllable boundaries. Additionally, we use K
for the set {p, t, k, 7}, and S for the set {m, n, 1, j,
w}. A summary of these abbreviations (and all those
used in the FSTs that follow) is shown in Table 1.

4.1 Syllable-Tone Association

If we follow Markowska et al. (2021)’s in adopting
an initial alphabet with diacritics, it seems useful
to incorporate an additional step before the splitter
in order to guarantee the correct preassociations of
tones and segments. Recall that tone restrictions
are placed only on dead syllables: short dead
syllables only feature low and high tones, and
long dead syllables only feature low and falling
tones. As these constraints are all local over the
enriched alphabet, we could easily handle them
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Figure 3: 2-way FST for Simple Reduplication (either segmental or tonal level).

with a 1-way FST. Dealing with tonal constraints
with 1-way FSTs over enriched representations
in not novel of course (see for example Yli-Jyré,
2013, a.o.), and we could alternatively handle
preassociation with MT FSTs scanning the two
levels synchronously (Rawski and Dolatian, 2020).
What this draws attention to though, is the need to
consider tone-segment preassociation even within
models which require separate levels at some point.

4.2 Simple Reduplication Model

We can now start looking at Thai’s reduplication
processes. Recall that in the case of simple redupli-
cation, both the segmental and autosegmental levels
undergo total reduplication, with both copies being
rendered faithfully with respect to the input:

sar.?ait—sa?.?ait~sa?.?ait
‘clean’— ‘very clean’

Although the synthetic model for Shupamem as-
sumes a 1-way FST for tone, the most general,
formal definition of 2-way (2, 2) MT FST in
Markowska et al. (2021) seems to allow for 2-way
FSTs on both tapes. This is exactly the approach
that we take. Figure 3 is an example of 2-way FST
that models simple reduplication in Thai. This is es-
sentially identical to the FST shown in Figure 1. The
symbol o represents any symbol in an alphabet, that
is o € X, so that (instances of) this FST can work for
both the segmental level and the tonal level. A (2,2)
MT FST of simple reduplication would then apply
an instantiation of the FST in Figure 3 on both tapes.

4.3 Complex Reduplication Type 1

Consider now Complex Reduplication of Type 1:

fag—fag~faey ‘to listen’— ‘to listen’

Recall that a vowel without a diacritic is not toneless,
but bears a Mid tone. This reduplication type shows
full reduplication of both tones and segments, but at
the segmental level the final vowel of the reduplicant
is changed to either /o/ or /&/ (we will use /&/ for sim-
plicity, since this assignment is speaker-specific).
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A 2-way FST that reduplicates the segmental
level is shown in Figure 4, a derivation for which is
shown in Table 2. The first time the word is copied,
it is copied faithfully. The second time it is copied,
we want the final vowel of the word to change. For
this reason, we output the syllable and loop back to
g3 until a word boundary symbol is read. Once the
word boundary symbol is read, the final syllable is
outputted accordingly, including the vowel change.
For total reduplication on the tonal level, the FST
in Figure 3 suffices since there is no tone change.

State | Input-Tape Output-Tape
qo xsar.Paitx 41 | A
T xsa?.faitx 41 |s
T xsa?.Paitx 41 | sa
Q xsa?.faitx 41 | sa?
qn xsa?r.Paix +1 | sa?.
Q1 xsa?. Paitx 41 | sa?.?
q xsa?. Paitx 41 | sa?.?a:
Q1 xsa?.Paix 41 | sa?.?ait
Q1 xsa?.Paix  —1 | sa?.?ait
Q2 xsa?.?aix —1 | sa?.?ait
Q2 xsa?.?aitx —1 | sa?.Pait
) xsa?. ?aix —1 | sa?.?ait
Q2 xsa?. Paix —1 | sa?.?ait
q2 xsa?.faix  —1 | sa?.?ait
q2 xsa?.Paix  —1 | sa?.?at
Q2 xsa?.Paix  —1 | sa?.?ait
Q2 xsar.Paitx 41 | sa?.?ait~
q3 xsa?.faix 41 | sa?.?ait~s
q4 xsa?.Paix 41 | sa?.?ait~s
g6 xsa?.Paitx 41 | sa?.?ait~s
qs xsa?. Paitx 41 | sa?.?ait~sa?.
q3 xsa?. Paitx 41 | sa?.?ait~sa?.?
q4 xsa?.?aix  +1 | sa?.?ait~sa?.?
qs xsa?.Paix 41 | sa?.?ait~sa?.?
q7 xsa?.faix 41 | sa?.?ait~sa?.?a&it

Table 2: Complex Type 1 derivation for the segmental
level (Figure 4) of sa?.?a:t ‘clean’ — sa?.?a:t~sa?r.?a:t
‘too clean’.
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Figure 4: 2-way FST for Complex Reduplication Type 1 at the segmental level.

4.3.1 Complex Reduplication Type 2

Complex Reduplication of type 2 involves a
reduplicant-base pattern, with a change to the final
sylllable of the reduplicant (the first copy):

coOt.ma:j—cot.mo:y~cot.ma:j
‘aletter’— ‘aletter’

An FST that handles reduplication for the segmental
level for Complex Reduplication Type 2 is shown in
Figure 5. For the sake of readability, only one of the
three endings (/oy/) is considered here. We use S as
a shorthand for the set {m, n, j, w}. The shorthand C
represents the set of all consonants in Thai, as previ-
ously used in this paper. The shorthand C’ represents
the set of all consonants in Thai excluding the set S,
such that the operation C—S = C’ holds true.

For this process, the first time a word is copied
we want the rhyme of the final syllable to change.
Thus, we loop back to ¢; until a word boundary
symbol is read. The FST only allows words to end
in consonants in the set S = {m, n, j, w}. Once the
first copy is outputted with the rhyme change, then
the second copy is faithfully read and outputted.

We mentioned that Complex Reduplication Type
2 is not possible for words that end in /oy/, /ok/,
or /0?/ (Sookgasem, 1997). We could of course
include this restriction in the FST in Figure 5,
for example by handling the /o/ and /o:/ vowels
separately from all other vowels, and excluding
a transition where the x symbol is read after a
syllable containing /o/ or /o:/. Alternatively, another
FST could be added to the pipeline to filter what
kind of inputs are appropriate for each reduplication
type. Once again, we can use the FST in Figure
3 for the tonal level reduplication here since it
involves total reduplication with no tone change.
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4.3.2 Complex Reduplication Type 3

In Complex Reduplication of type 3, the segmental
level is reduplicated faithfully (which can be
accomplished with the FST in Figure 3). At the
autosegmental level, the final syllable of the first
copy is made to bear a high tone, while the original
tone appears faithfully in the second copy:

na:.rak—mna:.rak~na;.rak
‘cute’— ‘really cute’

This process is modelled by the 2-way FST in Figure
6. We use T as a stand in for any tone ({M, L, H, R,
F}) except for the extra high tone with we represent
as E, and T to stand in for non-high tones ({M, L,
R, F}). For the first copy, as the only tone that needs
to be changed is associated to its last syllable, after
reading a tone from the input tape the FST “waits”
to check whether the immediate next element is a
boundary symbol () before outputting it. If the
tone was a non-high tone and the next element is x,
a high tone is outputted. If the tone was a high tone
and the next element is X, then an extra-high tone is
outputted. If not at the end of the string, tones are out-
putted faithfully. The second copy is fully faithful.

5 Conclusion

This paper builds on previous work in adopting a
deterministic finite-state approach to model the in-
teraction of total reduplication and tonal processes
in Thai. Markowska et al. (2021) synthesized an
approach to autosegmental processes via MT FSTs
(Dolatian and Rawski, 2020; Rawski and Dolatian,
2020) and 2-way FSTs to deal with total redupli-
cation (Dolatian and Heinz, 2019a, 2020) in order
to account for what observed in Shupamem. They
show how this combination allows them to deal with
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Figure 5: 2-way FST for the segmental level of Complex Reduplication Type 2.
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Figure 6: 2-way FST for the tonal level of Complex Reduplication Type 3.

the double challenge of handling unbounded copies
(asrequired by total reduplication), and separate seg-
mental and autosegmental processes while remain-
ing faithful to linguistic analyses of these patterns.

Crucially, Shupamem exhibits total reduplication
exclusively on the segmental level, thus allowing
the model to fully treat tone and segments separately.
Here, we used Thai as an example of a language
where tones also undergo reduplication. We sug-
gested then to take full advantage of the expressivity
of the 2-way (2,2) MF FST model, by making sure
that both the segmental and the autosegmental tapes
are used as inputs to 2-way FSTs. In doing this, we
showed how carefully exploring the typological
diversity of tonal languages with reduplication
will enrich our understanding of the expressivity
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required by finite-state models.

Looking back at our analyses of Thai, it is
reasonable to wonder whether we could have
handled the reduplication pattern as a whole with
a single 2-way FST, without need for the MT FST
split. While this is doable adopting an enriched
alphabet, the MT FST approach allows us to remain
as close as possible to linguistic analyses when
modeling the independent changes the segmental
and autosegmental levels go through in the Complex
Reduplication types. However, the concatenation of
2-way and multi-tape FSTs potentially pushes the
expressivity of these machines quite high (Fischer,
1965; Furia, 2012), stressing how crucial it is going
to be for an insightful computational theory of
morpho-phonology to conduct an extensive formal



evaluation of the expressive power of alternative
combinations/restrictions of these devices.

In sum, these results add support to the determin-
istic finite-state approach to total reduplication ad-
vanced in previous literature, while highlighting the
fundamental role of broader typological evaluation.
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Figure 7: 1-way FST to model the phonotactics of short
dead syllables in Thai. C; = {w, 1, 1}.
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Zhanao Fu
University of Toronto
zhanao.fu@mail.utoronto.ca

Abstract

We develop a mutual information-based fea-
ture extraction method and apply it to English
speech production and perception error data.
The extracted features show different phoneme
groupings than conventional phonological fea-
tures, especially in the place features. We eval-
uate how well the extracted features can define
natural classes to account for English phono-
logical patterns. The features extracted from
production errors had performance close to
conventional phonological features, while the
features extracted from perception errors per-
formed worse. The study shows that featural
information can be extracted from underused
sources of data such as confusion matrices of
production and perception errors, and the re-
sults suggest that phonological patterning is
more closely related to natural production er-
rors than to perception errors in noisy speech.

1 Introduction

Phonological features have usually been assumed
to be phonetically grounded in addition to explain-
ing phonological behaviour. Yet the sources of
phonetic data that have been used to infer the na-
ture of phonological features are largely limited to
physical acoustic and articulatory measures. Fur-
thermore, the analytical methods available to infer
features that are consistent with phonetic data are
limited. This study proposes a new method for auto-
matically inferring binary features from similarity
matrices, which lends itself to directly studying
data relevant to human phonetic processing: here
we study perception and production errors.

Previous work has attempted to infer
phonetically-grounded features using clus-
tering (Lin, 2005; Lin and Mielke, 2006; Mielke,
2008, 2012; Shain and Elsner, 2019). For example,
Mielke (2008) modelled consonant similarity
using hierarchical clustering applied to perceptual
confusion data, which combines consonants
together into nested clusters.
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However, clustering does not directly output
features in the usual sense of independent, cross-
cutting properties of phonemes. Non-hierarchical
clustering applied to phonemes yields a flat set
of classes, the equivalent of a single binary or n-
ary feature. Hierarchical clustering yields classes
that can contain other class divisions (for exam-
ple, a cluster of vowels can be subdivided into a
cluster of high and a cluster of low vowels, and
so on). However, in typical approaches to hier-
archical clustering, decisions as to how to make
sub-clusters are taken independently in each clus-
ter. Features are thus not allowed to have scope
over more than one sub-cluster. Not only does this
contrast sharply with usual approaches to phono-
logical features which naturally give rise to par-
allel relations across clusters—the “proportional
oppositions” of Trubetzkoy (1969)—it means that
any data about similarity between phonemes across
clusters is necessarily ignored by such algorithms.

To address these issues, we develop a method
inspired by Miller and Nicely’s (1955) analysis
of confusion matrices, based on an information-
theoretic measure of feature transmission. We first
introduce the algorithm and demonstrate it using an
artificial example. Next, we report an experiment
where the feature extraction algorithm is applied to
phoneme perception and production errors, and the
extracted features sets are evaluated based on their
utility and efficiency in describing phonological
classes. Finally, we discuss the insights yielded for
the study of phonological features.

Although the paper infers phonological features
from data, our goal is not to argue that phonolog-
ical features are emergent. This paper analyzes
confusion data, and determines what set of features
would be most compatible with the data (under
certain assumptions). While this could be consis-
tent with a hypothesis that learners infer features
based on their own confusions, we tend toward the
opposite view: features are primary, and feature
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similarity is a cause of confusions. In any case, our
analysis is correlational, and as such it is neutral
to what is the cause and what is the result. The
question is merely what features best explain the
data at hand.

Of course, if we do assume that feature represen-
tations are one cause of errors (rather than assum-
ing that features are emergent from error patterns),
we must accept that feature similarity is only one
cause among others—for example, noise in the au-
dio signal, the nature of that noise, physiological
constraints on production, and phonological neigh-
bourhoods (Vitevitch, 2002), among other things.
For our purposes, we need to assume that the effect
of distinctive features on error patterns is strong
enough to be detected in spite of these other factors.

2 Extracting feature with
Redundancy-Corrected Transmission

2.1 Background

Miller and Nicely (1955) analyzed confusion ma-
trices from an identification task in which partic-
ipants heard a CV syllable in noise (a consonant
followed by /a/) and had to provide a phonemic
label for the onset consonant. They developed an
information-theoretic measure of feature transmis-
sion in a confusion matrix, using it as part of an
argument that listeners use distinctive features in
speech perception.

Miller and Nicely assumed that speech process-
ing works by transmitting information over a fixed
number of channels (features). They used five fea-
tures to analyze English consonants (voicing, nasal-
ity, affrication, duration, and place). By analyzing
the confusions between consonants with opposing
values for each feature separately (e.g., between
voiced and voiceless sounds), they measured the
amount of information faithfully transmitted for
each feature under various amounts of additive
noise. They argue that the result of this analysis
suggests that each of these five features is perceived
by listeners independently of the others, since the
sum of the information transmitted for these five
features is close to the the amount of transmitted
information measured if phonemes are not orga-
nized into features—Ilittle information is lost by
analyzing phonemes into independent features.

For our purposes, it is not this argument that mat-
ters but their transmission measure itself, which can
be seen as a measure of how “consistent” a hypo-
thetical feature is with a given confusion matrix. In
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particular, a hypothetical feature which is consis-
tently extremely poorly transmitted is clearly not
implicated in perception. In what follows, we de-
velop this intuition further and show its limitations,
and motivate the use of a further term penalizing
feature redundancy. We show that, despite its lim-
itations, the idea of discovering a set of features
with high transmission and minimal redundancy
leads to satisfactory results in an artificial example.

2.2 Developing the algorithm

We use a hypothetical phoneme mapping process
within a 4-phoneme inventory [ABCD] to illus-
trate these ideas. We assume these phonemes are
transmitted via some noisy process (for example,
perception or production) whose goal is accurate
transmission—in other words, to faithfully map an
input phoneme to itself. Table 1 summarizes a pos-
sible outcome from repetitions of this transmission
process with different input phonemes.

Input
ABCD
108 2 0
g8 100 2
2 0 108
02 8 10

Output

A
B
C
D

Table 1: A confusion matrix of the hypothetical map-
pings in a four-phoneme system with two features.

Furthermore, we assume that, in this hypotheti-
cal process, the phonemes are transmitted by trans-
mitting the values of two underlying features f/
([AB | CD]) and f2 ([AC | BD]). As features are
often transmitted with different degrees of degra-
dation (Miller and Nicely, 1955), we make it so
that f1 is maintained better than f2, resulting in
more confusions between phoneme pairs that are
differentiated by f2 (such as A and B) than between
phoneme pairs differentiated by f7 (such as A and
C). Our goal of feature extraction is to infer the true
underlying features (f/ and f2) based only on the
confusion matrix. To achieve this, we consider all
potential features, i.e., all binary groupings (While
nothing prevents the algorithm we develop here
from being used with n-ary features, we restrict
the current paper to binary features.). We examine
how well each potential feature is transmitted by
collapsing the confusion matrix according to that
feature. We show this in Table 2 for the feature that
splits the inventory into [AB | CD] (which happens



to be one of the true features used in transmission).

Input
+ —_
AB CD
Z FAB[36 4
8 —cp| 4 36

Table 2: Collapsed confusion matrices for the exam-
ple in Table 1 according to the feature that splits the
inventory into [AB | CD].

Higher counts on the diagonal represent more
faithful transmissions in the collapsed confusion
matrix. Thus, even at first glance, the feature in
Table 2 is a good candidate for a feature which is
transmitted faithfully. To quantitatively evaluate
how well a feature is preserved in the output, we
calculate the transmission of a signal from the input
(1) to the output (O) with Equation 1 as defined in
Miller and Nicely (1955).

T(I;0) = > pli,0)log pp(i’o)

1
vl
When the confusion matrix is collapsed based on
a potential feature f, T'(Xs; Yy) evaluates the how
much information about the feature is transmitted.

The transmission alone can capture how much
information is transmitted, but it is not sufficient
to evaluate how well a feature is transmitted. This
is because the transmission value is influenced not
only by how well information from the input is
preserved in the output, but also by both how much
information was contained in the input in the first
place. In order to eliminate the influence of the
information in the input, we instead evaluate the
proportion of the input information successfully
transferred to the output. First, we quantify the
amount of information in the input by calculating
the entropy of input re-coded with the feature, as
defined in Equation 2:

— > p(x)logp(z)

zeX

H(X) 2

in order to calculate the relative transmission
Tye1(X¢; Yy) of the input information with respect
to the feature f:

T(Xy;Yy)

3
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in which H(X) is the amount of information in
the input and 7'(Xf; Yy) is the amount of informa-
tion shared by the input and the output.

With the relative transmission criterion, we can
evaluate all possible candidate features to character-
ize the inventory [ABCD], as seen in Table 3. The
relative transmission of the true underlying feature
f1 (feature I in the table), is higher than that of any
other hypothetical feature, as expected, given that
our constructed transmission process was one in
which this feature was well-transmitted.

However, to extract a set of relevant features,
simply seeking a set of features in which each fea-
ture individually has a high relative transmission
would usually not result in an ideal feature set. This
is because a highly informative feature can often
undergo a minor adjustment to create a slightly dif-
ferent, spurious, feature that also has high transmis-
sion. Consider Table 3 again: hypothesized feature
II corresponds to the second true underlying feature
that was used to generate the example, f2. While its
relative transmission of 0.029 is higher than that of
the (incorrect) feature III, it is still lower than that
of features IV and V. These features have a high
relative transmission because they largely overlap
with the well-transmitted feature f1, grouping to-
gether either [CD] (feature IV) or [AB] (feature
V). In order to avoid extracting features partially
containing the information included in already se-
lected feature, we consider the redundancy of the
new feature with respect to each old feature by
calculating the mutual information 1(X;Y). The
mutual information captures the degree of associa-
tion between the states of two variables. As such, it
can be used to evaluate the similarity between two
features. The mutual information I(X;Y") for two
discrete random variables X and Y is defined as:

I(X;v) =Y Zp(:r,y)log;(x’y)

4
S (@)p(y) @

When evaluating the similarity between features, X
and Y are the counts of the input variable re-coded
with the two features, respectively.

To keep the mutual information between features
on the same scale as the relative transmission of
features, we also define a relative mutual informa-
tion I¢;(Xy,; Xy, ) between the features f, and fp
to quantify a new feature’s redundancy with respect
to an existing feature f,.

1(Xp,; Xy,)

&)



Features 1 1I 111 v \"
Value + - + — + - | + — + —
AB CD|AC BD|AD BC| A BCD| C ABD

+ 36 4 24 16 | 20 20 | 10 10 10 10

— 4 36 | 16 24 | 20 20 [ 10 50 10 50
Tret(X5;Yy) 0.531 0.029 0 0.091 0.091
J(f:5) Step 1 0.531 0.029 0 0.091 0.091
' Step 2 \ 0.029 0 -0.22 -0.22

Table 3: Evaluating features in the four-phoneme system from Table 1. The table includes collapsed confusion
matrices according to different features, the corresponding T.;(X; Yy), and the RCT criterion J(f; S) at two
steps of feature extraction. The J(f;.S) values of the selected feature at each step are marked in bold. After two
steps, the selected features are efficient to differentiate all phonemes and the algorithm ends.

Together this leads us to propose the Redundancy-
Corrected Transmission (RCT) criterion J(f, S):

1
J(f:8) =Tra(Xp:Yy) — &l > La(Xp Xy,)

fi€s
(6)
In the RCT criterion we use the average of the
relative mutual information between the candidate
feature (f) and each of the features that are already
selected (f; € S) to minimize redundancy. In ad-
dition to this, we also filter the non-contrasting
features from candidate feature set before each step
of feature selection. Non-contrasting features are
defined as the candidate features that do not cre-
ate new contrast between phonemes given a set
of selected features. For example, in a hypothet-
ical consonant inventory [ptfsmnv z], assum-
ing that two features [p t f s | m n v z] ([voice]) and
[ptmn | fsvz] ([continuant]) have been selected,
then the feature [p t v z | m n f s] would be a non-
contrasting feature since it does not create any divi-
sions in the smallest classes (i.e., [p t], [f s], [m n],
[v z]) created by the two previous features. This
filtering process ensures that the algorithm finds a
compact set of features to encode all phonemes.
The extraction process above is summarized in
Algorithm 1.

2.3 Preprocessing

Finally, we will discuss the preprocessing steps that
are important in the preparation of confusion data
for feature extraction. In real data, especially in the
errors collected from natural speech, three issues
are often present.

First, some input phonemes may present very
few errors. The sparsity of the data for a given
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Algorithm 1: Binary feature extraction al-
gorithm with RCT.
Data: A confusion matrix for n items
Result: A set of binary features
F+o
fori =1to2" ! do
| F = F Ui (as abinary string)
end
S+ o
while Not all phonemes have distinct
featural representations do

fselect =fer J(f7 S)
S=SU {fselect}
F=F-— {fselect}
for f € F'do
if [unique(Xgugry)| =
lunique(Xg)| then

‘ Fredundant =FU {f})
end

end
F=F- Fredundant

end

phoneme means that it may be difficult to distin-
guish between hypothesized features on the basis
of this phoneme. We address this issue by apply-
ing add-one smoothing to the data. In add-one
smoothing, we take each column in the confusion
matrix that corresponds to the counts (number of
errors) for the input phoneme, then add one to all
the values in the column. Second, in some Kinds
of data, the number of examples of each phoneme
in the input may not be balanced. This is notably
the case in speech error data, which is observa-
tional. To avoid high-frequency phonemes having
an undue influence, we balance the data by con-



verting the matrices of the error counts into the
error probability for each phoneme. Summing up
these first two steps, we estimate the probability of
mapping input phoneme ¢ to output phoneme j as
pij = (i + 1)/ ((32; naj) + njj)-

The third potential issue arises in the speech
error data: while the data lists the errors, it does not
record counts of the number of correctly articulated
instances. Missing faithful transmissions could
potentially lead to errors in feature extraction.

Input
x 'y z
2 x| o V
g ylv o v
@) z v o

Table 4: Confusion matrix for a hypothetical phoneme
inventory. Check marks represent confusions phonemes,
circles represent faithful mappings. Without the faithful
transmissions, x and z cannot be differentiated.

Consider the example in Table 4, a hypothetical
phoneme inventory with three phonemes x, y, z,
and two underlying features, one separating x and
y against z, the other separating y and z against x.
Without the faithful mappings, both x and z would
only have data from confusions with y, making it
impossible to differentiate x and z. As a result, the
incorrect feature [x z | y] has the highest transmis-
sion and would be selected as the first feature. In
order to prevent similar issues in the data where
faithful mappings are missing, the diagonal of the
confusion matrix needs to be filled in before the
feature extraction.

In our experiment, we fill the diagonal cells in
the confusion matrices with the sum of the error
counts in the corresponding column, which results
in a 50% error rate for each input phoneme. The
50% error rate provides information of phoneme
identity to address the issue described above, while
also maintains the contrasts between phonemes.

Table 5 shows the preprocessed data after each
step, from the artificial example in Table 1.

3 Experiment

We apply Algorithm 1 to a perceptual confusion
matrix from Miller and Nicely (1955), as well as
to a collection of speech error data from Fromkin
(1971). We evaluate how well the resulting features
can be used to define natural classes in English.
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A B C D A B C D
A10 8 2 0 A1l 9 3 1
B8 10 0 2 B9 11 1 3
cf2 0 1008 C3 1 11 9
Do 2 8 10 D1 3 9 11

(a) original data (b) add-one smoothing

A B C D A B C D
Al 11 07 02 01 A1 07 02 0.1
B| 0.7 11 0.1 02 Bj| 0.7 1 0.1 0.2
C/02 0.1 11 07 C/02 01 1 0.7
Dj 0.1 02 0.7 11 D 0.1 02 0.7 1
(c) normalizing error rates (d) filling diagonals

Table 5: Confusion matrices showing the outcome after
each step of preprocessing from the example data.

3.1 Data: Perception errors

We analyzed perception errors from Table III
(shown in Table 8 in the Appendix) of Miller and
Nicely (1955), which summarizes the result from
a syllable identification experiment. In the exper-
iment, the stimuli are [Ca] with 16 English con-
sonants as the onset. The acoustic stimuli under-
went frequency modulation, and noise was added
to the stimuli. The data from the condition with the
widest-band noise (200-6500 Hz) was chosen in the
current study. This choice was made to avoid poten-
tial biases due to the exclusion of frequency ranges
of greater importance for a subset of features. The
condition with a relatively low S/N ratio of —12
dB was chosen so that weakly similar phonemes
could still be confused with each other, potentially
revealing more information about features that are
usually well preserved during transmission.

3.2 Data: Production errors

Speech error data were collected from the Fromkin
Speech Error Database web interface.! The
database contains spontaneous speech errors from
natural speech. The search query included “En-
glish” as the “target language,” “phonological” as
the “error type,” “substitution” as the “process pro-
cedure,” and “all” in other fields. The entries that
also had “addition” or “exchange” as the “process
procedure” in any analysis were excluded. Then,
entries were manually removed if they involved the
following: (1) a change in the number of segments
in the same syllable component (e.g., “small” —

'nttps://www.mpi.nl/dompi/sedb/sperco_
form4.pl



“fall”; [31] was considered a single segment); (2)
changes of multiple syllable components (e.g. “de-
tectors” —“locators”); (3) blending of two words
(e.g., “jumped”/ “leapt” —[dzipt] “jeapt”); (4)
mispronunciation due to orthography (e.g., [sam]
“psalm” —[pam] “palm”). Only phonemes that
were present in both production and perception data
were kept in the analysis, namely, the sixteen conso-
nants [ptkbdgfv0dsz[3mn]. This resulted
in 455 production errors summarized in Table 9.

3.3 Evaluation

To evaluate how well the extracted features cor-
respond to the features that are actually used in
the English language, we examine the the feature
sets’ capacities in defining natural classes, which
are the groups of phonemes that pattern together in
phonological alternations.

English rule-based sound patterns from P-Base
(Mielke, 2008) were used to extract natural classes
in English phonology. The English patterns in
P-Base were produced with reference to Jensen
(1993); McMahon (2002). The search resulted in
9 rule-based natural classes (found as the left envi-
ronment, the right environment, the target, or the
output of the rule). Some natural classes contain
phonemes that are not included in the 16 conso-
nants for feature extraction in this study—in these
cases, the extra phonemes were removed. The pat-
terns yielded 9 unique natural classes.

The evaluation of a discovered feature set was
based on that feature set’s minimal feature defi-
nition for the set of phonemes that is the closest
to attested natural class in terms of the number of
different phonemes, where the feature definition is
formed by a single feature value or by the conjunc-
tion of multiple feature values.

We also tested how well a reference set of dis-
tinctive features could define the natural classes
to compare with extracted feature sets. We use
a set of seven phonological features from the
Sound Pattern of English (SPE; Chomsky and Halle
(1968)). We take these features to be reasonably
well adapted to capturing English phonological
classes, and thus a useful point of contact with
English phonology. The SPE features included
are [nasal] ([nas]), [voice] ([voi]), [continuant]
([cont]), [strident] ([strid]), [coronal] ([cor]), [ante-
rior] ([ant]), and [distributed].?

2Since [distributed] is underspecified for velars, in the class

definition test, velars are considered as [-distributed] to make
the [distributed] feature comparable to other features.
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3.4 Results

Here we present the extracted results and compare
the extracted features with traditional phonolog-
ical features. The goal of this section is to as-
sess whether the discovered features are mean-
ingful beyond describing the errors in percep-
tion/production.

3.4.1 Perception

A

- +
[ptkfOs/[] [bdgvdzzmn]
/\ /\
- + - +
[ptk] [fO6s)] [mn] [bdgvozs]
N SN AN T
-+ - + -+ - +
[p] [tk] [£6] [s[] [m][n] [bvd] [dgz3]
VANVANEIVAN N SN
-+ -+ -+ - + -+
(K] Tt [ET(01 (/1 [s] [b] [vd] [dg3][z]
/NN
-+ + +
[0][v] [g 3] [d]
/N
-+
[9]13]
1: voi [ptkfOs[ | bdgvzdzmn]
2:nascont [ptkmn | bdgfOs[vzd3]
3: py [pbfOvom | tkdgs[z3n]
4:contpl, [pkbdgf[fzm | t6svzon]
5 [pkg0szdzm | tbdf[vn]
6 [pkbdgfbsvn | tf[fzd3m]

Figure 1: The binary feature set extracted from the
perception data, presented as a tree (above) and as lists
of phonemes split by the “| ” symbol (below). For the
sake of visual presentation, we leave nodes that do not
branch off of the tree, but it should be noted that the
features are fully specified: all phonemes have some
value for every feature.

As shown in figure 1, the first extracted per-
ception feature accurately differentiates the voiced
phonemes from the voiceless phonemes. The sec-
ond perception feature divides the two sub-clusters
created by the first feature based on two differ-
ent properties. Among voiceless sounds, it divides
fricatives from plosives. Meanwhile, among voiced
sounds, it creates a division based on nasality. We
remark that, unlike the hierarchical clustering meth-
ods alluded to in the introduction, which perform
a myopic subdivision of each cluster—ignoring



all of the phonemes outside it—the algorithm we
employ here only ever discovers features that are
specified for every phoneme in the inventory. It is
therefore curious that, in this example, we see an
apparently myopic behaviour, whereby the second
discovered feature picks out a (physically) different
phonetic property depending on the value of the
first discovered feature. In addition to the fact that
the perception data may capture patterns that would
not be obvious from an objective phonetic point of
view, it should be underscored that, while the algo-
rithm’s use of fully-specified features means that it
can capture commonalities that cross-cut the whole
inventory, nothing requires that these commonal-
ities be the decisive factor in selecting a feature.
In this case, it is difficult to determine whether the
attribution of a common feature value to nasals and
voiceless plosives is perceptually meaningful or
whether it is merely an artefact of the algorithm’s
need to construct fully-specified features.

The third feature groups the labial and interden-
tal consonants against the consonants that are fur-
ther back. We will explore this “[front]” feature fur-
ther below. The rest of the extracted features com-
plete the other divisions needed to distinguish all
phonemes, but do not clearly correspond to phono-
logical properties.

3.4.2 Production

As shown in figure 2, the first production feature
corresponds to nasality. In the non-nasal subset
that the first feature induces, the second feature
mostly corresponds to the [cont] feature, with the
exception that the labiodental fricatives [f v] are
grouped with the stops. This pattern might suggest
an intermediate status for English labiodental con-
sonants between fricatives and stops. Just like in
the perception-based features, the behaviour of the
second feature is different for the nasal versus the
non-nasal subset: it divides the two nasals by place
of articulation.

The third feature also picks out phonetically dif-
ferent classes depending on the featurally-defined
subset. Among the stops, it separates labial sounds
from coronal and velar sounds. Among the frica-
tives, however, it separates [0 3] from the rest. The
fourth feature corresponds to [voice] with the ex-
ception of [3m], which are both grouped with
voiceless segments. The fifth feature mostly con-
trasts coronal against non-coronal sounds; in the
clusters where there are only labial sounds, it sepa-
rates the sounds based on continuancy. The last fea-
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(1]
1: nas [ptkbdgfOs[vzdz | mn]
2: cont [ptkbdgfvm | 6s[z0d3n]
3:plivoi [pbfOsfvzm | tkdgd3n]
4: voi [ptkfOsf3zm | bdgvzdn]
S:plycont [pkbg6dm | tdfs[vz3zn]
6 [pkbg[z3zm | tdfOsvdn]

Figure 2: The binary feature set extracted from the
speech error data, presented as a tree (above) and as
lists of phonemes split by the “| ” symbol (below). For
the sake of visual presentation, we leave nodes that do
not branch off of the tree, but it should be noted that
the features are fully specified: all phonemes have some
value for every feature.

ture provides the last remaining contrast between

[J s].

3.4.3 Defining natural classes

The performance in defining natural classes is sum-
marized in Table 6. Recall that, for each natural
class in the list of English natural classes, we seek
to find the conjunction of features that gives the
most similar set of phonemes.

The first column indicates how many of the nat-
ural classes allow an exact match. We see that
the SPE feature set is the most capable in defining
natural classes, followed by the production feature
set, while the perception feature set performs the
worst. There is one of the natural classes [p t k f 0]
that the SPE feature set cannot define. This class
includes all voiceless obstruents except for [s [].
In fact, this class, which appears in P-Base, is ap-
parently the result of an overly surface-oriented
characterization of an English phonological pat-



Features Classes success- Mean minimal
fully captured feature number
for matches
production 6 2.5
perception 4 2.8
SPE 8 2

Table 6: Defining natural classes (n=9) in English rule-
based patterns with different feature sets by feature con-
junction.

tern: it is that set of consonants for which, if they
are at the end of a noun, a plural suffix would be
realized as [s] (rather than [z] or [oz]). This alter-
nation in the plural suffix is usually described with
two phonological rules (devoicing and epenthesis),
rather than with reference to this superficial class.
The two classes required in the underlying rules
are voiceless consonants and sibilants, which can
both be defined by the SPE features. The perfor-
mance is better when this class is excluded—and
we note that none of the discovered feature sets can
characterize it either. The second column shows
the average number of features required to define
the exact-matched natural classes. Again, the SPE
feature set does best, followed by the production
and then the perception features.

Here we discuss the definitions of two example
classes. The first class is the interdental consonants
[0 8]. This class showcases that the same group of
consonants may be captured differently by three
feature sets. SPE defines it with [+continuant,-
strident]. The perception feature set defines it
with [+2,-3,-4] (42 is [bdgfOs[vz0d3], -3 is
[pbfOvom], -4is [pkg0szd3m]). The pro-
duction feature set defines it with two features [+2,-
5](+2is[0s[z0d3n];-5is [pkbgH 0o m]). Note
that neither of the two extracted feature sets utilizes
features that only target fricatives like the SPE fea-
ture [strident].

The second class, alveolar obstruents [td s z],
shows the limit of the extracted feature sets. It can
be defined by the SPE features [+coronal -nasal
-distributed]. But both production and perception
feature sets failed to accurately define this class:
the closest sets defined by the two feature sets are
[tdfs[vz3z]and[tkdgs[z3n], respectively.

4 Discussion

4.1 Algorithm

As discussed above, the algorithm may “meld” fea-
tures across sub-inventories: for example, the sec-
ond feature discovered from the production data di-
vides obstruents by continuancy, but divides nasals
by place. The nature of the redundancy term con-
tributes to this problem. An alternative feature en-
coding only continuancy would not split the nasals
at all. As this would lead to greater similarity to
the previous feature (which also groups the nasals
together), this is dispreferred by the redundancy
term. One potential future direction for automatic
feature extraction method is to develop a criterion
for assigning the weight of the redundancy term so
that this tendency could be controlled.

4.2 Data sets

In the production data set, errors were collected
by multiple linguists in daily conversations. This
might introduce biases. First, the phonemes are
not equally distributed in natural speech. This
contributes to the lack of errors related to the
phonemes [0 3]. Second, because the speech error
data is based on researchers’ perception of speech,
it is inherently influenced by the biases in per-
ception (Alderete and Davies, 2019; Pouplier and
Goldstein, 2005), for examples, researchers might
have different criteria for correct pronunciation and
might miss some errors that are more difficult to
hear. The Fromkin Speech Error Database is the
most suitable publicly available English production
data for feature extraction at the time of this study.
However, researchers have started collecting new
data sets with more systematic approaches to ad-
dress these issues, for example, the Simon Fraser
University Speech Error Database Cantonese 1.0
(Alderete, 2023). Applying our feature extraction
algorithm to these new data sets could potentially
reveal more accurate featural information in pro-
duction.

In the perception data set, the errors were col-
lected from the identification of noise-masked syl-
lable audio. The design of the noise could impact
different features unequally, which also might in-
troduce biases in feature extraction.

Together, these observations point to a deeper
question: if the goal of inferring features from data
is to arrive at a single, common representation, how
might multiple, sometimes contradictory, types of
data be productively combined into a single analy-
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sis? The commonalities between the two learned
feature sets above are promising—the presence of
features encoding nasality, voicing, and continu-
ancy in both—but also highlight important differ-
ences: voicing is more prominent in the perception
data, while nasality is more prominent in the pro-
duction data. These kinds of inconsistencies may
pose challenges for combining data sets.

4.3 Insights into English consonant features

As discussed above, the English labiodental con-
sonants behave similarly to plosives in production
error data, and, as a result, share a feature in the
analysis. The consequences of such a move for
the analysis of English are not immediately ob-
vious, but the idea that these phonemes have an
intermediate continuancy status has not previously
be considered to our knowledge.

Second, considering the extracted features from
both production and perception errors, a set of two
potential place features are suggested in Table 7.

[+front] [—front]
[+peripheral] | [bp (fv)m] [kg[3]
[—peripheral] | [(fv) 6 0] [tdszn]

Table 7: A possible four-way place distinction for 16
English phonemes. [fv] may be specified as either
[+peripheral] or [—peripheral].

The suggested [front] feature is supported by the
third perception feature and the resembling third
production feature. This [front] feature is similar to
the [anterior] SPE feature, the difference between
the two being the membership of the alveolar con-
sonants.

The [peripheral] feature in this system is based
on the fifth production feature and a similar feature
that is the fourth perception feature. It is similar to
the Peripheral constituent proposed by Rice (1994).
The difference is that Rice’s Peripheral constituent
only encompasses the features Labial and Dorsal,
while the feature [peripheral] here also includes the
fricatives [[ 3]. Besides the similarity with Periph-
eral, if the labiodental fricatives [f v] are analyzed
as [+peripheral], then the [—peripheral] feature
would also be the same as the [dental] feature of
SPE (Chomsky and Halle, 1968).

5 Summary of contributions

The current study is the first-ever attempt to ex-
tract cross-classifying features, as opposed to mere
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classes, from phoneme confusion data in percep-
tion and production. The extracted feature sets
from two modalities differ, but both show links
to phonological properties. Familiar features such
as voicing, nasality, and continuancy are seen in
both extracted feature sets. The extracted feature
sets also showed interesting deviations from com-
monly used phonological features, including the
different features based on the frontness and pe-
ripherality of consonants. These alternative ex-
tracted features are also useful in defining natural
classes, with the production features having a better
performance, showing more connection between
phonology and production errors than the connec-
tion between phonology and perception errors.

6 Data availability

Code and data is available at
https://github.com/zhanaofu/

speech—-feature-extraction.
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Phoneme in audio
p t k f 06 s b d g v 0 z 3 m n
p | 80 43 64 17 14 6 2 1 1 1 1 2
t |71 84 55 5 9 3 8 1 1 2 2 3
k | 66 76 107 12 8 9 4 1 1
f |18 12 175 48 11 1 7 2 1 2
6 |19 17 16 104 64 32 7 5 4 6 5
o S |8 5 4 23 39 107 45 4 2 3 1 1 3 2 1
§ 11 6 3 4 6 29 195 3 1
S
S b |1 5 4 4 136 10 9 47 16 6 1 5 4
2 d 8 5 80 45 1120 20 26 1
'g g 2 3 63 66 3 19 37 56 3
o
\ 2 2 48 5 5 145 45 12 4
0 31 6 17 8 58 21 5 6 4
z 1 1 1 7 20 27 16 28 94 44 1
3 1 26 18 3 8 45 129 2
m | 1 4 1 3 177 46
n 4 1 5 2 7 1 6 47 163
Table 8: Perception errors from Table III in Miller and Nicely (1955).
Intended phoneme
p t k b d ¢ f 06 s v 0 z 3 m n
p 12 15 8 1 12 7 4 1
t |8 7 3 1 3 6 3 1
k |15 8 4 5 4 3 5 1 1
b 3 3 6 3 7 10
d|1 6 3 4 3 5 1 1 1 5
) 8 5 5 1
§ 9
s f |15 4 2 5 1 4 8 10 2
g 0|1 3 4
o s |1 4 1 3 7 3 2
é | 2 1 1 1 1 31 1 2
g
~ oy 2 3 8§ 1 1 5
0 1 1 1
zZ 4 2 1
3 1 1
m |9 6 1 4 1 1 9
n 9 3 1 15

Table 9: Single-phoneme substitution production errors extracted from the Fromkin Speech Error Database.
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Table 10: SPE features (Chomsky and Halle, 1968)
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Filtering input for learning constrained grammatical variability:
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Abstract

Children learn basic word order from data in
which both subjects and objects can appear in
variable positions. Spanish learners acquire a
word order that deterministically places objects
after verbs, and allows variation only in subject
position. We present a model for acquiring this
type of constrained variability from messy data.
Our model expects that (1) its data contain a
mixture of signal and noise for canonical word
order, and (2) subjects control agreement on
verbs. We find that this model can learn to fil-
ter noise from its data to identify the canonical
word order for Spanish while a model that does
not track subject-verb agreement cannot. These
results suggest that having expectations about
the types of regularities that the data will con-
tain can help learners identify variability that is
constrained along certain dimensions.

1 Introduction

Children acquire the canonical word order of their
language at young ages, from input that contains
a mixture of canonical and non-canonical word
orders whose structure they cannot yet represent
(Hirsh-Pasek and Golinkoff, 1996; Perkins and
Lidz, 2021, 2020). Non-canonical sentences like
wh-questions introduce perceived variability into
learners’ data, which they must abstract away from
in order to identify basic subject and object posi-
tion. However, some types of variability are part of
the core grammatical phenomenon to be acquired.
In Spanish, full lexical objects canonically must
occur after verbs, but subject position is not fully
deterministic: subjects can occur both pre- and
post-verbally in basic clauses (1-2) (Lozano, 2006;
Dominguez and Arche, 2008; De Prada Pérez and
Pascual y Cabo, 2012). Learners must identify that
this variability is a property of the language’s ba-
sic clause syntax, whereas other variability is due
to subject or object displacement in non-canonical
sentence types (3). How do learners identify that
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basic subject position varies, but object position
is fixed, if both argument positions appear to be
variable in their data?

(1) Mariela tiré la pelota. (basic SVO)
Mariela throw-PAST-SG the-SG ball-SG
‘Mariela threw the ball.’

) Entré Mariela. (basic VS)
Enter-PAST-SG Mariela
‘Mariela entered.’

3) ¢ Cudl pelota tiré Mariela? (wh-Q, OVS)
Which-SG ball-SG throw-PAST-SG Mariela
Which ball did Mariela throw?

On one proposal, learners might avoid being mis-
led by messy data by assuming that some portion
of their data is “noise,” introduced by grammat-
ical processes they cannot yet account for. Suc-
cessful learning arises when learners are able to
infer which portion of their data to treat as noise,
and which portion to treat as signal for the rules
governing the phenomenon they are trying to ac-
quire (Perkins and Hunter, 2023; Perkins et al.,
2022; Schneider et al., 2020). This can be seen
as a mechanism for “regularization” in learning
(Hudson Kam and Newport, 2005, 2009; Culbert-
son et al., 2013) whereby learners acquire a sys-
tem that allows less variability than the data that
they are learning from. But the case of Spanish
word order poses a challenge for this approach.
Here, learners must abstract away from certain
types of variability— for instance, the noise in-
troduced by non-canonical sentence types— while
treating other types of variability as informative
about the phenomenon to be acquired. That is,
learners must identify that they should “regularize”
along only certain dimensions.

We propose that learners might solve this prob-
lem by using knowledge about the specific types
of regularities that grammars tend to exhibit. In
the case of word order acquisition, learners might
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expect that subjects and objects will enter into dif-
ferent sorts of grammatical dependencies— for in-
stance, that subjects tend to control agreement on
verbs. We present a learner that looks for evidence
of subject-verb agreement in its data, and uses this
information to infer which portion of its data to
treat as signal for underlying basic word order. We
show that this learner is able to identify constrained
variation in Spanish word order. We also show
that our learner performs substantially better than a
learner that does not track subject-verb agreement.
This suggests that for certain types of grammat-
ical generalizations, successful learning requires
knowledge of the sorts of dependencies that gram-
mars make available, along with mechanisms for
detecting relevant evidence in noisy data.

2 Acquiring word order in Spanish

Cross-linguistically, children learn basic word or-
der in infancy (Perkins and Lidz, 2020; Hirsh-Pasek
and Golinkoff, 1996; Franck et al., 2013; Gavarré
et al., 2015; Zhu et al., 2022). They do so at ages
even before they have adult-like representations for
non-canonical clause types where this basic word
order is distorted. For instance, infants learning
English identify that their language is canonically
SVO even before they can identify that arguments
have been moved in wh-questions (Hirsh-Pasek and
Golinkoff, 1996; Perkins and Lidz, 2021). This sug-
gests that learners have a way to implicitly “filter”
the messiness introduced by non-canonical clause
types when learning basic clause syntax (Pinker,
1984; Gleitman, 1990; Lidz and Gleitman, 2004).
On one proposal, learners might infer how to
separate “signal” for the grammatical phenomenon
being acquired from “noise” introduced by various
other processes (Perkins et al., 2022; Perkins and
Hunter, 2023). This inference is possible even if
learners do not know ahead of time which of the
utterances they hear should be treated as noise—for
instance, because they have not yet learned what
basic vs. non-basic clauses look like. Perkins and
Hunter (2023) show that a learner can use the distri-
butions of imperfectly-identified noun phrases and
verbs in child-directed speech to determine which
data to treat as signal for basic word order, without
prior expectations about where noise will occur.
Their model successfully filtered its noisy input in
order to infer that French and English have canon-
ical SVO word order. A similar mechanism has
been applied to model the successful acquisition of
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verb transitivity classes (Perkins et al., 2022).

Here, we ask whether this same type of filtering
mechanism can succeed in cases of more variable
word order. In Spanish, full lexical objects are
obligatorily postverbal, but subjects can occur both
before and after the verb in basic clauses.! But a
variety of constructions obscure evidence for these
basic word orders. For instance, wh-dependencies
and topic and focus constructions introduce fre-
quent argument displacement. Furthermore, Span-
ish has frequent null subjects, which cause a unique
ambiguity for learning basic word order. For a child
at early stages of syntactic development, sentences
like (4) and (5) may be structurally ambiguous. If
the child does not know the meaning of these words
and whether null subjects are present, it is unclear
whether the noun phrase after the verb is the subject
or the object.

@) Traen los regalos.
pro bring-PL the-PL gift-PL
‘(They) bring the gifts.’

&) Llegan los profesores.
arrive-PL the-PL teacher-PL
‘The teachers arrive.’

On the basis of ambiguous data like (4) and (5), we
can imagine at least two erroneous conclusions that
the learner may reach. On the one hand, the learner
might conclude that both of these sentences are
transitive with null subjects, making the postverbal
noun phrases both objects. This would mean that
the learner is missing relevant evidence for postver-
bal subjects in the language. On the other hand, the
learner might decide that both of these sentences
are intransitive, and the postverbal noun phrases
are both subjects. This would mean that the learner
is missing relevant evidence for postverbal objects
in the language. If this type of data is prevalent, the
learner may need additional information to draw
the correct conclusion that the language has both
postverbal subjects and postverbal objects.

One possible source of information that could
help children reach the correct conclusion is
subject-verb agreement. Because objects do not
agree with verbs while subjects do, postverbal nom-
inals do not always match verbs in number (6). This

'In basic clauses with broad focus, postverbal subjects
typically occur in intransitive clauses with unaccusative rather
than unergative verbs (De Prada Pérez and Pascual y Cabo,
2012). There is also debate regarding the canonical clausal po-
sition of subjects in Spanish (Villa-Garcia, 2012). We abstract
away from these issues in the current discussion.



agreement asymmetry reflects a cross-linguistic
tendency: in languages where verbs agree with
an argument, that argument is typically a subject
(Moravcsik, 1974, 1978; Gilligan, 1987).2

(6) Trae los regalos.
pro bring-SG the-PL gift-PL
(He) brings the gifts.

If children expect subjects to control agreement
on verbs, and can find evidence for these agree-
ment dependencies in their data, then number mis-
matches like the one in (6) could help them identify
the postverbal noun phrase as an object and not a
subject. Furthermore, a proliferation of postver-
bal noun phrases that agree with verbs could pro-
vide evidence for postverbal subjects, particularly
if these occur at a rate higher than would be ex-
pected if they were all objects.

In languages that morphologically mark subject-
verb agreement, there is evidence that in-
fants can track these patterns from very young
ages (Nazzi et al.,, 2011), along with other
types of morphologically-marked dependencies
(Van Heugten and Shi, 2010; Soderstrom et al.,
2007; Hohle et al., 2006; Santelmann and Jusczyk,
1998). It is not clear how abstractly children rep-
resent these types of dependencies at young ages
(Culbertson et al., 2016), but these sensitivities
make it plausible that they might use them in the
process of word order acquisition, particularly in a
language like Spanish that has rich and transparent
agreement morphology.

Can a filtering mechanism of the sort proposed
in previous literature successfully acquire the con-
strained variability in Spanish word order, given
the range of noise in the data that children will
encounter? We present a model that learns from
strings of imperfectly-represented noun phrases
and verbs. It learns to filter noise from its data in
order to identify canonical word order, using evi-
dence for subject-verb number agreement but no
further cues to sentence structure. We find that the
learner is able to successfully identify that Spanish
has postverbal objects and variation in subject posi-
tion. Moreover, this learner performs substantially
better than a learner that relies on the distributions

2Some languages mark object as well as subject agreement,
while others do not mark subject verb agreement. Two rel-
evant questions for future work are (i) how a learner would
identify multiple agreement dependencies in languages with
more complex agreement systems and (ii) how a learner would
fare in a language with fewer agreement dependencies.
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of noun phrases and verbs alone, without expect-
ing subjects and verbs to agree. Thus, solving this
problem may require not only the ability to learn
in a noise-tolerant way from distributions in data,
but also expectations about the types of agreement
dependencies that clause arguments enter into.

3 Model

We adapt a Bayesian learner from Perkins and
Hunter (2023). The model observes strings of
noun phrases and verbs tagged for number fea-
tures. The model assumes that its observed strings
have been generated by some mixture of canonical
and non-canonical grammatical processes. Specifi-
cally, the learner chooses among discrete compos-
ite probabilistic context-free grammars (PCFGs)
that contain different sets of “core” rules governing
canonical word order (e.g., SVO, SOV, etc.), and a
shared set of “noise” rules that introduce additional
variability into the data. We compare two models
whose hypothesis spaces contain different sets of
composite PCFGs, one that expects subject-verb
number agreement (‘Agreement Model’) and one
that does not (‘No-Agreement Model’). The model
seeks to divide its data into signal and noise in or-
der to identify which combination of core and noise
rules best explains the distributions it observes.

3.1 Generative Model

The grammars in the Agreement Model generate
strings with exactly one verb, either singular or
plural (v-sg or v-pl), and up to two noun phrases,
either singular or plural (np-sg or np-pl). Two of
the grammars in the Agreement Model’s hypothesis
space are shown in Table 1: one whose canonical
word order is SVO, and one whose canonical word
order requires objects to occur after verbs but al-
lows subjects to vary in their position (‘VO’, the
target word order of Spanish). In these grammars,
NP-pl is deterministically rewritten as np-pl, NP-
sg as Np-sg, V-pl as v-pl, and V-sg as v-sg; these
are not shown for purposes of space.

These grammars enforce subject-verb argree-
ment in their core rules by requiring, for S expan-
sions, that only an NP-pl occurs with a VP-pl and
only an NP-sg occurs with a VP-sg. However, for
VP expansions, both NP-pl and NP-sg are allowed
to occur with a V-sg or V-pl, so verbs are not re-
quired to agree with direct objects in number.

The learner chooses among nine possible gram-
mars of this sort, whose core rules correspond to



SVO Core Rules

VO Core Rules

Shared Noise Rules

S — NP-pl VP-pl
S — NP-sg VP-sg

VP-pl — V-pl NP-pl
VP-pl — V-pl NP-sg
VP-pl — V-pl

VP-sg — V-sg NP-pl
VP-sg — V-sg NP-sg

S — NP-pl VP-pl
S — NP-sg VP-sg
S — VP-pl NP-pl
S — VP-sg NP-sg

VP-pl — V-pl NP-pl
VP-pl — V-pl NP-sg
VP-pl — V-pl

VP-sg — V-sg NP-pl
VP-sg — V-sg NP-sg

S --» NP-pl VP-pl
S --» NP-sg VP-sg
S --» VP-pl NP-pl
S --» VP-sg NP-sg

VP-pl --» V-pl NP-pl
VP-pl --» V-pl NP-sg
VP-pl --» V-pl

VP-sg --» V-sg NP-pl
VP-sg --» V-sg NP-sg

S --» VP-pl
S --+ VP-sg

VP-pl --» NP-pl V-pl
VP-pl --» NP-sg V-pl

VP-sg --» NP-pl V-sg
VP-sg --» NP-sg V-sg

VP-sg — V-sg VP-sg — V-sg

VP-sg --» V-sg

Table 1: SVO and VO grammars, Agreement Model

nine distinct word order options. We model the
learning process as a choice among these nine dis-
crete grammars; see Perkins and Hunter (2023)
for discussion of the role of discreteness in the
learner’s hypothesis space in this type of model.
These grammars include the four most restricted
word orders, where subjects deterministically occur
either before or after the verb phrase and objects
before or after the verb: SVO, SOV, OVS, and VOS
(the four options arising from a 2x2 choice of sub-
ject and object position). The hypothesis space also
includes a ‘Free’ word order that allows any order-
ing of subjects and objects, and four word orders
that allow some degree of variation: two that fix
object position as either OV or VO and allow sub-
jects on either side of the verb phrase; and two that
fix subject position as either SV or VS and allow
objects on either side of the verb. Note that each of
these last four grammars essentially combine two
of the more restricted grammars. In particular, the
VO grammar (the target word order for Spanish) is
the union of the VOS and SVO grammars. See the
Appendix for full details.

In addition to the core rules that generate canon-
ical word order, each grammar has a set of noise
rules (represented by dashed arrows in Table 1)
that manipulate the same set of terminal and non-
terminal symbols as the core rules, but allow for all
possible permutations and deletions of clause argu-
ments. Each of the nine grammars in the learner’s
hypothesis space has the same set of noise rules.
This allows all of the grammars to generate any of
the strings in the dataset. For example, the SVO
grammar can generate the string v-pl np-sg np-pl
via the trees in Fig. 1. In the first tree, two noise
rules are used: the noisy S expansion places the
subject after the VP, and the noisy VP expansion
places the object after the verb. Notice that it is also
possible for a tree to be generated by a mixture of

S S
VP-pl  NP-pl VPpl  NP-pl
Pty P
V-pl NP-sg V-pl NP-sg

Figure 1: Two possible analyses of v-pl np-sg np-pl
(suppressing NP-sg — np-sg, NP-pl — np-pl and
V-pl — v-pl rewrites) where solid lines indicate core
rules and dashed lines indicate noise rules

core and noise rules, as in the second tree: here, the
S expansion is noisy, but the VP can be expanded
according to the core rules of the SVO grammar.

The core rules of these grammars do not contain
the rules S — VP-sg and S — VP-pl, meaning
that the learner expects canonical clauses to have
subjects. These expansions of S only occur in the
noise rules; subject-drop is assumed to be a process
that introduces noise for basic word order learning.

The No-Agreement Model is just like the Agree-
ment Model, except that the grammars in its hy-
pothesis space do not encode subject-verb num-
ber agreement. These grammars generate strings
that contain exactly one Vv and up to two nps, not
marked for number. The SVO grammar and the
VO grammar are shown in Table 2. In these gram-
mars, NP is deterministically rewritten as np and V
is deterministically rewritten as V; these are again
omitted for the sake of space.

The No-Agreement Model has the same nine
word order options as the Agreement Model in its
hypothesis space: the four most deterministic word
orders, four that allow variability in either subject
or object position, and one that allows both sub-
ject and object position to vary. Each of these nine
grammars again shares the same set of noise rules,
which allow any word ordering as well as argument
deletion. Just as in the Agreement Model, subject-
less clauses are only allowed via the grammars’
noise rules.
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SVO Core Rules VO Core Rules | Shared Noise Rules
S — NP VP S — NP VP S --» NP VP
S — VP NP S --» VP NP
S--s VP
VP — V NP VP — V NP VP --s VNP
VP -V VP -V VP --»V
VP --s NPV

Table 2: SVO and VO grammars, No-Agreement Model

For both models, the prior distribution over the
nine grammars G in the learner’s hypothesis space
is uniform, meaning each of the nine grammars
has the same prior probability. This means that
none of the canonical word orders is preferred a
priori. Each of the allowable core and noise rules
in these grammars has some probability associated
with it. To work with these rule probabilities, we
recast the composite grammars illustrated in Tables
1 and 2 into standard PCFGs, following Perkins
and Hunter (2023). For every nonterminal N in
these grammars, we add additional nonterminals
NT and N~. The expansions for N* and N~
are determined by the grammar’s core and noise
rules, respectively. We also add the rules N —
NT and N — N, whose weights represent the
probabilities for using a core vs. noise expansion
of N. Let gnc be the vector of probabilities for
expanding a nonterminal n in the resulting standard
PCFG for G. The prior distribution over 9_;%, isa
Dirichlet distribution with parameters o,.. We
set all components of « in these distributions to 1,
which results in a uniform distribution over the rule
probabilities. This means that all core expansions
of a given nonterminal are equally likely a priori,
as are all noise expansions.

Each grammar conditions a distribution over
trees and strings. Just as for any standard PCFG,
the probability of generating a string via a partic-
ular tree under grammar G is the product of the
rule probabilities 5@ used in that tree. To calculate
the overall probability of a string under grammar
G, we sum over the probabilities of all of the ways
that it could be generated.

3.2 Inference

Our model infers the posterior probability distri-
bution over its grammars GG and an approximation
of trees £ given its observed strings . Following

3This formalization bears resemblance to a latent variable
PCFG (Cohen, 2017), in which the choice between noise (—)
vs. non-noise (+) at each nonterminal node could be recast as
a choice of a particular latent state. We thank an anonymous
reviewer for pointing this out.
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Agreement No Agreement
0.38 v-sg 0.5v

0.18 v-sg np-sg 0.25 v np

0.14 v-pl 0.12npv

0.08 np-sg v-sg 0.06 np v np
0.04 np-sg v-sg np-sg  0.05 v np np
0.04 v-pl np-sg 0.02npnpv
0.03 v-sg np-sg np-sg

0.02 v-pl np-pl

0.02 np-sg v-pl

Table 3: Proportions of most frequent string types

Perkins and Hunter (2023), instead of inferring a
distribution over ¢ directly, we sample approxima-
tions of trees, which we call ‘coarse structures’,
5. These coarse structures abstract away from the
core vs. noise distinctions in the trees. For ex-
ample, both trees in Fig. 1 would share the same
coarse structure: the same tree without a distinction
between dashed and solid lines. Abstracting away
from this distinction means that all grammars in
the learner’s hypothesis space can generate every
coarse structure, using either noise rules, or core
rules, or some combination. This allows for feasi-
ble sampling of grammars given a sample of coarse
structures.

We use Gibbs Sampling to estimate the joint
posterior probability of grammars and coarse struc-
tures, P(G, §' | o), summing over all combinations
of core and noise options in §'and integrating over 9.
The steps of sampling work as follows. First, G is
randomly initialized to one of the nine grammars in
the hypothesis space. Then, we alternate between
drawing samples from the posterior probability of
a grammar given a set of coarse structures for the
observed strings, P(G | ), 5), and the posterior
probability of coarse structures given a grammar
and the observed strings, P(§'| o, G).

Via Bayes’ Rule, the posterior probability of a
grammar given coarse structures and strings, P(G |
W, §), is proportional to the likelihood of the strings
and coarse structures given the grammar, times the
prior probability of that grammar:

(1) P(G|@,5) =

P(5,% | G)P(G)
2P0 G)P(GE)

We assume that all grammars have equal prior
probability, and calculate the likelihood P(3,w |
G) following Perkins and Hunter (2023). After
sampling a new grammar from the posterior distri-
bution in Eq. (1), we sample a new set of coarse
structures from P(§ | &, G) using a Hastings pro-



posal, following a method introduced in Johnson
et al. (2007). These steps are repeated until the
chain converges to a stable distribution which es-
timates the joint posterior P(G, § | w). We refer
the reader to Perkins and Hunter (2023) for more
details of the sampling procedure.

For the results reported below, 20,000 iterations
of Gibbs Sampling were performed. Every tenth
sample of the last 10,000 iterations was analyzed.

4 Simulations

4.1 Data

We tested our learners on datasets of child-directed
Spanish created from the Fernandez/Aguado cor-
pus in CHILDES (Fernandez Vazquez and Ger-
ardo Aguado). The corpus includes a total of
45,610 utterances directed to 47 different children
between the ages of approximately 3;0 and 4;0.
This corpus was chosen because of its large size
and the large number of children included, allow-
ing for more reliable estimates of the distributions
that any given child might hear.

The dataset for the Agreement Model consisted
of strings of noun phrases and verbs annotated
with number features. We conducted an automatic
search of the corpus, using a heuristic that aimed
to approximate the immature grammatical category
knowledge of an infant learning basic word or-
der. Because young infants can differentiate nouns
from verbs using determiners, auxiliaries, and pro-
nouns (Babineau and Christophe, 2022; Shi and
Melancon, 2010; Hicks et al., 2007) we noisily
identified noun phrases and verbs in the corpus us-
ing these functional cues. All full pronouns were
included as np’s, with their number determined by
the form of the pronoun. Any word occurring after
a determiner was counted as the head of an np,
and its number was determined based on the inflec-
tion of the determiner. Any word occurring after
an auxiliary was counted as a v, and its number
was determined by the inflection on the auxiliary.
Proper names were counted as np-sg’s. Wh-words
and clitics were not counted as Np’s, because there
is no evidence that children identify these as nomi-
nals before learning basic word order (Perkins and
Lidz, 2021; Brusini et al., 2017).

After these strings were extracted, only strings
with exactly one verb and up to two noun phrases
where at least one noun phrase matched the verb
in number were retained. From this subset of the
corpus, we calculated the proportion of each string
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type, and sampled 25 strings according to these
proportions. This resulted in 9 string types included
in the dataset for the Agreement learner (see Table
3). This dataset is substantially noisy: nearly 60%
of these strings cannot not be generated by the core
rules of the VO grammar, which is the target word
order of Spanish, without using noise rules.

The dataset for the No-Agreement learner was
generated by the same process and heuristics for
finding noun phrases and verbs, but number fea-
tures were not tagged.* We sampled 25 strings
according to their proportions in the corpus, result-
ing in the 6 string types in Table 3. Just as in the
dataset for the Agreement Model, almost 60% of
these strings cannot be generated by the core rules
of the VO grammar without the option of noise.

4.2 Results

Figure 2 shows the posterior distribution over
grammars inferred by the Agreement and the No-
Agreement Model, averaged across 10 runs of each
learner. In these graphs, the dashed line represents
no substantial learning: a learner that maintains its
prior belief that all of its 9 grammars are equally
probable would infer a distribution with all bars
hovering around 0.11.

The No-Agreement Model inferred roughly this
flat distribution. The target VO grammar, along
with most other grammars, was assigned posterior
probability around 0.11. VOS and OVS were as-
signed slightly higher posterior probability (both
a mean of 0.14); overall, the model gave slightly
higher probability to the more restrictive grammars.
The fact that all grammars were assigned low and
approximately equal probability suggests that the
No-Agreement Model did not learn much useful
information about Spanish word order.

The Agreement Model, by contrast, inferred a
substantially different distribution. Three of the
learner’s grammars received much higher probabil-
ity than the other six. These three grammars are
VO (mean posterior probability: 0.23), SVO (mean:
0.20), and VOS (mean: 0.28). The other grammars

*There are certain strings that were present in the No
Agreement dataset that were not present in the Agreement
dataset. For example, the string np-sg v-pl np-sg would not
be included in the Agreement dataset because the Agreement
grammars cannot generate this string (since neither np agrees
with the verb in number), but this string would be tagged as
np v np under the heuristics for the No Agreement dataset,
and thus would be included. This is why the proportions in
the Agreement dataset in Table 3 do not add up to the relevant
proportions in the No Agreement dataset.
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Figure 2: Posterior distribution over word-order grammars (G)

were all assigned much lower probability, ranging
from 0.03 (SV) to 0.09 (OVS).

While the target VO grammar is among the three
that the learner identified as having highest pos-
terior probability, it did not identify this gram-
mar as the single most probable. However, look-
ing more closely at these results, we see that the
learner’s inference was fairly sensible. All three
grammars with stand-out posterior probability only
allow postverbal objects, which indicates that the
learner successfully identified Spanish object po-
sition. Furthermore, the strings that the target VO
grammar can generate are exactly the combination
of the strings generated by the SVO and VOS gram-
mars. So, the fact that these three grammars were
assigned the highest posterior probability indicates
that the learner had success in determining that ob-
ject position is fixed, but subject position varies.
This inference is striking given the degree of noise
that the learner needed to overcome: nearly 60% of
the strings in its data were not consistent with the
canonical word order options that it successfully
identified, without taking noise into account.

Interestingly, we see that the learner’s inferred
distribution favors VOS by a small amount. Why
would this be the case? One reason may be that
this type of Bayesian learner prefers more restric-
tive hypotheses. This is a phenomenon known as
“Bayesian Occam’s Razor,” under which the hy-
pothesis with the fewest degrees of freedom that
can explain all the data will be preferred (Griffiths
et al., 2008). In the case of these models, the SVO
and VOS grammars correspond to hypotheses with
fewer degrees of freedom than the more flexible
VO grammar. Spanish allows both of these word or-
ders, so the combination of explaining the data well
and having fewer degrees of freedom gives VOS
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a small advantage over VO, and gives SVO high
probability as well. The same preference for re-
strictive hypotheses is visible in the No Agreement
Model, where the four most constrained grammars
tended to receive higher posterior probability than
the more flexible ones.

The learner’s slight preference for VOS points
to an additional limitation in its search for subject-
verb agreement. The strings that provide the best
evidence for VOS are the v-initial strings in which
there is at least one postverbal np that matches
the v in number: our learner will tend to take this
match as evidence for subject-verb agreement, and
analyze these strings as having postverbal subjects.
These strings make up 23% of the learner’s dataset,
lending support to grammars in which the subject
is fixed postverbally. However, because Spanish
allows null subjects, a number of these postverbal
np’s are likely to be objects rather than subjects:
this is the ambiguity demonstrated in (4-5) in Sec-
tion 2. If a child were only tracking number agree-
ment, like our learner, perhaps that child would
likewise mis-analyze many of these sentences.

Possible extensions of this learner might lever-
age other information in order to overcome this
bias towards VOS. One of the potential cues that is
available in Spanish, but is removed by our prepro-
cessing of the data, is person agreement. Tracking
person features would give the learner an additional
way to disambiguate between subjects and objects.
Of the v-initial strings in which the v and a potential
subject Np match in number, approximately 25%
mismatch in person features (see Table 4). These
person mismatches could help a more sophisticated
learner identify that many of these strings are un-
derlyingly verb-object, not verb-subject, just as
mismatches in number features can disambiguate



V-initial string type  Prop. person mismatches
V-sg Np-sg np-sg 0.28

V-Sg Np-sg 0.25
v-pl np-pl 0.16
Overall 0.25

Table 4: Person mismatches in relevant v-initial strings

these parses in cases like (6). An example is shown
in (7), where the 3rd-person postverbal object a
ella mismatches the 1st-person inflected verb veo.

7 La veo a ella.
pro her-3SG see-1SG to her-3SG
‘() see her.

So, a learner that makes use of a wider range of ev-
idence for subject-verb agreement might overcome
its bias towards determinism, and infer with higher
probability that subject position is variable.

In sum, our results show that the Agreement
Model was able to use its expectation of subject-
verb agreement to abstract away from a great de-
gree of noise in its data and infer a canonical word
order in which objects are obligatorily postverbal,
with some variation in subject position. By con-
trast, the No-Agreement Model failed to infer that
any of its hypothesized canonical word orders were
more probable than any of the others. Thus, track-
ing subject-verb number agreement helped substan-
tially in this learning problem. A learner that ex-
pected subjects to agree with verbs was able to
draw reasonable inferences about Spanish word or-
der on the basis of noisy data; a learner with no
awareness of agreement could not.

5 Discussion

We present a model for learning constrained vari-
ability in Spanish word order. Spanish learners
need to acquire a word order with obligatorily
postverbal objects and variable subject position
from messy data, in which both subjects and ob-
jects might appear to vary in position. We extend an
approach introduced by Perkins and Hunter (2023)
to model this learning as a case of separating “sig-
nal” for basic word order from “noise” from non-
canonical clause types. We pursue the hypothesis
that, in solving this problem, learners may make
use of knowledge that subjects and verbs will tend
to agree. We compare a learner that attempts to
identify a grammar of canonical word order using
subject-verb number agreement to a learner that
relies entirely on noun phrase and verb distribu-

115

tions. We find that the model that tracks subject-
verb agreement is able to infer Spanish word order,
whereas the model with no knowledge of agree-
ment cannot. This suggests that knowledge of the
types of dependencies that clause arguments enter
into may helpfully guide word order learning.

Our case study demonstrates how tolerant this
learning mechanism is to noise: the learner suc-
ceeds at identifying the target canonical word order
even though approximately 60% of the data ap-
pears inconsistent with that order. The learner’s
noise-tolerance comes in part from its ability to
find useful information in sub-parts of strings, in-
stead of treating each string as either entirely signal
or entirely noise. The learner assumes that noise
can occur in any of the internal nodes in a tree
individually, so it entertains the possibility that a
string could be generated with a mixture of core
vs. noise rules, as shown in Figure 1. This allows
the learner to look within strings to find evidence
for the grammatical regularities it expects, thereby
making use of more of its data.

Thus, if Spanish-learning children are reliably
able to track subject-verb agreement at the age
when they are learning word order, then they might
be able to use agreement to aid in this task, even in
the absence of other reliable cues to sentence struc-
ture (e.g., from meaning or prosody; Pinker, 1984;
Christophe et al., 2008). However, this depends
on children knowing the morphological forms of
number and potentially person inflection in the lan-
guage. Prior work shows that French learners track
subject-verb dependencies in infancy (Nazzi et al.,
2011), and learners in various languages track sim-
ilar dependencies at young ages (Van Heugten and
Shi, 2010; Soderstrom et al., 2007; Hohle et al.,
2006; Santelmann and Jusczyk, 1998). However,
we do not know precisely when children begin to
track these dependencies, and how reliably and
abstractly they represent them (Culbertson et al.,
2016). Further work could explore whether our
filtering mechanism would succeed even if learn-
ers have noisy or incomplete representations of
these dependency types. These findings also in-
vite further behavioral work on the acquisition of
agreement in Spanish and similar languages.

Our model provides a window into the mecha-
nisms for acquiring basic clause syntax in a lan-
guage with frequent argument-drop and complex
argument realization patterns. Subject pro-drop
is a frequent and basic property of Spanish; how-



ever, our model treats this as a type of noise to ig-
nore, and expects that canonical clauses will have
overt subjects. While learners must eventually ac-
quire pro-drop in Spanish, it may make sense for
a learner to only attempt to learn canonical sub-
ject position from overt arguments, setting aside
subject-drop as a phenomenon to be acquired inde-
pendently. Indeed, in exploratory simulations, we
find that allowing null subjects in the learner’s core
grammar rules does not help it identify Spanish
word order; what helps is knowledge of subject-
verb agreement. Our model therefore makes the
prediction that knowledge of subject-verb agree-
ment, but not necessarily pro-drop, may need to
be acquired prior to the acquisition of word order
in Spanish— a prediction that could be tested in
future behavioral work. Beyond Spanish, many
languages with argument-drop and more variable
word orders also have rich case and agreement sys-
tems. The model presented here could therefore
be extended to explore how case and agreement
dependencies may inform learning in languages
with diverse argument structure profiles.

These results have broader implications for our
understanding of when and how learners regularize
variable data (Hudson Kam and Newport, 2005,
2009; Reali and Griffiths, 2009; Ferdinand et al.,
2019). We highlight a distinction between forms of
regularization in which learners (i) abstract away
from variability in data in order to draw fully de-
terministic generalizations, and (ii) draw general-
izations that are not fully deterministic, but are still
more constrained than the data would appear to
support. For the current case study, we propose
that learners use knowledge about the kinds of reg-
ularities that grammars tend to exhibit in order to
identify which types of variability they should learn
from, and which types they should treat as noise.
This mechanism may generalize to other areas in
language acquisition and learning in other domains,
in which learners’ regularization tendencies arise
from the expectation that their data will noisily
reflect a richly structured underlying system.
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A Complete List of Grammars

VO Core Rules

OV Core Rules

SV Core Rules

VS Core Rules

Free Core Rules

S — NP-pl VP-pl
S — NP-sg VP-sg
S — VP-pl NP-pl
S — VP-sg NP-sg

VP-pl — V-pl NP-pl
VP-pl — V-pl NP-sg
VP-pl — V-pl

VP-sg — V-sg NP-sg
VP-sg — V-sg NP-pl

VP-sg — V-sg

S — NP-pl VP-pl
S — NP-sg VP-sg
S — VP-pl NP-pl
S — VP-sg NP-sg

VP-pl — NP-pl V-pl
VP-pl — NP-sg V-pl
VP-pl — V-pl

VP-sg — NP-pl V-sg
VP-sg — NP-sg V-sg

VP-sg — V-sg

S — NP-pl VP-pl
S — NP-sg VP-sg

VP-pl — NP-pl V-pl
VP-pl — NP-sg V-pl
VP-pl — V-pl NP-pl
VP-pl — V-pl NP-sg
VP-pl — V-pl

VP-sg — NP-pl V-sg
VP-sg — NP-sg V-sg
VP-sg — V-sg NP-pl
VP-sg — V-sg NP-sg
VP-sg — V-sg

S — VP-pl NP-pl
S — VP-sg NP-sg

VP-pl — NP-pl V-pl
VP-pl — NP-sg V-pl
VP-pl — V-pl NP-pl
VP-pl — V-pl NP-sg
VP-pl — V-pl

VP-sg — NP-pl V-sg
VP-sg — NP-sg V-sg
VP-sg — V-sg NP-pl
VP-sg — V-sg NP-sg
VP-sg — V-sg

S — NP-pl VP-pl
S — VP-pl NP-pl
S — NP-sg VP-sg
S — VP-sg NP-sg

VP-pl — NP-pl V-pl
VP-pl — NP-sg V-pl
VP-pl — V-pl NP-pl
VP-pl — V-pl NP-sg
VP-pl — V-pl

VP-sg — NP-pl V-sg
VP-sg — NP-sg V-sg
VP-sg — V-sg NP-pl
VP-sg — V-sg NP-sg
VP-sg — V-sg

SVO Core Rules

SOV Core Rules

VOS Core Rules

OVS Core Rules

S — NP-pl VP-pl
S — NP-sg VP-sg

VP-pl — V-pl NP-pl
VP-pl — V-pl NP-sg
VP-pl — V-pl

VP-sg — V-sg NP-pl
VP-sg — V-sg NP-sg

S — NP-pl VP-pl
S — NP-sg VP-sg

VP-pl — NP-pl V-pl
VP-pl — NP-sg V-pl
VP-pl — V-pl

VP-sg — NP-pl V-sg
VP-sg — NP-sg V-sg

S — VP-pl NP-pl
S — VP-sg NP-sg

VP-pl — V-pl NP-pl
VP-pl — V-pl NP-sg
VP-pl — V-pl

VP-sg — V-sg NP-pl
VP-sg — V-sg NP-sg

S — VP-pl NP-pl
S — VP-sg NP-sg

VP-pl — NP-pl V-pl
VP-pl — NP-sg V-pl
VP-pl — V-pl

VP-sg — NP-pl V-sg
VP-sg — NP-sg V-sg

VP-sg — V-sg VP-sg — V-sg VP-sg — V-sg VP-sg — V-sg
Shared Noise Rules Shared Terminal Rules

S --» NP-pl VP-pl NP-pl — np-pl

S --» VP-pl NP-pl NP-sg — np-sg

S --» VP-pl V-pl — v-pl

S --» NP-sg VP-sg V-sg — v-sg

S --» VP-sg NP-sg
S --» VP-sg

VP-pl --» NP-pl V-pl
VP-pl --» NP-sg V-pl
VP-pl --» V-pl NP-pl
VP-pl --» V-pl NP-sg
VP-pl --» V-pl

VP-sg --» NP-pl V-sg
VP-sg --» NP-sg V-sg
VP-sg --» V-sg NP-pl
VP-sg --» V-sg NP-sg
VP-sg --» V-sg

Table 5: All Agreement Grammars
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VO Core Rules OV Core Rules SV Core Rules VS Core Rules Free Core Rules

S — NP VP S — NP VP S — NP VP S — VP NP S — NP VP

S — VP NP S — VP NP S — VP NP

VP — V NP VP - NPV VP - NPV VP —- NPV VP - NPV
VP — V NP VP — V NP VP — V NP

VP -V VP — V VP =+ V VP -V VP =+ V

SVO Core Rules SOV Core Rules VOS Core Rules OVS Core Rules

S — NP VP S — NP VP S — VP NP S — VP NP

VP — V NP VP — NPV VP — V NP VP — NPV

VP >V VP >V VP -V VP >V

Shared Noise Rules  Shared Terminal Rules

S-—> NP VP NP — np

S --» VP NP V—=v

S --» VP

VP --s NPV

VP --s VNP

VP --»V

Table 6: All No-Agreement Grammars
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An incremental RSA model for adjective ordering preferences in referential
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Abstract

We report data from a preference rating ex-
periment that tested for conflicting effects of
subjectivity and discriminatory strength on ad-
jective ordering preferences in referential visual
context. Results indicate that, if the commu-
nicative efficiency of an adjective is low in a
given context, it is preferred later in a multi-
adjective expression. To account for qualitative
aspects of these data, we propose a novel com-
putational model of incremental processing in
the Rational Speech Act framework. What sets
the model apart from previous approaches is
that it assumes fully incremental interpretation,
without the need to anticipate possible sentence
completions.

1 Introduction

In noun phrases (NPs) with multiple adjectives,
as in (1), the relative order of the adjectives can
vary, but at the same time, there are robust cross-
linguistic preferences (Sproat and Shih, 1991) such
that certain adjective sequences are more common
and perceived as more natural than others. For
example, the ordering in (1-a) is strongly preferred
to that in (1-b).

(1) a. big white bear
b. white big bear

Although adjective ordering preferences have been
known and studied for some time, they have re-
sisted a unified explanation. Existing explanations
come from different perspectives in linguistics
and include semantic hierarchies (Dixon, 1982),
syntactic mapping (Cinque, 1993) and psycholin-
guistic explanations based on as absoluteness (Mar-
tin, 1969) or closeness to the meaning of head noun
(Whortt, 1945). Here, we focus on two recent hy-
potheses (Scontras et al., 2017; Fukumura, 2018,
see next section for explanation) that have gained
support from experimental work and share a com-
mon theoretical motivation. In particular, they are
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both based on the idea that efficiency in commu-
nication determines ordering preferences. Despite
being based on the same general idea, theses hy-
potheses may lead us to expect significantly diver-
gent outcomes in certain contexts. To address this
tension, we pit these predictions against each other
in a preference rating experiment. Furthermore,
we implement both hypotheses in a novel compu-
tational model of incremental interpretation in the
Rational Speech Act (RSA, Frank and Goodman,
2012) framework that not only provides a qualita-
tive explanation of our findings but also sheds light
on the relative contribution of the two hypotheses.

2 Two rational explanations of adjective
ordering

The first explanation we focus on was proposed by
Scontras et al. (2017), who showed that the subjec-
tivity of adjectives is a strong predictor of ordering
preferences. We call this the SUBJECTIVITY hy-
pothesis. They operationalized subjectivity as fault-
less disagreement, roughly the degree to which two
speakers can disagree about attributing a property
to an individual without one of them necessarily
being wrong. According to the SUBJECTIVITY hy-
pothesis, (1-a) is preferred over (1-b) because big
is more subjective than whife and is also further
away from the noun. In fact, gradable dimension
adjectives like big, tall or heavy are prime exam-
ples of subjective adjectives that have received a
lot of attention in previous work. We therefore fo-
cus the following discussion on these instances. In
subsequent work, Scontras et al. (2019) proposed
that the low communicative efficiency of subjec-
tive expressions is one possible reason for effects
of subjectivity on ordering preferences. The main
idea of Scontras et al. (2019) is that more efficient
expressions are integrated earlier in the hierarchi-
cal structure underlying semantic composition in
order to minimize the risk of misidentification of
referents, and thus, as a result, these expressions
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end up closer to the modified noun in the linear
sequence (at least in languages with prenominal
modification).

The SUBJECTIVITY hypothesis has gained sup-
port from corpus studies as well as preference rat-
ing experiments in a variety of languages (Scontras
et al., 2020b). Furthermore, the idea that com-
municative efficiency is increased if the more sub-
jective expressions enter later into compositional
meaning derivations was corroborated in computa-
tional simulations of rational communication (Si-
monic, 2018; Franke et al., 2019, see section 5 for
discussion).

Another explanation of ordering preferences was
given by Fukumura (2018), who investigated the
impact of the discriminatory strength of adjec-
tives. In a given context, a referring expression
has greater discriminatory strength if it contains
more information about the intended referent. If
it singles out the intended referent perfectly, it has
maximal strength. The main idea of the DISCRIM-
INATORY STRENGTH hypothesis is that the more
discriminatory an adjective is, the more salient and
accessible it will be in a visual context and also the
more useful for reference resolution. Consequently,
there will be a higher likelihood of early mention
in the linear sequence (and thus greater distance
from the noun in prenominal modification).

Fukumura (2018) tested the DISCRIMINATORY
STRENGTH hypothesis in a production experiment
where participants described referents that were
marked in visual context. Discriminatory strength
was controlled by manipulating the properties of
the presented objects. In addition, color adjectives
were compared to adjectives describing patterns,
e.g. striped. As expected based on previous stud-
ies, Fukumura (2018) found that color adjectives
were preferred before pattern adjectives and she
explained this by a high availability of color ad-
jectives in production. In addition, she found that
discriminatory strength had the predicted effect and
higher discriminatory strength in context led to ear-
lier mention in the participants’ productions. How-
ever, since there is no strong subjectivity gradient
between color and pattern adjectives, her results do
not speak to the SUBJECTIVITY hypothesis and the
question remains open how these two hypotheses
are related to each other.
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3 Relation between SUBJECTIVITY and
DISCRIMINATORY STRENGTH

Both the SUBJECTIVITY and the DISCRIMINATORY
STRENGTH hypothesis are based on the idea that
ordering preferences emerge from pressures to-
wards efficient communication and both of them as-
sume that more informative expressions are in some
sense used "earlier". However, the two hypotheses
take different perspectives and thus arrive at differ-
ent definitions of what "early" means. In particular,
the SUBJECTIVITY hypothesis is derived from the
perspective of a listener whereas DISCRIMINATORY
STRENGTH assumes a speaker perspective. The
listener aims to identify an intended referent by se-
quentially restricting a set of potential referents in
a process that follows the compositional semantic
structure of a given expression. Thus, the listener
evaluates the adjective that is closer to the noun
first (thereby interpreting (1-a) as referring to bears
that are big for white bears). As a consequence, the
hierarchical structure of the NP determines what
counts as "early" in the SUBJECTIVITY hypothe-
sis. The speaker, by contrast, aims to maximize
informativity at each step in the word-by-word pro-
duction of an utterance. In the DISCRIMINATORY
STRENGTH hypothesis, the position in the linear se-
quence of words is thus central. For these reasons,
"earlier” translates to either closer to the noun or
further away from the noun, depending on which
perspective we take.

This is, in fact, a striking difference between
the SUBJECTIVITY and the DISCRIMINATORY
STRENGTH hypothesis and it is an interesting em-
pirical question what happens if these two perspec-
tives stand in direct conflict to each other. This
could, e.g., be the case in a context in which a less
subjective adjective discriminates more strongly
than a more subjective one between the intended
referent and a set of distractors. This exact ques-
tion is the main question we addressed in the ex-
periment reported in the next section, in which
participants indicated their preferences between
multi-adjective expressions like in (1) when refer-
ring to a target referent in visual context.

To appreciate the purpose and limitations of our
experiment, it may be worthwhile to reflect briefly
on the predictions that can be derived from the SUB-
JECTIVITY hypothesis in the type of contextually-
embedded experimental setting underlying the DIS-
CRIMINATORY STRENGTH hypothesis of Fuku-
mura (2018). We acknowledge that, strictly speak-



ing, the SUBJECTIVITY hypothesis, by itself, does
not predict how preferences are affected by manip-
ulations of visual context. This is because SUBJEC-
TIVITY does not presuppose that subjective-first
expressions are less informative in every setting.
There only need to be enough such instances over-
all for a general preference to "evolv[e] gradually”
(Franke et al., 2019; cf. also Scontras, 2023). Thus,
the SUBJECTIVITY hypothesis explicitly allows for
counterexamples. One such counterexample is the
case where a multi-adjective expression like in (1)
receives a conjunctive instead of the assumed "se-
quentially intersective" reading (cf. Franke et al.,
2019), such that (1-a) would be understood as re-
ferring to bears that are white and big (for bears)
rather than big for white bears. In fact, Scontras
et al. (2020a) presented empirical evidence that the
preference for subjective-first orderings vanishes
when adjectives restrict the set of potential referents
in conjunction. We cannot exclude the possibility
that the specific design of our current experiment
constitutes another counterexample, maybe even
because conjunctive readings are favored in our
design. Be this as it may, a gradual evolution of
the SUBJECTIVITY-based preferences that are com-
monly observed would be extremely challenging
to explain based on low informativity of subjective
expressions if we find empirically that speakers
actually adapt by producing subjective adjectives
more often in first position (in the linear sequence)
if context renders them more (rather than less) in-
formative.

4 Experimental Data: Preference ratings
in visual contexts

4.1 Method

In a web-based experiment, we collected data on
adjective ordering preferences in German using
preference ratings of multiple adjective sequences
in visual referential context. Participants (N=120)
were recruited via the platform prolific.co. They
were instructed at the begin of the experiment by a
cover story that they should communicate a target
sticker (marked with a red box, see Fig. 1) in a
scrapbook to an imagined listener on a telephone
call. With this setting, we aimed to rule out the
possibilities of using information of relative spa-
tial positions in the context and tried to simulate
an online communication situation as closely as
possible. In each experimental trial, participants
were presented with a visual context and they indi-

cated their preference between two sentences with
reversed adjective order using a slider in the middle
of the screen (see Fig. 1).

In a mixed factorial design, we manipulated,
within participants, the COMBINATION of adjec-
tives from different semantic classes (levels: dimen-
sion & either color or shape and color & shape)
and the RELEVANCE of the corresponding proper-
ties for reference resolution, i.e. whether the first,
second or both properties were needed to identify
a referent (cf. Fig. 1). ! The purpose of these two
factors was to test whether the basic findings of
Fukumura (2018) replicate also with subjective ad-
jectives and, in particular, whether the preference
for subjective adjectives in first position persists
if the more subjective adjective has the lesser dis-
criminatory strength.

In addition to this within-participants manipula-
tion, we also manipulated the SIZE DISTRIBUTION
of objects (sharp vs. blurred) between-participants.
As in Fig. 1, there were always six objects in the
visual context that were either large or small. The
large objects had sizes that were randomly sampled
from the integers 9 and 10 (in some arbitrary unit of
length that effectively depended on the display set-
tings of the experimental participants). If size was
the relevant property, the target object was always
the biggest, irrespective of SIZE DISTRIBUTIONS.
In sharp SIZE DISTRIBUTION, sizes of the remain-
ing, small objects were sampled from the integers
in the range [1, 3] whereas they were sampled from
[1, 6] in blurred SIZE DISTRIBUTION. As a result,
the small objects in the blurred as compared to
the sharp distribution had greater variance in size
among them and a smaller mean distance to the
sizes of the big objects. The idea behind this ma-
nipulation was to affect the information that size
adjectives could convey in such a way that they
are more useful in sharp vs. blurred distributions.
In particular, we intended to make size adjectives
effectively non-subjective in sharp distributions.
If any prediction about the effect of this manip-
ulation can be derived from the SUBJECTIVITY
hypothesis (see discussion above), the preference

'The factor COMBINATION was originally a three-level
factor with the levels dimension & color, dimension & shape
and color & shape. We aggregated the first two levels here
because they did not differ significantly and their distinction
is not relevant for our present purpose, in particular for the
computational models described in section 6. The complete
design and statistical analysis along with a free production
experiment in the same general design is described in the
unpublished MA thesis of Wang (2022).
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* * @

Wie fragen Sie?

Brauchst du den groBen blauen Aufkleber?

Brauchst du den blauen groBen Aufkleber?

OKeine Beschreibung passt.

Weiter mit der Leertaste.

Figure 1: An example item from the current experiment in the condition with COMBINATION of dimension and
color adjectives and RELEVANCE of the first property (i.e. dimension) in a sharp SIZE DISTRIBUTION. A property
was counted as relevant if it was necessary for referent identification. In this example size is relevant but color and
shape are not. Glosses for the German linguistic material in the example item are provided in Appendix A.

for subjective-first orders should therefore be weak-
ened in sharp SIZE DISTRIBUTION. The reason
is that the SUBJECTIVITY hypothesis assumes that
less subjective adjectives are integrated earlier into
the hierarchical structure.

We generated 27 experimental items in each of
the 18 conditions, resulting in a total of 486 items
that were distributed across 6 lists (three per SIZE
DISTRIBUTION). Each participant saw a total of
81 experimental items. These were combined with
99 filler items that were constructed in a similar
way as the experimental items but also included
sentences with only one adjective instead of two.
Overall, each participant thus completed 180 trials.
An experimental session took around half an hour
and participants received reimbursement of 5.25 £.

4.2 Results

The mean slider positions are shown in Fig 2. For
statistical analysis, we used linear mixed effects
models (Bates et al., 2015) that incorporated fixed
effects of all manipulated factors and their inter-
actions, along with random intercepts for partici-
pants and items. For hypothesis testing, we used
model comparisons based on log-likelihood ratio
tests. First of all, our results replicate effects of
SUBJECTIVITY: There was a strong preference
for dimension adjectives in first position which
resulted in a significant effect of COMBINATION
on slider ratings (x?(1) = 361.97,p < .001).
Furthermore, we found a significant interaction
between RELEVANCE and SIZE DISTRIBUTION
(x%(2) = 21.26,p < .001). This interaction was
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due to the fact that there was a preference for or-
derings with adjectives that are needed (and suffi-
cient) for reference resolution in first position (i.e.
an effect of RELEVANCE) and this preference was
more pronounced in sharp (x*(1) = 385.91,p <
.001) as compared to blurred SIZE DISTRIBUTIONS
(x%(1) = 222.49, p < .001). Since we had specific
expectations concerning the effect of SIZE DIS-
TRIBUTION on the preference for orderings with
subjective adjectives in first position, we split the
data according to the factor COMBINATION and
performed separate analyses on dimension and X
and color and form combinations. In both cases,
the interaction between RELEVANCE and SIZE DIS-
TRIBUTION turned out to be significant but for
different reasons: In combinations of dimension
and X, the preference for subjective-first order-
ings in dimension-relevant contexts was increased
in sharp as compared to blurred DISTRIBUTIONS
(B = 0.58,x%(2) = 19.50,p < .001). In com-
binations of color and form adjectives, sharp in
comparison to blurred distributions led, by con-
trast, to an increased preference for form-first or-
derings (the 2nd property in the COMBINATION
color and form) in form-relevant contexts (5 =
—0.71,x%(2) = 8.29,p = 0.016). The former of
these two interactions was directly relevant to our
hypotheses whereas the latter was completely un-
expected and we do not have an explanation for
1t.

4.3 Discussion

We replicated both the SUBJECTIVITY and DIS-
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CRIMINATORY STRENGTH effects in our study,
which suggests that more than one source can con-
tribute to adjective ordering preferences, especially
in visual contexts. We manipulated the communica-
tive efficiency of subjective adjectives by varying
discriminatory strength of the size property and
varying size distributions of contrast objects in vi-
sual contexts. Contrary to the predictions we de-
rived from Scontras et al. (2019), our present results
indicate that the robust preference for subjective-
first orderings cannot be easily explained by com-
municative efficiency alone (cf. section 3).

5 Previous modeling approaches

Below, we propose a novel incremental model of
interpretation in the RSA framework (Frank and
Goodman, 2012; Scontras et al., 2018) in order to
account for qualitative aspects of our experimental
findings. In doing so, we build on previous models,
but also highlight differences between the current
and previous approaches.

In order to explain subjectivity-based ordering
preferences, computational models of communica-
tion were used in recent research. The model we
propose in the following section builds on some
of these previous proposals (in particular, Simonic,
2018, Scontras et al., 2019 and Franke et al., 2019)
that are closely related in spirit to referential com-
munication in the RSA framework (but see also
Hahn et al., 2018, for a slightly different approach).
The general agreement among these approaches
is that less subjective content is more effective in
conveying intended meanings because it is more
likely to be interpreted in the same way by lis-
teners and speakers. Among the mentioned ap-
proaches, Franke et al. (2019) is closest to the stan-
dard, vanilla RSA model and it thus serves as a
reference point for us.
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Figure 2: The mean slider positions from the cur-
rent experiment: The slider had an initial value of
0 and potential values ranged between +50 and -50.
A positive value indicates a preference for the first
adjective in a COMBINATION (i.e. the color adjective
in the combination color and form or the dimension
adjective in the combination dimension and x, where
x stands for either color or form) at the first position
in the linear sequence. For combinations involving
dimension adjectives (labeled dimension_x), a posi-
tive value indicates the conventional subjective-first
order and a negative value shows the opposite.

Furthermore, the model of Cohn-Gordon et al.
(2019) is also directly relevant for the current work.
In their model a literal listener constructs mean-
ings incrementally at each word by considering all
possible completions of the sentence. This type
of incremental RSA model was also combined
with a continuous semantics (as proposed by De-
gen et al., 2020) to account for the tendency of
English speakers to produce more over-specified
expressions with color adjectives than with size
adjectives (Waldon and Degen, 2021). However,
while these incremental models can address some
aspects of the production of referring expressions,
they do not directly address ordering preferences
for multiple adjectives and, in fact, cannot account
for them for reasons we explain below.

6 A fully incremental model of
interpretation

Both the SUBJECTIVITY hypothesis and the DIS-
CRIMINATORY STRENGTH hypothesis explain or-
dering preferences by means of incremental pro-
cesses. They differ, however, in the perspective
they take. The SUBJECTIVITY hypothesis takes the
perspective of a listener who performs a sequen-
tially intersective context update in order to identify
an intended referent. By contrast, the DISCRIMINA-
TORY STRENGTH hypothesis takes the perspective
of an incremental speaker who maximizes infor-
mation at each step in the word-by-word produc-
tion of an utterance. In order to see whether these
two perspectives (combined or separately) can ac-
count for the effects we observed in our preference
rating experiment, we implemented a version of
an incremental listener as well as an incremental
speaker in a fully incremental probabilistic com-
putational model in the RSA framework and com-
pared qualitative modeling results to our empirical



observations. In particular, we compared the lis-
tener and speaker perspectives and asked whether
one of them or both in combination can account for
our qualitative results. In what follows, we focus on
the experimental conditions involving dimension
adjectives because all relevant effects were found
in these conditions. Furthermore, we do not distin-
guish between color and shape adjectives as we did
not find significant differences between them when
they were combined with dimension adjectives.

In the vanilla RSA model (Frank and Goodman,
2012; see Scontras et al., 2018 for review), the lit-
eral listener, Lg, infers an intended referent r by
combining prior expectations, P(r), about what
the referent will be with the literal meaning, [u], of
an utterance v according to the proportionality in
(2). The listener thus updates prior expectations by
filtering out all potential referents that are incom-
patible with the literal meaning of the utterance.
The speaker, S1, on the other hand, tries to maxi-
mize communicative utility by trading off the in-
formation an utterance provides about the intended
referent (measured in its surprisal — log(Lo(7|u)))
against its production cost, C'(u). This is done by
choosing utterances according to the soft-max deci-
sion rule in (2-b), where « determines how rational
a speaker is in choosing between utterances.

(2) a Lo(rlu) o [u](r) - P(r)
b. Sy (u|r) o exp(a - (log Lo(r|u) — C(u)))

We extend the vanilla RSA model in a number
of ways to account for our empirical observations.
The main innovations are (i) a fully incremental
literal listener, who performs a sequentially inter-
sective context update that respects the hierarchical
structure underlying semantic composition (i.e. it
interprets German multi-adjective sequences from
right to left), and (ii) a fully incremental speaker,
who produces one word after the other (from left to
right). In principle, these two innovations allow us
to capture ordering preferences because they break
the symmetry that is usually assumed in the compo-
sitional operations used to interpret multi-adjective
sequences. In contrast to previous incremental ap-
proaches (Cohn-Gordon et al., 2019; Waldon and
Degen, 2021), we propose a model that allows for
truly incremental processing without the need to
anticipate possible sentence completions.

The incremental literal listener is defined in the
recursion in the first two rows in Table 1. Applied
to a single-word utterance, this is just the standard
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literal listener from the vanilla RSA model, with
the added feature of potentially context-dependent
meanings. In particular, it allows for word mean-
ings that vary with the support of the prior proba-
bility over possible states (i.e. a distribution over
potential referents in our case), P(r). This feature
is important for two reasons.

Firstly, gradable adjectives are well-known to
have context-dependent interpretations, which have
been accounted for in previous computational mod-
els in various ways (e.g. Lassiter and Goodman,
2017; Qing and Franke, 2014). Here, we adopt the
so-called k%-semantics in (3-a) because it has been
shown in previous work (Schmidt et al., 2009; Cre-
mers, 2022) to match speakers’ judgments remark-
ably well and allows for a comparison with Franke
et al. (2019), who used this semantics as well. Un-
der this semantics an individual is considered tall
if its height exceeds that of k% of the individu-
als in the comparison class C'. The k% semantics
was combined with a ‘perceptual blur’ such that
perceived sizes deviated from the ground truth ac-
cording to the Weber-Fechner law (implemented as
in van Tiel et al., 2021). For color adjectives, we
assumed the continuous semantics in (3-b) as pro-
posed by Degen et al. (2020). According to (3-b)
categorization is imperfect in the sense that blue
objects may be judged as non-blue with probability
€ and vice versa. In the following, a relatively low
value of .02 was assumed for € throughout.

(3) a. [bigl® = Az.size(x) > max(C) —
k/100 * (max(C) — min(C))
1 —¢ ifxis blue,

b. [[blue] = A\x.
€

€

if x is not blue

Secondly, the definition in Table 1 implies that
the incremental listener cannot distinguish between
different orders if none of the involved meanings
depends on the result of the previous step in the
sequential update. As a sanity check, we have
verified this theoretical result by treating dimension
adjectives exactly as color adjectives, using the
semantics in (3-b) for them as well.

The global speaker in Table 1 functions as in
the vanilla RSA model but produces utterances
according to a utility function U(W;7) (row 7 in
Table 1) that is based on the incremental listener.
This global speaker contrasts with the incremen-
tal sequence speaker, defined in rows 4 and 5 of
the table, which maximizes informativity at each
word. The latter is a probabilistic speaker that pro-



(1) Incremental Listener Lé"f(r|w17n) o< [aog [PUPPEE" Clotn—1)) () . Line (r(awy 1)
@ Lpe(riwy) o wiPP) () - P(r)
(3) Global Speaker Si(wiplr) o< Ulwipn;r) - Plwiy)
(4) Incremental Sequence Sinc(wlnh) o U(w1,1;7)  Prang(wn|wi n_1) - S{"(w1 n_1|r)
(5) Speaker Sie(wr|r) o< Ulwy;r) - PLang(w1|®)
(6) Incremental Utterance SV (wy ,|r) o< exp(a - (log(Si"(wyn|r)))) - Plwin)
Speaker
(7) Utility U(W;r) = exp(B - (log(Ly™(r[w)) — c(W)))

Table 1: Model definitions for the Incremental Listener (rows: 1 & 2), the Global Speaker (row: 3; GS in Fig. 3),
the Incremental Sequence Speaker (rows: 4 & 5; I1 and 12 in Fig. 3), and the Incremental Utterance Speaker (row:
6; IU in Fig. 3). All speaker models depend on the utility function U in (7). In all the definitions, r stands for a
referent; wy, wy,, and 0 stand for the first word in a sequence, a sequence of n words and any sequence of one or
more words, respectively; supp(-) denotes the support of a probability distribution; P denotes prior probabilities
over referents and utterances; Pr,q,4 assigns prior probabilities to potential next words in a sequence; and, finally, o
and [ are rationality parameters that govern the soft-max functions defined in rows (6) and (7), respectively. The
parameter 3 was set to 1 in all reported simulations. In addition we used a bias (b in Fig. 3) in the prior P(w; ;) of
Si”c-“tt. The bias determines how much more likely the subjective-first ordering is a priori.
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Figure 3: Simulations of preferences for the experimental stimuli (labeling of conditions as in Fig. 2) with different
values of «, and the bias for subjective-first orders, b. In each plot, the first row shows results for the global speaker,
the second and third row represent the sequence speaker distributions for one- and two-word sequences, respectively,
and the fourth row represents the incremental utterance speaker. The y-axes show probabilities shifted to [—.5, .5].

duces n-word sequences by recursively sampling
from a sequence speaker for length n — 1, gener-
ating a continuation word and evaluating this, as
before, using the utility function U(w ;7). The
next word in each step is generated by a language
model, P(wy|wi ,—1), that is extremely simple in
the present case: It produces either a dimension or
color adjective as the first word and then generates
the other alternative in the next step. Thus, our two
candidate utterances big blue and blue big are gen-
erated with equal frequency prior to factoring in the
utility function. Finally, the incremental utterance
speaker chooses between alternative utterances by
sampling from a prior distribution over candidate
utterances (big blue and blue big in our case) and
reweighing their probabilities according to the se-
quence speaker. In the utterance prior, we used a

bias parameter, b, to encode an a priori preference
for the subjective-first ordering.

6.1 Results and discussion

The model was implemented and simulated using
the probabilistic programming language WebPPL
(Goodman and Stuhlmiiller, 2014). We applied the
model to all our stimuli from the conditions that
involved dimension adjectives and tested various
parameter settings. We report those that best repre-
sent the general picture that emerged. We did not
find significant deviation from this general pattern
for any of the parameter sets we tried. Posterior
distributions were inferred using MCMC simula-
tion with 30000 samples (burn-in: 5000, lag: 3) for
the incremental listener and sequence speaker and
15000 samples 