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Preface

Welcome to the First Workshop on Bangla Language Processing (BLP 2023) collocated with the EMNLP
2023, hosted in Singapore.

In this first edition, the program is rich and varied, featuring a keynote talk, four paper presentation ses-
sions, two poster sessions, a panel discussion, and an industry presentation.

At this first edition of the BLP workshop, we received 24 submissions comprising 16 long and 8 short
papers. Each paper was rigorously peer-reviewed by at least three expert reviewers in the field. From
these submissions, 16 papers were accepted, including 10 long and 6 short papers, all of which have been
selected for oral presentation. Note that we made no distinction in the quality between long and short
papers, or between oral and poster presentations.

The workshop featured two shared tasks: (1) Task 1: Violence Inciting Text Detection (VITD), and (2)
Task 2: Sentiment Analysis of Bangla Social Media Posts. Both tasks were well-received, with robust
participation. For Task 1, we had 27 team registrations, out of which 16 submitted system description
papers. For task 2 we had registrations from 71 teams, with 29 and 30 teams participating in the develo-
pment and evaluation phases, respectively, culminating in 15 system description papers.

Each system description paper for the shared tasks peer-reviewed by at least three expert reviewers and
each system description papers were reviewed by two reviewers. The proceedings include these papers
along with two comprehensive overview papers, which will be presented in an oral session at the work-
shop.

We were fortunate to secure sponsorship funding for the workshop, which has been instrumental in sub-
sidizing registrations for students and aspiring young researchers.

Finally, we would like to thank all the contributors of papers and the 81 members of the Program Com-

mittee for their dedication to ensuring the delivery of high-quality reviews in a timely manner.

Firoj Alam, Sudipta Kar, and Shammur Absar Chowdhury
On Behalf of the BLP Workshop Organizing Committee
Workshop website at https://blp-workshop.github.io/
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Keynote Talk: NLP in Mexican Spanish: A path through
shared tasks

Manuel Montes-y-Gomez
2023-12-07 09:20:00 — Room: Pisces 2 & 3

Abstract: Although Spanish is one of the most spoken languages in the world, it was only until very
recently that the development of linguistic technologies for it had a strong boost. However, this is not
entirely true for some of its Latin American variants, such as the Mexican Spanish, which show phonetic,
and also some lexical and semantic differences with respect to peninsular Spanish.

This talk will focus on presenting the development of NLP for Mexican Spanish, emphasizing the path
taken through the organization of different evaluation campaigns. It will present some data about Mexi-
can Spanish as well as about the impact of the organization of shared tasks in the context of IberLEF for
the development of the NLP area in our country, first as a mechanism to motivate more students to get
involved, and then as a vehicle to build resources and design and implement specific methods. The talk
will conclude by exposing some of the obstacles faced, our main achievements, and some plans for the
coming years.

Bio: Manuel Montes is Full Professor at the National Institute of Astrophysics, Optics and Electronics
(INAOE) of Mexico. His research is on automatic text processing. He is author of more than 250 journal
and conference papers in the fields of information retrieval, text mining and authorship analysis.

He has been visiting professor at the Polytechnic University of Valencia (Spain), and the University
of Alabama (USA). He is also member of the Mexican Academy of Sciences (AMC), and founding
member of the Mexican Academy of Computer Science (AMEXCOMP), and the Mexican Association
of Natural Language Processing (AMNLP). In the context of the latter, he has been the organizer of
the National Workshop on Language Technologies (from 2004 to 2016), the Mexican Workshop on
Plagiarism Detection and Authorship Analysis (2016-2020), the Mexican Autumn School on Language
Technologies (2015 and 2016), and shared tasks on author profiling, aggressiveness analysis and fake
news detection in Mexican Spanish at IberLEF (2018-2021).
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Keynote Talk: Towards Transforming the Landscape of
Indian Language Technology

Mitesh Khapra
2023-12-07 15:05:00 — Room: Pisces 2 & 3

Abstract: In this talk, I will reflect on our journey towards transforming the landscape of Indian langua-
ge technology. I will delve on our engineering-heavy approach in addressing the initial scarcity of data
for Indian languages, while gradually establishing the necessary human resources to gather high-quality
data on a larger scale through Bhashini. The objective is to share our insights into developing high quali-
ty open-source technology for Indian languages. This involves curating extensive data from the internet,
constructing multilingual models for transfer learning, and crafting high-quality datasets for fine-tuning
and evaluation. I will then transition into how our experiences can benefit the broader Al community,
particularly as India aspires to create Language Model Models (LLMs) for Indic languages.

Bio: Mitesh M. Khapra is an Associate Professor in the Department of Computer Science and Engi-
neering at IIT Madras. He heads the Al4Bharat Research Lab at II'T Madras which focuses on building
datasets, tools, models and applications for Indian languages. His research work has been published in
several top conferences and journals including TACL, ACL, NeurIPS, TALLIP, EMNLP, EACL, AAAI,
etc. He has also served as Area Chair or Senior PC member in top conferences such as ICLR and AAAL
Prior to IIT Madras, he was a Researcher at IBM Research India for four and a half years, where he
worked on several interesting problems in the areas of Statistical Machine Translation, Cross Language
Learning, Multimodal Learning, Argument Mining and Deep Learning. Prior to IBM, he completed his
PhD and M.Tech from IIT Bombay in Jan 2012 and July 2008 respectively. His PhD thesis dealt with the
important problem of reusing resources for multilingual computation. During his PhD he was a recipient
of the IBM PhD Fellowship (2011) and the Microsoft Rising Star Award (2011). He is also a recipient
of the Google Faculty Research Award (2018), the IITM Young Faculty Recognition Award (2019), the
Prof. B. Yegnanarayana Award for Excellence in Research and Teaching (2020) and the Srimathi Marti
Annapurna Gurunath Award for Excellence in Teaching (2022).
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Offensive Language Identification
in Transliterated and Code-Mixed Bangla

Md Nishat Raihan!, Umma Hani Tanmoy', Anika Binte Islam', Kai North'
Tharindu Ranasinghe?, Antonios Anastasopoulos!, Marcos Zampieri'
!George Mason University, USA
2 Aston University, UK
mraihan2@gmu.edu

Abstract

Identifying offensive content in social media
is vital for creating safe online communities.
Several recent studies have addressed this prob-
lem by creating datasets for various languages.
In this paper, we explore offensive language
identification in texts with transliterations and
code-mixing, linguistic phenomena common
in multilingual societies, and a known chal-
lenge for NLP systems. We introduce TB-
OLID, a transliterated Bangla offensive lan-
guage dataset containing 5,000 manually an-
notated comments. We train and fine-tune ma-
chine learning models on TB-OLID, and we
evaluate their results on this dataset. Our re-
sults show that English pre-trained transformer-
based models, such as fBERT and HateBERT
achieve the best performance on this dataset.

1 Introduction

As the popularity of social media continues to grow,
the spread of offensive content in these platforms
has increased substantially, motivating companies
to invest heavily in content moderation strategies
and robust models to detect offensive content. We
have observed a growing interest in this topic, evi-
denced by popular shared tasks at SemEval (Basile
et al., 2019) and other venues. Apart from a few
notable exceptions (Mandl et al., 2020), most of the
work on this topic has not addressed the question
of transliteration and code-mixing, two common
phenomena in social media.

Code-mixing is the phenomenon of embedding
linguistic units such as phrases, words, or mor-
phemes of one language into another language
(Myers-Scotton, 1997; Muysken et al., 2000).
Code-mixed texts often feature transliterations
where speakers use an alternative script to the
language’s official or standard script by mapping
from one writing system (e.g., Hindi and its orig-
inal Devanagari script) to another one (e.g., Latin

WARNING: This paper contains examples that are
offensive in nature.

1

transliteration of Hindi) based on phonetic similar-
ity. Transliterated texts are widely used in social
media platforms as transliteration allows users to
write in their native language using a script that
may not be supported by the platform and/or us-
ing Latin-based default keyboards. Furthermore,
the use of transliteration also allows users to easily
switch between languages with otherwise differ-
ent scripts (e.g., English and Hindi). As discussed
in a recent survey (Winata et al., 2022), however,
processing code-mixing datasets is a challenge that
hinders performance in a variety of NLP tasks, thus
deserving special attention.

Code-mixing and transliteration are common in
various languages, including Bangla (Das and Gam-
bick, 2015; Jamatia et al., 2015). Related work on
Bangla offensive language identification (Wadud
et al., 2021), however, has mostly focused on stan-
dard Bangla script. As such, the performance of
offensive language identification models on code-
mixing and transliterated Bangla remains largely
unexplored. To address this shortcoming, we cre-
ate TB-OLID, a manually annotated transliterated
Bangla offensive language dataset. TB-OLID was
annotated following the popular OLID hierarchical
taxonomy (Zampieri et al., 2019a), allowing cross-
lingual experiments. To the best of our knowledge,
the dataset is the first of its kind for Bangla, open-
ing exciting new avenues for future research.

The main contributions of this paper are as fol-
lows:

1. We introduce TB-OLID, an offensive lan-
guage identification corpus containing 5,000
Facebook comments.!

2. We provide a comparative analysis of various
machine learning models trained or fine-tuned
on TB-OLID.

"https://github.com/LanguageTechnologyLab/
TB-OLID
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Comment

CIT OIN IGIU

BN: Tui to 1 ta rastar chele mother chod.

EN: You are a motherfucking street vagabond ¢ 0 I
BN: O to Manush na sokun T o I
EN: He/She is not a person but a vulture

BN: R kichudin por kanglu ra Uth ar mut diye cha banabe T o G
EN: After some days, the barbarians will make tea with camel piss

BN: Dhoren r dog ar baccha gulo ke gono dholai diye pongu kore den C o G
EN: Capture these son of bitches and beat them to their death

BN: Pagole kina bole chagole kina khai T o U
EN: A mad man and an animal have no difference

BN: Ami kintu parlam na hojom korte T N

EN: I cannot fathom it anymore

Table 1: Examples from TB-OLID in Bangla along with an English translation. The labels included are C
(transliterated code-mixed), T (transliterated Bangla), O (offensive), N (not-offensive), I (offensive posts targeted at
an individual), G (offensive posts targeted at a group), and U (untargeted offensive posts).

2 Data

Data Collection We collect data from Face-
book, the most popular social media platform in
Bangladesh. We compile a list of the most popu-
lar Facebook pages in Bangladesh using Fanpage
Karma?® and scraped comments from each of the
top 100 most followed Facebook pages using the
publicly available Facebook scraper tool.® This
results in an initial corpus of over 100,000 com-
ments. We exclude all comments not written with
non-Latin script. We search the corpus using key-
words for transliterated hate speech and offensive
language. We select keywords from the list of 175
offensive Bangla terms by Karim et al. (2021). As
the dataset by Karim et al. (2020) contains standard
Bangla, we convert keywords into transliterated
Bangla using the Indic-transliteration tool.* Using
these keywords we randomly select a set of 5,000
comments for annotation.

Annotation Guidelines We prepare the TB-
OLID annotation guidelines containing labels and
examples. The first step is to label whether a com-
ment is transliterated Bangla or transliterated code-
mixed Bangla. If the comment contains at least one
English word along with other Bangla transliterated
words, we consider it as transliterated code-mixed.
Next, we consider the offensive vs. non-offensive
distinction and, in the case of offensive posts, its

2https ://www. fanpagekarma.com/

3https ://github.com/kevinzg/facebook-scraper

*https://github.com/sanskrit-coders/indic_
transliteration_py

target or lack thereof. Table 1 presents six anno-
tated instances included in TB-OLID.

We adopt the guidelines introduced by the
popular OLID annotation taxonomy (Zampieri
et al., 2019a) used in the OffensEval shared task
(Zampieri et al., 2019b) and replicated in multiple
other datasets in languages such as Danish (Sig-
urbergsson and Derczynski, 2020), Greek (Pite-
nis et al., 2020), Marathi (Gaikwad et al., 2021;
Zampieri et al., 2022), Portuguese (Sigurbergsson
and Derczynski, 2020), Sinhala (Ranasinghe et al.,
2022) and Turkish (Coltekin, 2020). We choose
OLID due to the flexibility provided by its three-
level hierarchical taxonomy that allows us to model
different types of offensive and abusive content
(e.g., hate speech, cyberbulling, etc.) using a single
taxonomy. OLID’s taxonomy considers whether
an instance is offensive (level A), whether an of-
fensive post is targeted or untargeted (level B), and
what is the target of an offensive post (level C). As
the second level of the TB-OLID annotation we
consider OLID level A as follows.

* Offensive: Comments that contain any form
of non-acceptable language or a targeted of-
fense, including insults, threats, and posts con-
taining profane language

* Non-offensive: Comments that do not contain
any offensive language

Finally, the third level of the TB-OLID annotation
merges OLIDs level B and C. We label whether a
post is untargeted or, when targeted, whether it is
labeled at an individual or a group as follows:

* Individual: Comments targeting any individ-


https://www.fanpagekarma.com/
https://github.com/kevinzg/facebook-scraper
https://github.com/sanskrit-coders/indic_transliteration_py
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ual, such as mentioning a person with his/her
name, unnamed participants, or famous per-
sonality.

* Group: Comments targeting any group of
people of common characteristics, religion,
gender, etc.

* Untargeted: Comments containing unaccept-
ably strong language or profanities that are
not targeted.

Ensuring Annotation Quality Three annotators
working on this project are tasked to annotate TB-
OLID. They are PhD students in Computing aged
22-28 years old, 1 male and 2 female, all native
speakers of Bangla and fluent speakers of English.
The first step of the annotation process involves a
pilot annotation study, where 300 comments are
assigned to all three annotators to calculate ini-
tial agreement and refine the annotation guidelines
according to their feedback. After this pilot exper-
iment, we annotate an additional 4,700 Facebook
comments totaling 5,000 instances which are sub-
sequently split into 4,000 and 1,000 instances for
training and testing, respectively. The instances in
TB-OLID are annotated by at least two annotators,
with the third one serving as adjudicator. We cal-
culate pairwise inter-annotator agreement on 1,000
instances using Cohen’s Kappa, and we report Co-
hen’s Kappa score of 0.77 and 0.72 for levels 1
(code-mixed vs. transliterated) and 2 (offensive vs.
non-offensive), which is generally considered sub-
stantial agreement. We report Cohen’s Kappa score
of 0.66 on level 3, considered moderate agreement.

Dataset Statistics We calculated the frequency
of each label in the dataset namely code-mixed and
transliterated, offensive and non-offensive, targeted
and untargeted, and target types in the dataset. The
dataset statistics are presented in Table 2.

Level Label Instances Percentage
| T 2,959 59.18%
C 2,041 41.82%
) 0) 2,381 47.62%
N 2,619 52.38%
I 1,192 23.84%
3 G 954 19.08%
U 235 4.70%

Table 2: TB-OLID per level and per class statistics.
Percentage calculated considering the total number of
instances in the dataset (5,000).

Finally, we run an analysis of the code-mixed data
using ad-hoc Python scripts. We observe that En-
glish is by far the most common language included
in the code-mixed instances mixed with Bangla
followed by Hindi. We report that 38.42% of all
tokens in the code-mixed (C) class are English.

3 Baselines and Models

Baselines We report the results of three baselines:
(1) Google’s Perspective API°, a free API devel-
oped to detect offensive comments widely used
as a baseline in this task (Kaati et al., 2022; For-
tuna et al., 2020); (2) prompting GPT 3.5 turbo
providing the model with TB-OLID’s annotation
guidelines; and (3) a majority class baseline. Due
to the API’s limitations, Perspective API was used
only for offensive language identification and not
for for target classification.

General Models We experiment with pre-trained
language models fine-tuned on TB-OLID. As our
dataset is transliterated Bangla and contains En-
glish code-mixed, we experiment with BERT (De-
vlin et al., 2019), roBERTa (Liu et al., 2020) which
are trained on English, and Bangla-BERT (Kow-
sher et al., 2022), which is trained on Bangla. We
also use cross-lingual models such as mBERT (De-
vlin et al., 2019) and xIm-roBERTa (Conneau et al.,
2020) which are trained in multiple languages.

Task-specific Models We also experiment with
task-specific fined-tuned models like HateBERT
(Caselli et al., 2021), and fBERT (Sarkar et al.,
2021). These models were also further fined-tuned
on TB-OLID.

4 Results and Discussion

We use Fl-score to evaluate the performance of
all models. The training and test sets are obtained
by the aforementioned 80-20 random split on the
entire TB-OLID dataset. We further subdivide the
test set into transliterated code-mixed (C), translit-
erated (T), and all instances. We present results
for offensive text classification (offensive vs. non-
offensive) in Table 3.

We observe that the standard BERT model per-
forms well over the baselines, whereas the Bangla-
BERT model performs less well. BERT achieves
F1-score of 0.71, whereas Bangla-BERT obtains
Fl-score of 0.42. We believe this is due to the

5https: //perspectiveapi.com/
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Model C T All
fBERT 0.73 0.70 0.72
HateBERT 0.74 0.69 0.72
BERT 0.73 0.68 0.71
m-BERT 0.70 0.68 0.69
GPT 3.5 0.65 0.64 0.64
Majority Class Baseline 0.57 0.57 0.57
Perspective API 0.53 0.50 0.51
Bangla-BERT 042 042 042

0.41
0.41

0.41
0.41

xIm-roBERTa
roBERTa

0.40
0.41

Table 3: Offensive Language Identification - F1-score
of all models trained and/or fine-tuned on TB-OLID.
We report results on the transliterated code-mixed (C),
transliterated (T), and All test set. Baselines in italics.

fact that many instances in the dataset are in Latin
script, which means that BanglaBERT frequently
struggles with out-of-vocabulary tokens. The low
performance of Bangla-BERT in this task requires
further examination. Models pre-trained specifi-
cally on offensive language identification perform
very well with fBERT and Hate-BERT coming out
on top, both with an F1 score of 0.72. Finally, we
observe that the top-5 performing models perform
better on the code-mixing data compared to translit-
erated data. This is likely due to the heavy presence
of English words in the code-mixing data where
we observe the presence of 38% of English words.
Finally, Table 4 presents the results of target type
classification (individual, group, or untargeted).

Model C T All
HateBERT 0.69 0.66 0.68
m-BERT 0.72 0.64 0.67
BERT 0.72 0.64 0.67
fBERT 0.66 0.64 0.65
roBERTa 0.73 0.60 0.65
GPT 3.5 039 046 043
Majority Class Baseline 0.48 0.63 0.55
xIlm-roBERTa 0.61 0.51 0.55
Bangla-BERT 0.59 047 0.51

Table 4: Target Classification - F1-score of all models
trained and/or fine-tuned on TB-OLID. We report results
on the transliterated code-mixed (C), transliterated (T),
and All test sets. Baselines in italics.

Overall, target classification is a more challeng-
ing task than offensive language identification due
to the presence of three classes instead of two.
Therefore, all results are substantially lower for this
task. HateBERT performs better than all other mod-

els with an F1 score of 0.68. roBERTa achieved
more competitive performance for target classifi-
cation than for offensive language identification
whereas Bangla-BERT did not perform well in both
tasks. Finally, similar to the previous task, the best-
performing models achieved higher F1 scores on
the code-mixed data than on the transliterated data.

One key observation is that the transformer-
based models do not perform very well, since most
of them are not pre-trained on transliterated Bangla.
Among the models that we experiment with, only
xlm-roBERTa is pre-trained with a comparatively
small set of Romanized Bangla. However, the lack
of any standard rules for spelling in transliterated
Bangla makes TB-OLID very challenging.

5 Conclusion and Future Work

In this work, we introduced TB-OLID, a transliter-
ated Bangla offensive language dataset containing
5,000 instances retrieved from Facebook. Three na-
tive speakers of Bangla have annotated the dataset
with respect to the presence of code-mixing, the
presence of offensive language, and its target ac-
cording to the OLID taxonomy. TB-OLID opens
exciting new avenues for research on offensive lan-
guage identification in Bangla.

We performed experiments with multiple mod-
els such as general monolingual models like BERT
(Devlin et al., 2019), roBERTa (Liu et al., 2020)
and Bangla-BERT (Kowsher et al., 2022); cross-
lingual models like mBERT (Devlin et al., 2019)
and xIm-roBERTa (Conneau et al., 2020); and mod-
els fine-tuned for offensive language identification
like HateBERT (Caselli et al., 2021), and fBERT
(Sarkar et al., 2021)). The best results were ob-
tained by the task-specific models.

In future work, we would like to extend the TB-
OLID dataset and annotate the offense type (e.g., re-
ligious offense, political offense, etc.). This would
help us identify the common targets in various plat-
forms. Furthermore, we would like to pre-train and
fine-tune a Bangla transliterated BERT model to
see how it performs on TB-OLID. Finally, in future
work, we would like to evaluate the performance
of other recently released large language models
(LLMs) (e.g., GPT 4.0, Llama 2) on TB-OLID.
The first baseline results using GPT 3.5 indicate
that general-purpose LLMs still struggle with the
transliterated and code-mixed content presented in
TB-OLID.
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Abstract

Bangla typing is mostly performed using
English keyboard and can be highly erroneous
due to the presence of compound and similarly
pronounced letters. Spelling correction of a
misspelled word requires understanding of
word typing pattern as well as the context of the
word usage. A specialized BERT model named
BSpell has been proposed in this paper targeted
towards word for word correction in sentence
level. BSpell contains an end-to-end trainable
CNN sub-model named SemanticNet along
with specialized auxiliary loss. This allows
BSpell to specialize in highly inflected Bangla
vocabulary in the presence of spelling errors.
Furthermore, a hybrid pretraining scheme has
been proposed for BSpell that combines word
level and character level masking. Comparison
on two Bangla and one Hindi spelling
correction dataset shows the superiority of
our proposed approach. BSpell is available
as a Bangla spell checking tool via GitHub:
https://github.com/Hasiburshanto/Bangla-
Spell-Checker.

1 Introduction

Bangla is the native language of 228 million peo-
ple which makes it the sixth most spoken language
in the world !. This Sanskrit originated language
has 11 vowels, 39 consonants, 11 modified vowels
and 170 compound characters (Sifat et al., 2020).
There is vast difference between Bangla grapheme
representation and phonetic utterance for many
commonly used words. As a result, fast typing
of Bangla yields frequent spelling mistakes. Al-
most all Bangla native speakers type using English
QWERTY layout keyboard (Noyes, 1983) which
makes it difficult to type Bangla compound charac-
ters, phonetically similar single characters and sim-
ilar pronounced modified vowels correctly. Thus
Bangla typing speed, if error-free typing is desired,

"https://www.babbel.com/en/magazine/the- 10-most-
spoken-languages-in-the-world
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is slow. An accurate spell checker (SC) can be a
solution to this problem.

Existing Bangla SCs include phonetic rule (Uz-
Zaman and Khan, 2004, 2005) and clustering based
methods (Mandal and Hossain, 2017). These meth-
ods do not take misspelled word context into con-
sideration. Another N-gram based Bangla SC
(Khan et al., 2014) takes only short range previous
context into consideration. Recent state-of-the-art
(SOTA) spell checkers have been developed for
Chinese language, where a character level confu-
sion set (similar characters) guided sequence to
sequence (seq2seq) model has been proposed by
Wang et al. (2019). Another research used similar-
ity mapping graph convolutional network in order
to guide BERT based character by character par-
allel correction (Cheng et al., 2020). Both these
methods require external knowledge and assump-
tion about confusing character pairs existing in the
language. The most recent Chinese SC offers an
assumption free BERT architecture where error
detection network based soft-masking is included
(Zhang et al., 2020). This model takes all NV charac-
ters of a sentence as input and produces the correct
version of these /V characters as output in a parallel
manner.

Correct
HAFT (+T+01+F+ o+F+0T ): Exam
Y @+fo+¥1+ +3 ): World
Ol¥ (G+cl+1+ ¢+9): month name

Incorrect
ATIBT (A+7+ o+F+01)
R @+ fo+mr)
WM (O+o+h+9)

Figure 1: Heterogeneous character number between
error word and corresponding correctly spelled word

One of the limitations in developing Bangla SC
using SOTA BERT based implementation (Zhang
et al., 2020) is that number of input and output
characters in BERT has to be exactly the same.
Such scheme is only capable of correcting substi-
tution type errors. As compound characters are
common in Bangla words, an error made due to the
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substitution of such characters also changes word
length (see the table in Figure 1). So, we introduce
word level prediction in our proposed BERT based
model.

Correct Incorrect
(TN CRITGT BTG I C9FT | TN CTAT 50 Y (57 |
(Soldier went to war riding a horse) | (Soldier went to war riding a visit)
ST (Y Fi<era | AT (TN I e
(The criminal confessed crime) (The criminal hunted crime)
FE SR AR AT P SR A 2Af74T|
(Tomorrow is our final exam) (Tomorrow is our final trench)

Figure 2: ample words that are correctly spelled acci-
dentally, but are context-wise incorrect.

The table shown in Figure 2 illustrates the im-
portance of context in Bangla SC. Although the
red marked words of this figure are the misspelled
versions of the corresponding green marked cor-
rect words, these red words are valid Bangla words.
But if we check these red words based on sen-
tence semantic context, we can realize that these
words have been produced accidentally because
of spelling error. An effective SC has to consider
word pattern, its prior context and its post context.

Misspelled: 5TaTY f& 7 w1 Raeafre
Correct: W FET 8%a NSa~=

Meaning: Villages are dependent on agriculture

Misspelled Correct Context
AT ST (village) FfF7
&= 21?&13 (Agriculture) T, [ECERIC
EE] 894 (on) [ECERIC
Raeate | fR$af= (dependent) 399

Figure 3: Necessity of understanding existing erroneous
words for spelling correction of misspelled words

Spelling errors often span up to multiple words
in a sentence. Figure 3 provides an example where
all four words have been misspelled. The correc-
tion of each word has context dependency on a few
other words of the same sentence. The problem is
that these words that form the correction context are
also misspelled. The table in the figure shows the
words to look at in order to correct each misspelled
word. In the original sentence (colored in red), all
these words that need to be looked at for context
are misspelled. If a SC cannot understand the ap-
proximate underlying meaning of these misspelled
words, then we lose all context for correcting each
misspelled word which is undesirable.

We propose a word level BERT (Devlin et al.,
2018) based model BSpell. This model is capa-
ble of learning prior and post context dependency

through the use of multi-head attention mechanism
of stacked Transformer encoders (Vaswani et al.,
2017). The model uses CNN based learnable Se-
manticNet sub-model to capture semantic meaning
of both correct and misspelled words. BSpell also
uses specialized auxiliary loss to facilitate word
level pattern learning and vanishing gradient prob-
lem removal. We introduce hybrid pretrainingfor
BSpell to capture both context and word error pat-
tern. We perform detailed evaluation on three error
datasets that include a real life Bangla error dataset.
Our evaluation includes detailed analysis on pos-
sible LSTM based SCs, SC variants of BERT and
existing classic Bangla SCs.

2 Related Works

Several studies on Bangla SC development have
been conducted in spite of Bangla being a low re-
source language. A phonetic encoding oriented
Bangla word level SC based on Soundex algorithm
was proposed by UzZaman and Khan (2004). This
encoding scheme was later modified to develop
a Double Metaphone encoding based Bangla SC
(UzZaman and Khan, 2005). They took into ac-
count major context-sensitive rules and consonant
clusters while performing their encoding scheme.
Another word level Bangla SC able to handle both
typographical and phonetic errors was proposed by
Mandal and Hossain (2017). An N gram model was
proposed by Khan et al. (2014) for checking sen-
tence level Bangla word correctness. An encoder-
decoder based seq2seq model was proposed by
Islam et al. (2018) for Bangla sentence correction
task which involved bad arrangement of words and
missing words, though this work did not include in-
correct spelling. A recent study has included Hindi
and Telugu SC development, where mistakes are
assumed to be made at character level (Etoori et al.,
2018). They have used attention based encoder-
decoder modeling as their approach.

SOTA research in this domain involves Chinese
SCs as it is an error prone language due to its con-
fusing word segmentation, phonetically and visu-
ally similar but semantically different characters.
A seq2seq model assisted by a pointer network
was employed for character level spell checking
where the network is guided by externally gener-
ated character confusion set (Wang et al., 2019).
Another research incorporated phonological and vi-
sual similarity knowledge of Chinese characters
into BERT based SC model by utilizing graph



convolutional network (Cheng et al., 2020). A
recent BERT based SC has taken advantage of
GRU (Gated Recurrent Unit) based soft masking
mechanism and has achieved SOTA performance
in Chinese character level SC in spite of not provid-
ing any external knowledge to the network (Zhang
et al., 2020). Another external knowledge free ap-
proach namely FASPell used BERT based seq2seq
model (Hong et al., 2019). HanSpeller++ is notable
among initially implemented Chinese SCs (Xiong
et al., 2015). It was an unified framework utilizing
a hidden Markov model.

3 Our Approach

3.1 Problem Statement

Suppose, an input sentence consists of n words —
Word,, Words, ..., Word,,. For each Word;,
we have to predict the right spelling, if Word; ex-
ists in the top-word list of our corpus. If Word; is
a rare word (Proper Noun in most cases), we pre-
dict U N K token denoting that we do not make any
correction to such words. For correcting a particu-
lar Word; in a paragraph, we only consider other
words of the same sentence for context information.

3.2 BSpell Architecture

Figure 4 shows the details of BSpell architecture.
Each input word of the sentence is passed through
the SemanticNet sub-model. This sub-model re-
turns us with a SemanticVec vector representation
for each input word. These vectors are then passed
onto two separate branches (main branch and sec-
ondary branch) simultaneously. The main branch
is similar to BERT_Base architecture (Gong et al.,
2019). This branch provides us with the n correct
words corresponding to the n input sentence words
at its output side. The secondary branch consists of
an output dense layer. This branch is used for the
sole purpose of imposing auxiliary loss to facili-
tate SemanticNet sub-model learning of misspelled
word patterns.

3.2.1 SemanticNet Sub-Model

Correcting a particular word requires the under-
standing of other relevant words in the same sen-
tence. Unfortunately, those relevant words may
also be misspelled. As humans, we can understand
the meaning of a word even if it is misspelled be-
cause of our deep understanding at word syllable
level and our knowledge of usual spelling error pat-
tern. We want our model to have similar semantic

level understanding of the words. We propose Se-
manticNet, a sequential 1D CNN sub-model that
is employed at each individual word level with a
view to learning intra word syllable pattern. Details
of individual word representation has been shown
in the bottom right corner of Figure 4. We repre-
sent each input word by a matrix (each character
represented as a one hot vector). We apply global
max pooling on the final convolution layer out-
put feature matrix of SemanticNet which gives us
the SemanticVec vector representation of the input
word. We get a similar SemanticVec representation
from each of our input words by independently ap-
plying the same SemanticNet sub-model on each
of their matrix representations.

3.2.2 BERT Base as Main Branch

Each of the SemanticVec vector representations ob-
tained from the input words are passed parallelly
on to our first Transformer encoder. 12 such Trans-
former encoders are stacked on top of each other.
Each Transformer employs multi head attention
mechanism, layer normalization and dense layer
specific modification on each input vector. The
attention mechanism applied on the word feature
vectors in each transformer layer helps the words
of the input sentence interact with one another ex-
tracting sentence context. We pass the final Trans-
former layer output vectors to a dense layer with
Softmax activation function applied on each vec-
tor in an independent manner. So, now we have
n probability vectors from n words of the input
sentence. Each probability vector contains lenp
values, where len p is one more than the total num-
ber of top words considered (the additional word
represents rare words). The top word correspond-
ing to the index of the maximum probability value
of i*" probability vector represents the correct word
for Word; of the input sentence.

3.2.3 Auxiliary Loss in Secondary Branch

Gradient vanishing problem is a common phenom-
ena in deep neural networks, where weights of the
shallow layers are not updated sufficiently during
backpropagation. With the presence of 12 Trans-
former encoders on top of the SemanticNet sub-
model, the layers of this sub-model certainly lie in
a shallow position. Although SemanticNet consti-
tutes a small initial portion of BSpell, this portion is
responsible for word pattern learning, an important
task of SC. In order to eliminate gradient vanishing
problem of SemanticNet and to turn it into an ef-
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Figure 4: BSpell architecture details

fective pattern based word level spell checker, we
introduce an auxiliary loss based secondary branch
in BSpell. Each of the n SemanticVecs obtained
from the n input words are passed parallelly on
to a Softmax layer without any further modifica-
tion. The outputs obtained from this branch are
probability vectors similar to the main branch out-
put. The total loss of BSpell can be expressed as:
LTotal = LFinal + A x LAu:Eiliary- We want our
final loss to have greater impact on model weight
update as it is associated with the final prediction
made by BSpell. Hence, we impose the constraint
0 < A < 1. This secondary branch of BSpell does
not have any Transformer encoders through which
the input words can interact to produce context in-
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formation. The prediction made from this branch
is dependent solely on misspelled word pattern ex-
tracted by SemanticNet. This enables SemanticNet
to learn more meaningful word representation.

3.3 BERT Hybrid Pretraining

In contemporary BERT pretraining methods, each
input word Word; maybe kept intact or maybe
replaced by a default mask word in a probabilis-
tic manner (Devlin et al., 2018; Liu et al., 2019).
BERT has to predict the masked words. Mistakes
from the BERT side will contribute to loss value
accelerating backpropagation based weight update.
In this process, BERT learns to fill in the gaps,
which in turn teaches the model language context.
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Sun et al. (2020) proposed incremental ways of
pretraining the model for new NLP tasks. We take
a more task specific approach for masking. In SC,
recognizing noisy word pattern is important. But
there is no provision for that in contemporary pre-
training schemes and so, we propose hybrid mask-
ing (see Figure 5). Among n input words in a sen-
tence, we randomly replace ny words with a mask
word Masky,. Among the remaining n — ny
words, we choose n¢ words for character mask-
ing. We choose m¢ characters at random from a
word having m characters to be replaced by a mask
character M askc during character masking. Such
masked characters introduce noise in words and
helps BERT to understand the probable semantic
meaning of noisy/ misspelled words.

4 Experimental Setup

4.1 Implemented Pretraining Schemes

We have experimented with three types of masking
based pretraining schemes. During word masking
we randomly select 15% words of a sentence and
replace those with a fixed mask word. During char-
acter masking, we randomly select 50% words of
a sentence. For each selected word, we randomly
mask 30% of its characters by replacing each of
them with a special mask character. Finally, during
hybrid masking, we randomly select 15% words
of a sentence and replace them with a fixed mask
word. We randomly select 40% words from the
remaining words. For these selected words, we
randomly mask 25% of their characters.

4.2 Dataset Specification

We have used one Bangla and one Hindi corpus
with over 5 million (5 M) sentences for BERT pre-
training (see Table 1). Bangla pretraining corpus
consists of Prothom Alo ? articles dated from 2014-
2017 and BDnews24 * articles dated from 2015-

“https://www.prothomalo.com/
*https://bangla.bdnews24.com/
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2017. The Hindi pretraining corpus consists of
Hindi Oscar Corpus “, preprocessed Wikipedia ar-
ticles °, HindiEnCorp05 dataset ® and WMT Hindi
News Crawl data 7 (all of these are publicly avail-
able corpus). We have used Prothom-Alo 2017 on-
line newspaper dataset for Bangla SC training and
validation purpose. Our errors in this corpus have
been produced synthetically using the probabilistic
algorithm described by Sifat et al. (2020). We fur-
ther validate our baselines and proposed methods
on Hindi open source SC dataset, namely Tools-
ForIL (Etoori et al., 2018). For real error dataset,
we have collected a total of 6300 sentences from
Nayadiganta 3 online newspaper. Then we have dis-
tributed the dataset among ten participants. They
have typed (in regular speed) each correct sentence
using English QWERTY keyboard producing natu-
ral spelling errors. It has taken 40 days to finish the
labeling. Top words have been taken such that they
cover at least 95% of the corresponding corpus.

4.3 BSpell Architecture Hyperparameters

SemanticNet sub-model of BSpell consists of a
character level embedding layer producing a 40
size vector from each character, then 5 consec-
utive layers each consisting of 1D convolution
(batch normalization and Relu activation in be-
tween each pair of convolution layers) and fi-
nally, a 1D global max pooling in order to ob-
tain SemanticVec representation from each input
word. The five 1D convolution layers consist
of (64,2),(64,3),(128,3), (128, 3), (256, 4) con-
volution, respectively. The first and second ele-
ment of each tuple denote number of convolution
filters and kernel size, respectively. We provide a
weight of 0.3 (A value of loss function) to the aux-
iliary loss. The main branch of BSpell is similar to
BERT_Base (Gong et al., 2019) in terms of stack-
ing 12 Transformer encoders. Attention outputs
from each Transformer is passed through a dropout
layer (Srivastava et al., 2014) with a dropout rate
of 0.3 and then layer normalized (Ba et al., 2016).
We use Stochastic Gradient Descent (SGD) Opti-
mizer with a learning rate of 0.001 for our model
weight update. We clip our gradient value and keep
it below 5.0 to avoid gradient exploding problem.

*https://www.kaggle.com/abhishek/hindi-oscar-corpus
Shttps://www.kaggle.com/disisbig/hindi-wikipedia-
articles-172k
®http://hdl.handle.net/11858/00-097C-0000-0023-625F-0
"https://www.aclweb.org/anthology/W19-5301
8https://www.dailynayadiganta.com/



Datasets Unique | Unique | Top Train | Validation Unique I&::g
Word Char | Word | Sample | Sample | Error Word
Percentage
Prothom-Alo
Bangla 262 K 73 35K 1M 200 K 450 K 52%
Synthetic Error
Bangla Real ) s | 73 _ | 43K 2K 10K 36%
Error
Bangla Pretrain 513K 73 10K | 55M B B ~
Corpus
Hindi Synthetic
Error Corpus 205K 77 15K 75K 16 K 5K 10%
(ToolsForlIL)
Hindi Pretrain | 370 | 77 | 40K | 55M _ _ _
Corpus

Table 1: Dataset specification details

5 Results and Discussion

5.1 Training and Validation Details

In case of Bangla SC, we randomly initialize the
weights of model M. We use our large Bangla
pretrain corpus for hybrid pretraining and get pre-
trained model M,... Next we split our benchmark
synthetic spelling error dataset (Prothom-Alo) into
80%-20% training-validation set. We fine tune
M, using the 80% training portion (obtaining
fine tuned model M ;,.) and report performance
on the remaining 20% validation portion. We use
the Bangla real spelling error dataset in two ways -
(1) We do not fine tune M ¢;,,. on any of part of this
data and use the entire dataset as an independent
test set (result reported with the title real error (no
fine tune)) (2) We split this real error dataset into
80%-20% training-validation and fine tune M f;y
further using the 80% portion, then validate on the
remaining 20% (result reported with the title real
error (fine tuned)). In case of Hindi, the first two
steps (pretraining and fine tuning) are the same.
We have not constructed any real life spelling error
dataset for Hindi. So, results are reported on the
20% held out portion of the benchmark dataset.

5.2 BSpell vs Contemporary BERT Variants

We start with BERT Seq2seq where the encoder
and decoder portion consist of 12 stacked Trans-
formers (Devlin et al., 2018). Predictions are made
at character level. Similar architecture has been
used in FASpell (Hong et al., 2019) for Chinese
SC. A word is considered wrong if even one of its
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characters is predicted incorrectly. Hence character
level seq2seq modeling achieves poor result (see
Table 2). Moreover, in most cases during sentence
level spell checking, the correct spelling of the
word of input sentence has to be the i*" word in the
output sentence as well. Such constraint is difficult
to follow through such architecture design. BERT
Base consisting of stacked Transformer encoders
has two differences from the design proposed by
Cheng et al. (2020) - (i) We make predictions at
word level instead of character level (i1) We do not
incorporate any external knowledge about Bangla
SC since such knowledge is not well established in
the field. This approach achieves good performance
in all four cases. Soft Masked BERT learns to ap-
ply specialized synthetic masking on error prone
words in order to push the error correction per-
formance of BERT Base further. The error prone
words are detected using a GRU sub-model and the
whole architecture is trained end to end. Although
Zhang et al. (2020) implemented this architecture
to make corrections at character level, our imple-
mentation does everything in word level. We have
used popular FastText (Athiwaratkun et al., 2018)
word representation for both BERT Base and Soft
Masked BERT. BSpell shows decent performance
improvement in all cases.

5.3 Comparing BSpell Pretraining Schemes

We have implemented three different pretraining
schemes (details provided in Subsection 4.1) on
BSpell before fine tuning on spell checker dataset.
Word masking teaches BSpell context of a lan-



Synthetic Error Real-Error Real-Error | Synthetic Error
Spell Checker (Prothom-Alo) | (No Fine Tune) | (Fine Tuned) (Hindi)
Architecture ACC F1 ACC F1 ACC F1 ACC F1
BERT Seq2seq 31.6% | 0.305 | 24.5% | 0.224 | 29.3% | 0.278 | 22.8% | 0.209
BERT Base 91.1% | 0.902 83% | 0.823 | 87.6% | 0.855 | 93.8% | 0.923
Soft Masked BERT | 92% 0.919 | 84.2% | 0.832 | 88.1% | 0.862 | 94% 0.933
BSpell 94.7% | 0934 | 86.1% | 0.859 | 90.1% | 0.898 | 96.2% | 0.96

Table 2: Comparing BERT based variants. Typical word masking based pretraining has been used on all these
variants. Real-Error (Fine Tuned) denotes fine tuning of the Bangla syn- thetic error dataset trained model on real
error dataset, while Real-Error (No Fine Tune) means directly validating synthetic error dataset trained model on

real error dataset without any further fine tuning.

Synthetic Error Real-Error Real-Error Synthetic Error
Pretraining (Prothom-Alo) | (No Fine Tune) | (Fine Tuned) (Hindi)
Scheme ACC F1 ACC F1 ACC F1 ACC F1
Word Masking 94.7% | 0934 | 86.1% | 0.859 | 90.1% | 0.898 | 96.2% | 0.96
Character Masking | 95.6% | 0.952 | 85.3% | 0.851 | 89.2% | 0.889 | 96.4% | 0.963
Hybrid Masking | 97.6% | 0.971 | 87.8% | 0.873 | 91.5% | 0.911 | 97.2% | 0.97

Table 3: Comparing BSpell exposed to various pretraining schemes

guage through a fill in the gaps sort of approach.
SC is not all about filling in the gaps. It is also
about what the writer wants to say, i.e. being able
to predict a word even if some of its characters are
blank (masked). Character masking takes a more
drastic approach by completely eliminating the fill
in the gap task. This approach masks a few of the
characters residing in some of the input words of
the sentence and asks BSpell to predict these noisy
words’ original correct version. The lack of context
in such pretraining scheme puts negative effect on
performance over real error dataset experiments,
where harsh errors exist and context is the only
feasible way of correcting such errors (see Table 3).
Hybrid masking focuses both on filling in word
gaps and on filling in character gaps through pre-
diction of correct word and helps BSpell achieve
SOTA performance.

5.4 BSpell vs Possible LSTM Variants

BiLSTM is a many to many bidirectional LSTM
(two layers) that takes in all n words of a sentence
at once and predicts their correct version as output
(Schuster and Paliwal, 1997). During SC, BiL-
STM takes in both previous and post context into
consideration besides the writing pattern of each
word and shows reasonable performance (see Table
4). In Stacked BiLSTM, we stack twelve many
to many bidirectional LSTMs instead of just two.
We see marginal improvement in SC performance
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in spite of such large increase in parameter num-
ber. Attn_Seq2seq LSTM model utilizes attention
mechanism at decoder side (Bahdanau et al., 2014).
This model takes in misspelled sentence characters
as input and provides the correct sequence of char-
acters as output (Etoori et al., 2018). Due to word
level spelling correction evaluation, this model
faces the same problems as BERT Seq2seq model
discussed in Subsection 5.2. Proposed BSpell out-
performs these models by a large margin.

5.5 Ablation Study

BSpell has three unique features - (1) secondary
branch with auxiliary loss (possible to remove
this branch), (2) 1D CNN based SemanticNet sub-
model (can be replaced by simple Byte Pair En-
coding (BPE) (Vaswani et al., 2017)) and (3) hy-
brid pretraining (can be replaced by word masking
based pretraining). Table 5 demonstrates the results
we obtain after removing any one of these features.
In all cases, the results show a downward trend
compared to the original architecture.

5.6 Existing Bangla Spell Checkers vs BSpell

Phonetic rule based SC takes a Bangla phonetic
rule based hard coded approach (Saha et al., 2019),
where a hybrid of Soundex (UzZaman and Khan,
2004) and Metaphone (UzZaman and Khan, 2005)
algorithm has been used. Clustering based SC
on the other hand follows some predefined rules



Spell Checker Synthetic Error Real-Error Real-Error | Synthetic Error
Architecture (Prothom-Alo) | (No Fine Tune) | (Fine Tuned) (Hindi)
ACC F1 ACC F1 ACC F1 ACC F1
BiLSTM 81.9% | 0.818 | 78.3% | 0.781 | 81.1% | 0.809 | 81.2% | 0.809
Stacked BiLSTM 83.5% | 0.832 | 80.1% | 0.80 | 82.4% | 0.822 | 82.7% | 0.824
Attn_Seq2seq (Char) | 20.5% | 0.178 | 15.4% | 0.129 | 17.3% | 0.152 | 22.7% | 0.216
BSpell 97.6% | 0971 | 87.8% | 0.873 | 91.5% | 0911 | 97.2% | 0.97

Table 4: Comparing LSTM based variants with hybrid pretrained BSpell. FastText word representation has been

used with LSTM portion of each architecture.

BSpell Synthetic Error Real-Error Real-Error | Synthetic Error
Variants (Prothom-Alo) | (No Fine Tune) | (Fine Tuned) (Hindi)
ACC F1 ACC F1 ACC F1 ACC F1
Original 97.6% | 0971 | 87.8% | 0.873 | 91.5% | 0911 | 97.2% | 0.97
No Aux Loss 96.3% | 0.96 86.9% | 0.865 | 90.5% | 0.90 | 95.4% | 0.949
No SemanticNet | 94.5% | 094 | 85.7% | 0.848 | 89.2% | 0.885 | 95.2% | 0.95
No Hybrid Pretrain | 94.7% | 0.934 | 86.1% | 0.859 | 90.1% | 0.898 | 96.2% | 0.96

Table 5: Comparing BSpell with its variants created by removing one of its novel features

Spell Synthetic Error Rea.l-Error
Checker (Prothom-Alo) | (No Fine Tune)
ACC F1 ACC F1
Phonetic | 61.2% | 0.582 | 43.5% | 0.401
Clustering | 52.3% | 0.501 | 44.2% | 0.412
BSpell 97.6% | 0971 | 87.8% | 0.873

Table 6: Existing Bangla spell checkers vs BSpell

on word cluster formation, distance measurement
and correct word suggestion (Mandal and Hossain,
2017). Since these two SCs are not learning based,
fine tuning is not applicable for them. They do
not take misspelled word context into considera-
tion while correcting that word. As a result, their
performance is poor especially in Bangla real error
dataset (see Table 6). BSpell outperforms these
Bangla SCs by a wide margin.

5.7 1Is BSpell Language Specific?

BSpell has originally been designed keeping the
unique characteristics of Sanskrit originated lan-
guages such as Bangla and Hindi in mind. Here
we see how this model performs on English which
is very different from Bangla in terms of struc-
ture. We experiment on an English spelling error
dataset published by Jayanthi et al. (2020). The
training set consists of 1.6 million sentences. The
authors created a confusion set consisting of 109K
misspelled-correct word pairs for 17K popular En-
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glish words. 20% of the words of the training set
have been converted to spelling error based on this
confusion set. The authors created BEA-60K test
set from BEA-2019 shared task consisting of nat-
ural English spelling errors. The best correction
rate achieved by the authors was around 80% using
LSTM based ELMo model, whereas BSpell has
achieved a correction rate of 86.2%. We have also
experimented with BERT_Base model on this test
set where we have used byte pair encoding as word
representation. BERT_Base has achieved an error
correction rate of 85.6%. It is clear that BSpell and
BERT_Base do not have that much difference in
performance when it comes to English compared
to Bangla and Hindi.

5.8 Effectiveness of SemanticNet
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Figure 6: Visualizing SemanticVec representation of 10
popular words with their error variants

The main motivation behind the inclusion of



SemanticNet in BSpell is to obtain vector repre-
sentations of error words as close as possible to
their corresponding correct words. We take 10 fre-
quently occurring Bangla words and collect three
real life error variations of each of these words.
We produce SemanticVec representation of all 40
of these words using SemanticNet. We use princi-
pal component analysis (PCA) (Shlens, 2014) on
each of these SemanticVecs and plot them in two
dimensions. Finally, we implement K-Means Clus-
tering algorithm using careful initialization with
K = 10 (Chen and Xia, 2009). Figure 6 shows
the 10 clusters obtained from this algorithm. Each
cluster consists of a popular word and its three er-
ror variations. In all cases, the correct word and its
three error versions are so close in the graph plot
that they almost form a single point.

6 Conclusion

In this paper, we have proposed a SC named BSpell
for Bangla and Hindi language. BSpell uses Seman-
ticVec representation of input misspelled words and
a specialized auxiliary loss for the enhancement
of spelling correction performance. The model ex-
ploits the concept of hybrid masking based pretrain-
ing. We have also investigated into the limitations
of existing Bangla SCs as well as other SOTA SCs
proposed for high resource languages. BSpell has
two main limitations - (a) it cannot handle acci-
dental merge or split of words and (b) it cannot
correct misspelled rare words. A potential research
direction can be to eradicate these limitations by
designing models that can perform prediction at
sub-word level which includes white space charac-
ters and punctuation marks.

7 Limitations

BSpell model provides a word for word correction,
i.e., number of input words and number of output
words have to be exactly the same. Unfortunately,
during accidental word merging or word splitting,
number of input and output words differ and so
in such cases BSpell will fail in resolving such er-
rors. This type of error is more common in Chinese
language. The advantage for us is that this type
of error is rare in Bangla and Hindi as the words
of these languages are clearly spaced in sentences.
So, people will rarely perform accidental merge or
split of words. Another limitation is that BSpell
has been trained to correct only the top Bangla and
Hindi words that cover 95% of the entire corpus.
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As a result, this spell checker will face problems
while correcting spelling errors in rare words. For
such rare words, BSpell simply provides UNK as
output which means that it is not sure what to do
with these words. An advantage here is that most
of these rare words are some form of proper nouns
which should not be corrected and should ideally
be left alone as they are. For example, someone
may have an uncommon name. We do not want
our model to correct that person’s name to some
commonly used name.

An immediate research direction is to overcome
the limitations of the proposed method. A straight-
forward way of dealing with the word merge,
word split and rare word correction problem is to
model spelling errors at character level (sequence-
to-sequence type approach). We have taken this
trivial attempt and have failed miserably (see the
performance reported in the first row of Table 2).
Solving these problems while maintaining the cur-
rent spelling correction performance of BSpell can
be a challenge. Another interesting future direction
is to investigate on personalized Bangla and Hindi
spell checker which has the ability to take user
personal preference and writing behaviour into ac-
count. The main challenge here is to effectively uti-
lize user provided data that must be collected in an
online setting. Recently, deep learning based auto-
matic grammatical error correction has gained a lot
of attention in English language (Chollampatt and
Ng, 2018), (Chollampatt and Ng, 2017), (Stahlberg
and Kumar, 2021). SOTA grammar correction mod-
els developed for English can be trained and tested
on Bangla and Hindi spell checking tasks as part of
future research effort. Such benchmarking studies
can play a vital role in pushing the boundaries of
low resource language correction automation.
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Abstract

Punctuation restoration is the endeavor of
reinstating and rectifying missing or improper
punctuation marks within a text, thereby erad-
icating ambiguity in written discourse. The
Bangla punctuation restoration task has re-
ceived little attention and exploration, despite
the rising popularity of textual communication
in the language. The primary hindrances in
the advancement of the task revolve around
the utilization of transformer-based methods
and an openly accessible extensive corpus,
challenges that we discovered remained
unresolved in earlier efforts. In this study, we
propose a baseline by introducing a mono-
lingual transformer-based method named
Jatikarok! , where the effectiveness of transfer
learning has been meticulously scrutinized,
and a large-scale corpus containing 1.48M
source-target pairs to resolve the previous
issues. The Jatikarok attains accuracy rates
of 95.2%, 85.13%, and 91.36% on the
BanglaPRCorpus, Prothom-Alo Balanced,
and BanglaOPUS corpora, thereby estab-
lishing itself as the state-of-the-art method
through its superior performance compared
to BanglaT5 and T5-Small. Jatikarok and
BanglaPRCorpus are publicly available at
https://github.com/mehedihasanbijoy/
Jatikarok-and-BanglaPRCorpus.

1 Introduction

The continuous effort to bridge the linguistic gap
between human natural language and digital de-
vices has propelled natural language processing
(NLP) to its current level of advancement. Despite
these advances in NLP, Bangla language process-
ing continues to present significant challenges in-
cluding multimodal complexities stemming from
intricate language rules. Proper punctuation place-
ment, particularly in the Bangla language, plays
a pivotal role in further reducing this barrier and
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facilitating downstream Bangla natural language
processing (BNLP) tasks.

Previous studies have highlighted the domi-
nance of transformer-based models such as BERT
(Fuetal.,2021), RoBERTa (Nagy et al., 2021), and
ALBERT (Shi et al., 2021) and have showcased
their efficacy in leveraging contextual information
for punctuation restoration in high-resource lan-
guages. Additionally, architectural enhancements
such as attention mechanisms has also shown
good performance (Yi and Tao, 2019). Follow-
ing the trend of domain-specific fine-tuning of pre-
trained models, alongside post-processing tech-
niques, has also achieved close to adequate per-
formance (Chordia, 2021). Cross-lingual augmen-
tation strategies enhance transformer models for
languages with diverse resources, which is non-
existent in (Alam et al., 2020). The study con-
ducted by (Rahman et al., 2023) only restored four
types of punctuation marks in the Bangla language.
However, there are at least nine more punctua-
tion marks that need to be addressed to exhaus-
tively capture the meaning. Moreover, it should
be pointed out that deep learning models may
not be capable of covering a significant propor-
tion of punctuation in cases where the corpus is
comparably small (Monsur et al., 2022). How-
ever, transformer-centric approaches have started
demonstratring impressive performance in various
BNLP tasks, including grammar and spelling er-
ror correction (Bijoy et al., 2022). Surprisingly,
transformer-based methods have yet to be applied
in any studies for the Bangla punctuation restora-
tion task. Consequently, in this study, we leverage
the impressive capabilities of transformers and ini-
tiate an investigation into their unexplored poten-
tial for the task.

In this study, we propose a transformer-based
method named Jatikarok for the task with a
uniquely tailored architecture of six encoder and
decoder layers, optimizing the balance between
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model complexity and computational efficiency
for Bangla punctuation restoration, while en-
hancing its performance through transfer learn-
ing, which consequently renders it a mono-
lingual method.  Furthermore, we introduce
BanglaPRCorpus, a large-scale parallel corpus for
the task consisting of 1.48 million source-target
pairs. The contributions of this paper are summa-
rized below:

* A monolingual transformer-based method
called Jatikarok has paved the way for
the first-ever monolingual transformer-based
baseline in the Bangla punctuation restoration
task.

* We benchmarked our proposed method on
various corpora, and it has emerged as the
state-of-the-art approach on two additional
corpora, namely Prothom-Alo Balanced and
BanglaOPUS, in addition to ours.

* The effectiveness of transfer learning from
the Bangla grammatical error correction task
has been scrutinized for its ability to capture
intricate linguistic patterns within this spe-
cific task.

* A large-scale parallel corpus comprising
1.48M source-target pairs has been devel-
oped by incorporating 16 Bangla punctuation
marks and made publicly available, making
Bangla no longer a resource-scarce language
for the task.

The subsequent sections of the paper are orga-
nized as follows: Section 2 presents an in-depth
analysis of the background of Bangla punctuation
restoration; the process of constructing our corpus
is expounded upon in Section 3; Section 4 elu-
cidates the architecture of our proposed method;
Section 5 presents the tangible results derived from
our empirical study; Section 6 culminates our in-
vestigation by offering concluding remarks and
outlining potential avenues for future research.

2 Literature Review

The task of punctuation restoration has garnered
widespread attention, leading to the emergence
of novel insights within methods and datasets.
We delve into an examination of the recent stud-
ies conducted for punctuation restoration. Our
extensive studies identified several contemporary
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transformer-based and deep learning methods in
the realm of Bangla punctuation restoration tasks
and in various high and low-resource languages
such as Transformer (Lai et al., 2023; Nguyen
etal.,2019; Wu et al., 2022), RNN (Rahman et al.,
2023; Kim, 2019) and Hybrid (Yi et al., 2020;
Bakare et al., 2023).

Among RNN-based methods (Rahman et al.,
2023) proposed a novel approach comprised of
a bidirectional recurrent neural network (BRNN)
model with an attention mechanism. The authors
trained a large Bangla dataset focusing specifically
on predicting the exclamation mark and achieved
96.8% accuracy with various post-processing tech-
niques. Likewise, (Kim, 2019) took a similar ap-
proach to solve the task.

The advent of NLP has seen the employment
of transformer-based methods where M-BERT,
BERT, RoBERTa, BioBERT, and ELECTRA have
been utilized (Sunkara et al., 2020; Huang et al.,
2021). (Alam et al., 2020) explored transformer-
based language models to restore punctuation and
improved Bangla training and evaluation data
whereas (Monsur et al., 2022) utilized inadequate
supervision and proposed a unique method for ac-
quiring dialogue data in languages with few re-
sources and evaluated the dataset by finetuning
BanglaBERT (Bhattacharjee et al., 2022). Predict-
ing punctuation for sequences instead of individ-
ual tokens by utilizing RoOBERTa-base, (Courtland
et al., 2020) proposed an innovative approach to
solving the task. (Guerreiro etal., 2021) followed a
homogeneous approach and proposed a contextual
embedding-based punctuation prediction model.
RoBERTa outperformed other transformer-based
models in the comparison.

Our study has also revealed that the implemen-
tation of hybrid models has yielded exceptional re-
sults in addressing complex natural language pro-
cessing tasks. By taking advantage of the evalu-
ation of different BERT transformer models using
LSTM and GRU with a linear neural network layer
(Bakare et al., 2023) proposed a robust punctuation
restoration algorithm. Besides, (Makhija et al.,
2019) proposed a LSTM-CRF(Conditional Ran-
dom Field) model that uses pre-trained BERT em-
beddings to make tagging decisions that take step
interdependence into account to solve the punctu-
ation restoration problem.

A thorough analysis found that transformer-
based methods outperform RNN-based ones.



While RNNs may struggle with feature coverage
and handling large datasets, transformers do not
face these challenges. However, a downside of
transformer-based approaches is that they require
huge datasets to perform effectively.

3 Corpus Creation

We consider a total of 16 distinct punctuation
marks, including period(’ I’), comma(’,”), excla-
mation mark (’!”), question mark (°?’), semicolon
(’;”), Bangla colon ('8"), colon (’:”), double quo-
tation mark (), single quotation mark (*), hyphen
(’-"), opening parenthesis (’(’), closing parenthe-
sis (°)’), opening curly brace (’{’), closing curly
brace (’}’), opening square bracket (’[’), and clos-
ing square bracket(’]’), to curate the corpus. The
details of these punctuation marks are delineated
as follows:

Period( ): A definitive halt, denoting the terminus
of a sentence in Bangla.

Comma(,): An eloquent separator, orchestrating
rhythm within lists, crafting succinct pauses, and
clarifying sentence structure.

Exclamation Mark(!): A linguistic exclamation
point, amplifying emphasis, evoking astonishment
or fervor, typically crowning the culmination of
sentences.

Question Mark(?): An inquisitive note, framing
direct queries. Its presence, positioned at sentence
conclusions, signifies an inquest for insight.
Semicolon(;): A poised pause, surpassing a
comma’s subtlety yet shying from a full stop’s
grandeur. It adroitly links kindred concepts.
Bangla Colon(::8): A signal which indicates that
what comes next is elaborating on, explaining, or
providing examples related to the preceding clause
or phrase.

Colon(:): An introducer of elucidation, explana-
tions, and verbatim passages within sentences, col-
onizes text with structured context.

Double Quotation Mark(”): A textual embrace
for direct discourse or citations in Bangla script,
encapsulating borrowed expressions.

Single Quotation Mark(’): An enigmatic gesture,
encircling quotes within quotes or indicating nu-
anced semantics, an annotation of depth.
Hyphen(-). A linguistic bridge, tethering word
parts, fusing compound lexemes, and demarcating
ranges with subtle precision.

Opening Parenthesis( ( ): A grammatical cradle,
ensconcing auxiliary or clarifying content, nurtur-

20

ing intricate sentence ecosystems.

Closing Parenthesis() ): A tender closure, round-
ing out preceding parenthetical, nurturing textual
harmony and enclosure.

Opening Curly Brace({): A technical flourish,
sometimes corralling supplementary information
or code within contexts of expertise.

Closing Curly Brace(}): A counterpart to the
opening brace, it brings closure, marking the ambit
of enclosed insights or code.

Opening Square Bracket([): A gateway to lists,
references, and augmented text in Bangla, wel-
coming expanded textual horizons.

Closing Square Bracket(]): The ultimate gate-
keeper, sealing the opening bracket’s portal, con-
cluding augmented textual exploration.

3.1 Data Sourcing

We source our data from a publicly available
Bangla paraphrase corpus (Akil et al., 2022).
This dataset comprises approximately 466,000
carefully produced pairs of artificially created
rephrased sentences in the Bangla language.
These rephrased sentences have been meticulously
crafted to uphold both the meaning’s coherence
and the diversity of sentence structure, guarantee-
ing their outstanding quality.

3.2 Data Preprocessing

We consider 72 distinct characters that fre-
quently occur in Bangla text denoted as DC' =
{DC1,DCs, ..., DC7}, in addition to 16 Bangla
punctuation marks represented by PM
{PM,y,PMs, ..., PMg} and a space SP, result-
ing in a set of 89 Bangla characters represented by
C = {DC + PM + SP} = {C},Cs,...,Cg}.
Next, we take into account each of the sentences
indicated as S = {S1, 59, ..., SN}, where N rep-
resents the number of characters in the sentence.
We iterate through each of the characters S; € S
and remove any character that is not present in the
unique character set C'.

3.3 Punctuation Removal Procedure

We randomly remove N punctuation marks from
a sentence S, based on their availability, where
N >=1 & N <= 10. To achieve this, we follow
these steps: (Step 1) Initially, we count the number
of punctuation marks, Py, present in the sen-
tence. If P,y 1s less than the number of punctua-
tion marks we intend to remove from the sentence,
we simply skip the sentence. (Step 2) Otherwise,



to remove a punctuation mark PM; € PM, we
begin by shuffling the list of punctuations, PM.
(Step 3) Proceeding to the next step, we iterate
through the list of punctuations, PM, and deter-
mine whether the sentence contains the specific
punctuation mark, PM;. (Step 4) If the punctu-
ation mark is present such that PM; € S, we re-
move it from the sentence and continue with the
process. (Step 5) Finally, we repeat these steps
from 1 to 4 for N times to achieve the removal of
the desired N punctuation marks from a sentence.

3.4 Corpus Statistic

Our proposed Bangla punctuation restoration cor-
pus (BanglaPRcorpus) consists of 1.48 million
source-target pairs. In these pairs, the source sen-
tences lack punctuation, while the target sentences
are the corrected versions where missing punc-
tuation is restored. To do so, we systematically
eliminated punctuation marks in varying quanti-
ties, ranging from 1 to 10, within each sentence.
Moreover, the minimum, maximum, and average
number of words in a sentence of our corpus is 2,
127, and 12.9, respectively.

4 Methodology

4.1 Problem Formulation & Overview

Consider two sequences of tokens, X7
{.731, Ty euny J,‘n}, and Y[ = {yl, Y2, ..uy yk}, where
X7 represents an erroneous input sequence with
missing punctuation marks, and Y7 represents the
corresponding corrected sequence with punctua-
tion marks restored. The encoder (E(-)) of our
method takes an erroneous input sentence X7,
which is first tokenized using a pre-trained tok-
enizer (7'(+)), and generates a representative vector
of the sentence, denoted as V' = [V4, Va, ..., Vs12].
Subsequently, the decoder (D(-)) utilizes the
representative vector V, along with the previously
generated tokens, to autoregressively generate
the corresponding correct sentence. The entire
procedure can mathematically be abbreviated as
follows:

Y = D((B(T([X1]), W), Dy

out)?WD) (1)

4.2 Motivations

Bangla is the fifth (Bhattacharyya et al., 2023)
most spoken language, considering the num-
ber of speakers. Beyond mere documentation,
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Bangla serves multifarious communicative pur-
poses, highlighting its diverse utility. A method
aimed at enhancing typing proficiency by rectify-
ing misused punctuation could offer substantial ad-
vantages. The endeavor of punctuation restoration
holds significant importance to its enhancement of
text lucidity and interpretability, thus circumvent-
ing potential ambiguities. Consequently, it con-
tributes to the amelioration of downstream NLP
tasks.

4.3 Jatikarok

In this section, we provide the details on Jatikarok.

4.3.1 Encoder

Given an input sequence of tokens X
{z1,29,...,x,}, where n is the sequence length,
we assigned unique discrete values to each word.
We ensured uniform input dimension by expand-
ing each input sequence X; by incorporating
padding. Subsequently, each token, x;, under-
goes an embedding layer E to convert discrete
inputs into continuous vector representations us-
ing a trainable matrix in a latent space, such that
E; = Embed(x;). Notably, these matrices are
fine-tuned via backpropagation during training to
minimize the loss. These embeddings are subse-
quently combined with positional encodings PE
to account for token order where PE; represents
the positional encoding for x;. The combined
embeddings, denoted as Z; = E; + PE;, are
then fed into a stack of K identical layers, each
composed of two main components: a multi-head
self-attention mechanism and position-wise feed-
forward networks. The self-attention mechanism
computes weighted representations for each token
by attending to all tokens in the sequence X using
learnable query (Q), key (K), and value (V) vec-
tors. This self-attention mechanism is defined as
follows (Vaswani et al., 2017):

Attention(Q,K, V) = softmax(Q—\;}:)V (2)

The self-attention mechanism calculates weighted
representations of each token by considering in-
teractions with all other tokens in the sequence,
enabling the capture of contextual dependencies.
The position-wise feedforward networks intro-
duce non-linearity through two linear transforma-
tions followed by a non-linear activation func-
tion, ReLU, enhancing the acquired representa-
tions. The outputs of each layer are sequentially
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Figure 1: (Top) Jatikarok is initially trained on the Bangla Grammatical Error Correction (BGEC) task. (Middle)
The insights acquired during the BGEC training are preserved for subsequent knowledge transfer to the Bangla
Punctuation Restoration (BPR) task. (Bottom) Jatikarok is then fine-tuned on BPR corpora, leveraging the knowl-

edge gleaned from the BGEC task.

propagated through the stack of K identical layers,
yielding refined representations that encode both
local and global dependencies, incorporating rich
contextualized portrayals of the input sequence X.

4.3.2 Decoder

Firstly, the target sequence, which is denoted
as' Y = {y1,y2,...,Ym}, Where m is the se-
quence length, is embedded into a latent space
using learned embeddings: Ey; = Embed(y;).
To convey information about token order, posi-
tional encodings PEy; are added to these embed-
dings (Ey;). The resulting embeddings Zy; =
Ey; + PEy; are then passed through a stack of
L similar decoder layers, each composed of two
primary components: a masked multi-head self-
attention mechanism and position-wise feedfor-
ward networks. The computation of masked multi-
head self-attention follows the same equation as
regular multi-head self-attention (as given in Equa-
tion 2), with the crucial distinction that it enforces
a restriction preventing the model from attending
to tokens that occur in the future within the se-
quence. In contrast, the position-wise feedfor-
ward networks introduce non-linearity through lin-
ear transformations followed by a non-linear ac-
tivation function (ReLU), enhancing the learned
representations similar to the encoder’s feedfor-
ward networks. The obtained representations from
each layer are sequentially propagated through the
stack of L similar decoder layers, resulting in re-
fined target sequence representations denoted as
Y.
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4.3.3 Hyperparameters

To maintain consistency, a hidden size dimension
of 512 is employed across all layers within the
encoder and decoder. Moreover, the feedforward
neural network layers, which consist of 2048 neu-
rons, contribute significantly to the model’s depth
and capacity. In order to mitigate the risks of over-
fitting, a dropout ratio of 0.1 is applied, thereby
promoting robust and effective learning. The in-
corporation of the ReLLU activation function in-
troduces essential non-linearity to the network’s
computations. Throughout the training process,
a learning rate of 5 x 1077 is applied, and the
model undergoes 100 epochs of training using
the AdamW optimizer. This optimization pro-
cess is carefully guided by the categorical cross-
entropy loss function, which effectively steers the
model towards achieving the desired translation
outcomes.

5 Experimental Analysis

5.1 Datasets

* BanglaPRCorpus (Ours). It consists of
1,481,149 (1.48M) source-target pairs. We
split the corpus into training and test sets,
keeping 85% of the data in the training set
and 15% in the test set, with each type of
erroneous sentence, based on the number of
punctuation removed, to maintain a balanced
distribution. As a result, our training and
test sets comprise 1,258,977 (1.26M) and
222,172 (222.1K) source-target instances, re-



BanglaPRCorpus

Method #Params.

Prothom-Alo Balanced BanglaOPUS

ACC PR RE F1 Fo0.5

ACC PR RE F1 Fo0.5 ACC PR RE F1 Fo.5

BiLSTM (Rahman et al., 2023) | 11.54M - - - - -

BanglaT5 247.53M || 83.94% 0.839 0.839 0.839 0.841

T5-Small 60.5IM || 72.67% 0.728 0.727 0.727 0.728

Jatikarok 74.36M 952% 0.953 0952 0.952 0.955

- 0.594 0.44 0.506 — - 0.546 0.394 0.458 -

76.53% 0.77 077  0.77 0.783 || 80.66% 0.806 0.806 0.806 0.813

7495% 074 0.75 075 0.761 || 74.81% 0.748 0.748 0.748 0.754

85.13% 0.85 0.851 0.845 0.852 || 91.36% 0.914 0.914 0914 0.92

Table 1: The juxtaposition of the quantitative performance of different existing methods across various corpora.

spectively.

* Prothom-Alo Balanced (Rahman et al.,
2023). It encompasses a total of 80150
source-target pairs after our meticulous pre-
processing. The corpus was partitioned into
training and test sets by maintaining an 85%
and 15% split. Consequently, the resultant
training set and test set comprise 68128 and
12022 source-target pairs, respectively.

* Bangla OPUS (Tiedemann, 2012). Fol-
lowing a comprehensive text preprocessing
phase, we identified a total of 877,299 source-
target pairs within the corpus. Subsequently,
we divided the corpus in an 85:15 ratio to
establish distinct training and test sets. This
division resulted in 745,705 pairs within the
training set, while the test set comprised
131,594 pairs.

5.2 Baselines

* BanglaT5(Akil et al., 2022). It is a pre-
trained language model developed by fine-
tuning the T5(Raffel et al., 2020) architecture
specifically for the purpose of Bangla para-
phrase task.

+ T5-Small(Raffel et al., 2020). It is a vari-
ant of the Text-To-Text Transfer Transformer
(TS) architecture featuring a smaller num-
ber of parameters (=70M) compared to larger
versions of T5 (220M).

5.3 Performance Evaluation

We evaluate the effectiveness of our model in
restoring (i)unctuatlons with accuracy, precision,

recall, and the F-beta score. Mathematically, ac-
curacy(Eq. 3), precision(Eq. 4), recall(Ec%. 5), and
the F3 score(Eq. 6) can be defined as follows:
B TP+TN
Accuracy_TP—FFP—&—TN—FFN 3)
. TP
Precision(PR) = TPLFP “
_TP+TN
Recall(RE) = TPTEN (5)
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PR x RE
B2 x PR+ RE

Where TP, TN, FP, and FN mean True Positive,
True Negative, False Positive, and False Negative.

fB score = (1 + °) x 6)

5.4 Main Results
5.4.1 Quantitative Results
The quantitative performance of different

transformer-based methods on various corpora
has been presented in Table 1. Our proposed
model, Jatikarok, demonstrates significant per-
formance superiority over both BanglaT5 and
T5-Small across all three corpora, establishing
itself as the new state-of-the-art method. It
surpasses BanglaT5 and T5-Small in all evalu-
ation measures, including accuracy, precision,
recall, F1 score, and F0.5 score. Our method
outperforms BanglaT5, which is the second-best
model in comparison, despite having a parameter
size three times smaller. It achieves 11.26%,
8.6%, and 10.7% higher accuracy scores on the
BanglaPRCorpus, Prothom-Alo Balanced, and
BanglaOPUS corpora, respectively. However,
for multiple punctuation marks removed in a
sentence, we did not consider them in the metrics
individually, rather we calculated the overall ac-
curacy, precision, recall, and F-scores considering
the whole sentence.

5.4.2 Qualitative Results

The qualitative performance of BanglaT5, TS5-
Small, and Jatikarok has been juxtaposed in Table
2, effectively highlighting the superiority of our
Jatikarok over BanglaT5 and T5-Small. The ex-
amples in the table explicitly illustrate that as the
number of missing punctuation marks increases in
a sentence, the performance of other methods de-
creases, while our Jatikarok maintains better ac-
curacy. For instance, all methods performed well
when only one punctuation mark was missing in a
sentence. As the number increases to two, only our
Jatikarok correctly corrects the sentence. How-
ever, when punctuation marks increase rapidly, all



(Input) FreffiFeaz @bt fofF @ fcs s
(BanglaT5) Freifkeecag @bt fsfy e face =i 1 ()
(T5-Small) FrelFeIRE @bl i e e s 1 (/)
(Jatikarok) FrefiFere @b fofi @i fte »i@w 71 (v)

(Input) ff Tgss fRgpiet (4 2000 AT
(BanglaT5) foff srgadss fR@iet (AT 2000 AT 1 (%)
(T5-Small) TS rss Rrg1et (AT 2000 AT 1 (%)
(Jatikarok) T S&-55 RgI=l (I 2000 AT 1 (V)

(Input) &g R SFIE @2 A4l $20000590000
(BanglaT5) g R3¢ SACH, @2 A2 520000590000 | (%)
(T5-Small) f5g K9 ST @2 A2 330000590000 1 (x)
(Jatikarok) g @@ SI1ITa, ©B T4 $20,000,590,000 1 (%)

Table 2: The qualitative performance of different
transformer-based methods.

methods fail, as demonstrated in the last exam-
ple. For an erroneous input "% a9 @ia1ica 2
A 300005000007, Jatikarok generated output
Ty e SEItE, €3 24 $20,000,590,000 17,
where the actual correction is “fF% =9 @ICH,
93 A $20,000-590,000!”, which is superior
to the corrections made by the other two meth-
ods. It accurately reinstated a comma between
two words in the middle of the sentence (... 2<I(S,
@3..)), a task where the other two methods failed.
Moreover, it also added commas in the number
(5R0,000,590,000) to enhance readability, a feat
the other two methods did not accomplish.

5.5 Ablation Study

Table 3 illustrates how model performance im-
proves with larger corpus sizes. The corpus con-
sisting of 1.5M instances displayed the most sub-
stantial performance, while the corpus containing
148.1K instances showed the least significant per-

formance. The corpus consisting of 740.5K
Inference
Method Corpus
Size Acc PR RE F1 F0.5
Jatikarok 148.1K  83.31% 0.833 0.833 0.833 0.834
Jatikarok  740.5k  89.72% 0.897 0.897 0.896 0.897
Jatikarok 1.48M  952% 0.953 0952 0952 0.953

Table 3: The impact of the corpus size on our proposed
method.

instances demonstrated intermediate performance,
surpassing the smaller corpus size but falling short
of the 1.5M corpus. A clear pattern emerges:
larger corpus sizes correspond to improved perfor-
mance. The 1.5M corpus achieved an impressive
accuracy of 95.2%, surpassing the 740.5K corpus
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by 5.48%, and the 148.1K corpus by 11.89%.

6 Conclusion

This study addressed the primary obstacle hin-
dering the progress of the task by introducing a
comprehensive baseline. Specifically, we intro-
duced the groundbreaking Jatikarok, a monolin-
gual transformer-based method meticulously de-
signed to harness the power of transfer learning
by adapting knowledge from Bangla grammatical
error correction to effectively tackle intricate lin-
guistic patterns inherent to this specific task. Fur-
thermore, the efficacy of our proposed Jatikarok
is validated across various corpora, solidifying its
status as a state-of-the-art method for this task by
outperforming BanglaT5 and T5-Small. In con-
junction with the model, a substantial parallel cor-
pus containing 1.48M source-target pairs has been
made publicly accessible, which has been carefully
curated by incorporating 16 Bangla punctuation
marks. Consequently, this resource eliminates the
scarcity of materials for Bangla, effectively trans-
forming it into a language well-equipped for punc-
tuation tasks. In our future study, we will empir-
ically investigate the effectiveness of knowledge
distillation through the transfer of knowledge from
the multilingual model to our monolingual model.
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Abstract

This research investigates Zero-Shot Learn-
ing (ZSL), and proposes CycleGAN-based im-
age synthesis and accurate label mapping to
build a strong association between labels and
graphemes. The objective is to enhance model
accuracy in detecting unseen classes by em-
ploying advanced font image categorization
and a CycleGAN-based generator. The result-
ing representations of abstract character struc-
tures demonstrate a significant improvement
in recognition, accommodating both seen and
unseen classes. This investigation addresses
the complex issue of Optical Character Recog-
nition (OCR) in the specific context of the
Bangla language. Bangla script is renowned
for its intricate nature, consisting of a total of
49 letters, which include 11 vowels, 38 conso-
nants, and 18 diacritics. The combination of
letters in this complex arrangement provides
the opportunity to create almost 13,000 unique
variations of graphemes, which exceeds the
number of graphemic units found in the En-
glish language. Our investigation presents a
new strategy for ZSL in the context of Bangla
OCR. This approach combines generative mod-
els with careful labeling techniques to enhance
the progress of Bangla OCR, specifically fo-
cusing on grapheme categorization. Our goal
is to make a substantial impact on the digital-
ization of educational resources in the Indian
subcontinent.

1 Introduction

OCR, a significant technological innovation, has
revolutionized the processing and examination of
textual content in the contemporary digital age.
OCR technology, specifically designed for the pur-
pose of identifying and converting printed or hand-
written text into text that can be processed by ma-
chines, has facilitated the retrieval, searchability,
and manipulation of vast quantities of information
across various languages, including Bangla.
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Figure 1: CycleGAN training module. The pre-trained
font image classifier keeps the parameters fixed and
only conveys gradients to the handwritten (H) to font
(F) image generator. Additionally, the H to F image
generator incorporates the CycleGAN architecture, en-
abling more natural generations from handwritten to
fonts. lambda_consistency is a weight parameter that
determines the amount of emphasis placed on loss of
the classifier in addition to the loss of CycleGAN while
performing zero-shot learning.

Bangla/Bengali has a rich and complicated writ-
ing system that makes it hard for OCR systems to
read because of its complex ligatures, unique let-
ters, and complicated calligraphy. OCR for Bangla
characters aims to bridge the disparity between
physical documents and digital databases by of-
fering solutions for activities such as document
digitization, language translation, and text analysis.
This study is performed on a global Al competition,
Bengali. Al Handwritten Grapheme Classification
hosted by Kaggle and Bengali. Al where our study
topped the final leaderboard. The main objective
of this research was not exclusively to categorize
handwritten characters into predetermined classes,
but rather to construct a model with the ability to
identify and classify classes that were not explic-
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Figure 2: End to end visualization of the proposed architecture which is the top performing solution in the
competition. It’s created on 3 different models; (1) Out of distribution detection, (2) Seen class model and (3)
Unseen class model. EfficientNet-B7 (efn-b7) is utilized as the backbone for Model 1 and 2. Innovative approach to
predict unseen class is based on CycleGAN where the backbone is EfficientNet-BO (efn-b0)

itly provided. Although the first categorization into
three categories of components provided a useful
foundation, we acknowledged the need for a more
efficient method that involved extracting the under-
lying structures that could potentially arise within
a character. In order to accomplish this, we uti-
lized an innovative approach that involved the uti-
lization of a generative model, more specifically a
font image generation model based on CycleGAN.
This model was employed to convert handwritten
characters into images resembling fonts. When
incorporated into a larger set of models leading
to a handwriting classification system, this gener-
ative model produced font images that can be in-
terpreted as intermediate features. The pixel-level
representations successfully captured intricate de-
tails pertaining to the structure of the character, so
effectively abstracting the fundamental qualities
associated with the character. The development of
this integrated system represents a significant mile-
stone in our research, providing novel insights and
enhanced functionalities in the fields of character
recognition and classification.

2 Related Works

(Fuad Rezaur Rahman, 1994) introduced a ground-
breaking approach that established the basis for
Bangla OCR. This approach utilized pattern recog-
nition techniques to accurately recognize handwrit-
ten Bangla characters. In a study, (Rahman et al.,
2002) introduced a multi-stage recognition system
for the identification of handwritten Bangla char-
acters. In this study, the researchers form a cohort
of characters and initially identify high-level at-
tributes to classify the characters into groups. Sub-
sequently, they proceed to identify low-level traits
in order to accurately recognize the individual char-
acters. (Chowdhury et al., 2002) introduced an
initial approach utilizing neural networks for char-
acter recognition in printed text data, which was
accompanied by some limitations. (Basu et al.,
2009) introduces a novel hierarchical methodol-
ogy for OCR specifically designed for handwritten
Bangla words. The proposed approach effectively
integrates segmentation and recognition techniques,
thereby addressing the inherent difficulties associ-
ated with the presence of overlapping characters
in the Bangla script. The study utilizes advanced
methodologies such as the two-pass approach for



certain sections and MLP-based pattern classifiers,
thereby enhancing the precision and comprehen-
siveness of OCR systems for handwritten Bangla
text. A deep neural network (DNN) approach for
Bangla OCR in the context of License Plate Recog-
nition (LPR) was proposed by (Onim et al., 2022).
In a recent publication by (Emon et al., 2022), a
comprehensive analysis of thirteen papers on OCR
for the Bangla language was published. The au-
thors reported that the Bidirectional Long Short-
Term Memory (BLSTM) model, as proposed by
(Paul and Chaudhuri, 2019), demonstrated higher
accuracy among the investigated approaches.

3 Dataset

In the realm of modern Bangla literature, a dis-
tinct collection of graphemes is frequently utilized,
with their recognition being established by tran-
scriptions derived from the Google Bangla ASR
dataset as the primary point of reference (Alam
et al., 2021). The dataset utilized for this objective
is extensive, comprising 127,565 spoken utterances
that were transcribed, resulting in a cumulative
count of 609,510 words and 2,111,256 graphemes.

The dataset consists of 1,295 frequently used
Bangla graphemes based on specific criteria,
including occurrence in words and frequency.
These graphemes comprise three main compo-
nents: vowel diacritics, consonant diacritics, and
grapheme roots. Vowel diacritics, represented by
11 classes, are typically found at the end of Uni-
code strings, with a null diacritic for cases of absent
vowels. Consonant diacritics, forming diverse com-
binations, resulted in 8 classes. The remaining
grapheme roots, including vowels, consonants, and
conjuncts, are limited to 168 classes based on their
prevalence in everyday language.

The painstaking compilation of metadata ob-
tained from several sources has been a great re-
source for conducting comprehensive investiga-
tions into the relationship between handwriting and
various categories of metadata. It is noteworthy to
mention that the metadata pertaining to the training
set has been made publicly accessible; however, ac-
cess to the metadata of the test set can be acquired
through a formal request to the authority (Alam
etal., 2021).

The dataset has been made available to the public
domain as a fundamental element of the Bengali.Al
Handwritten Grapheme Classification Kaggle com-
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petition'. In this dataset, a meticulous distribution
was implemented, whereby 200,840 samples were
assigned to the training set, 98,661 samples were
allocated to the public test set, and 112,381 sam-
ples were selected for the private test set. Signif-
icantly, a rigorous standard was implemented to
guarantee the absence of any duplication in contri-
butions within these sets. It is worth mentioning
that the graphemes that occur less frequently were
predominantly allocated to the private test set, and
none of them were incorporated into the training
subset. During the duration of the competition,
players strive to improve their performance by an-
alyzing the results obtained from the public test
set. On the other hand, the outcomes obtained from
the private test set are kept undisclosed for every
submission and are solely disclosed once the com-
petition is concluded. Significantly, a deliberate
decision was made to include 88.4% of the out-of-
dictionary (OOD) graphemes in the private test set.
This strategic choice was intended to discourage
the development of models that rely entirely on pub-
lic standings from overfitting. The aforementioned
strategy functioned as a source of motivation for
the participants to devise techniques that are capa-
ble of categorizing out-of-distribution graphemes
by autonomously identifying the desired variables.

4 Method

Our model classifies against 14784 (168 x 11 x 8)
class which are all the possible combinations.
Therefore, we needed to know the combinations
of labels made up of grapheme. Prediction of the
relationship between the combination of labels and
grapheme are done from the label of the given train
data. The generation of synthetic data and the con-
version of the prediction results into three compo-
nents are based on this correspondence.

Data splitting process was conducted randomly.
As a result, an unintended grapheme root class was
generated during the evaluation stage, making it im-
practical to conduct a thorough examination. Data
splitting method presented a significant difficulty
due to the considerable computational resources
and time investment it demanded. Consequently,
the local cross-validation (CV) procedures were
implemented utilizing the data in its present con-
dition, notwithstanding the aforementioned con-
straints. Split counts for train and validation for
seen and unseen classes are presented in Figure 3.

"https://www.kaggle.com/competitions/bengaliai-cv19/



Training Data: 160,672
Validation Data (for
seen classes):
19,383

Validation Data (for seen classes): 20,785

1168 classes 127 classes

Figure 3: Data split for train data: 160,672. Valida-
tion data for seen classes: 20,785 and unseen classes:
19,383.

4.1 Out of Distribution Detection Model

The purpose of the Out of Distribution Detection
Model is to categorize input images into either seen
or unseen groups. The aforementioned model gen-
erates individual confidence scores for each of the
1295 classes in order to make its predictions. In
situations where there is a lack of confidence, the
image is classified as an unseen class. Conversely,
the presence of at least one confidence score signi-
fies that it falls within a seen class. It is worth men-
tioning that this particular model functions without
the need for resizing or cropping input images.

4.2 Seen Class Model

The Seen Class Model has been specifically devel-
oped to classify a total of 1295 classes that are
included within the training data. The utilized
model in this study does not involve any resizing or
cropping of input images. Instead, it leverages the
AutoAugment Policy specifically designed for the
preprocessing of the Street View House Numbers
(SVHN) dataset.

4.3 Unseen Class Model

The Unseen Class Model comprises a learning
method that consists of two stages. During the
initial phase, a classifier is trained to identify im-
ages that are produced from TrueType Font (ttf)
files. In the subsequent phase, the training process
is centered on a generator that is responsible for
transforming handwritten characters into synthetic
data-like images. In order to facilitate the various
stages of learning, the initial step entails the selec-
tion of a TrueType font (TTF) and the subsequent
generation of a synthetic dataset. The synthetic
images are generated to have dimensions that cor-
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respond to the training data, particularly 236 x 137
pixels. The dataset consists of 59,136 samples,
each including images created in four distinct sizes:
84 x 84, 96 x 96, 108 x 108, and 120 x 120 pixels.

4.3.1 Font Classifier Pre-training

Regarding the Font Classifier During the pre-
training phase, the images are subjected to several
preprocessing operations, such as random affine
transformations, random rotation, random crop-
ping, and cutoff, in addition to being cropped and
shrunk to dimensions of 224 x 224 pixels. The
work at hand utilizes the EfficientNet-b0 architec-
ture from CNN, while the AdamW optimizer is
implemented with default parameter values. The
learning rate scheduler utilized in this study is Lin-
earDecay. The output layer is comprised of a Layer
Normalization followed by a fully connected layer
with dimensions ranging from 2560 to 14784. This
is then followed by the application of a Softmax
Cross-Entropy activation function. The training
process consists of 60 epochs, each utilizing a batch
size of 32.

4.3.2 CycleGAN Training

The training method of CycleGAN (Zhu et al.,
2017) from scratch? comprises the application of
a model architecture known as CycleGAN for the
purpose of image translation jobs. The input im-
ages are subjected to cropping and resizing, result-
ing in dimensions of 224 x 224 pixels. These im-
ages then undergo preprocessing, which involves
random affine transformations, random rotation,
and random cropping. However, the dimensions
of the random cropping in this phase are reduced
compared to the pre-training phase. It is important
to note that the cutoff operation is excluded from
this preprocessing step. In addition, a pre-trained
Font Classifier was incorporated into the model.
The parameters of the Font Classifier were kept
fixed, and it was operated in evaluation mode.

5 Experiments

Out of distribution detection model utilizes the Au-
toAugment Policy for preparing the SVHN dataset.
The model employed in the study is based on the
EfficientNet-b7 (Tan and Le, 2019) architecture,
which has been pretrained on the ImageNet dataset.
The optimization process leverages the AdamW

Zhttps://www.kaggle.com/code/linshokaku/cyclegan-
training



optimizer with default parameters. The manage-
ment of the learning rate scheduling is handled by
the WarmUpAndLinearDecay module. The output
layer is composed of LayerNorm-FC with dimen-
sions 2560 to 1295, and it utilizes the BCEWith-
LogitsLoss function. The model undergoes training
for a total of 200 epochs, with a batch size of 32.
The dataset is divided in a 1:0 ratio, indicating the
adoption of a single-fold methodology.

Seen class model employed in this study is based
on the EfficientNet-b7 architecture, which has been
pretrained on the ImageNet dataset. The optimiza-
tion process utilizes the AdamW optimizer with
the default configuration. The management of the
learning rate scheduling is handled by the WarmU-
pAndLinearDecay module. The output layer is
comprised of a Layer Normalization followed by
a fully connected layer with dimensions ranging
from 2560 to 14784. This is then followed by the
application of a Softmax Cross-Entropy activation
function. The model is trained for a total of 200
epochs using a batch size of 32. The dataset is
divided randomly into a 9:1 ratio, which follows
a single-fold methodology for both training and
evaluation purposes.

The optimization procedure in CycleGAN train-
ing utilizes the Adam optimizer, using a learn-
ing rate of 0.0002 and beta values of (0.5, 0.999).
The implementation of learning rate scheduling in-
volves the utilization of the LinearDecay method.
The training process consists of 40 epochs, where
each epoch involves a batch size of 32. The training
is performed on a machine configuration consist-
ing of 4 Tesla V100 GPUs, and the entire train-
ing process takes approximately 2.5 days to com-
plete. The key hyperparameters of the model con-
sist of lambda_consistency, which is set to 10, and
lambda_cls, which ranges from 1.0 to 5.0. These
hyperparameters play a crucial role in determining
the performance of the model. The training pro-
cess plays a crucial role in attaining uniformity and
efficacy in tasks related to image translation. The
proposed CycleGAN training module is presented
in Figure 1.

The leaderboard scores and submissions are as-
sessed using a hierarchical macro-averaged recall
(HMAR).

HMAR = [(2 * recall grapheme._root)
+ Tecallvowel_diacritic

+ recallconsonant_diacritic] /4

)
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Model Architecture HMAR
SE-ResNeXt50 + Head 0.9584
InceptionResNetv2, SE-ResNeXt101  0.9620
pc-softmax 0.9645
SE-ResNeXt 50 & 101 0.9689
efn-b7, CycleGAN + efn-b0 0.9762

Table 1: Outcomes of top 5 submissions in private LB
of the competition. Our approach with EfficientNet-
B7 (efn-b7), CycleGAN + EfficientNet-BO (efn-b0)
[detailed visualization in Figure 2] scored the highest
HMAR. Approaches of LB position 2nd to 5th are men-
tioned in the Appendix.

For each component (grapheme root, vowel dia-
critic, or consonant diacritic), a standard macro-
averaged recall (MAR) is first calculated. The
grapheme root receives double the weight in the
final result, which is calculated as the weighted
average of those three scores.

6 Results and Discussion

In the domain of handwritten character recognition,
ZSL has been a prominent research focus, particu-
larly in the context of Chinese and Japanese char-
acter recognition. Many studies have explored the
sub-categorization and identification of characters
through the manipulation of constituent compo-
nents.

For Chinese characters (Zhang et al., 2018),
which pose a considerable challenge due to their
complex grapheme structure, approaches involv-
ing the classification of approximately 500 compo-
nents using recurrent neural networks (RNN) series
have been adopted. In contrast, for Bangla char-
acters, an attempt was made to categorize them
into three component-based groups, simplifying
the multi-class classification process compared to
RNN-based methods. Howeyver, it became evident
that this approach led to significant overfitting in
zero-shot recognition, as evidenced by both private
validation experiments and competition outcomes.
The issue of overfitting in multi-class classifica-
tion arises from the model’s reliance on the entire
character for predicting each class, necessitating
intricate engineering to dissect the relevant features
effectively.

Motivated by the need to address these chal-
lenges, an unconventional approach was pursued,
where each character was treated as an individ-
ual class, even when data for certain classes were
scarce. A fundamental assumption underlying this



approach was that if there is a software running
on a computer that can recognize a certain charac-
ter, then that computer is capable of handling the
character code and can output it as an image. This
assumption was deemed valid within the context
of the competition. Several attempts® were made
to construct models that output characters, and the
most successful method among these is presented
in this paper. The subsequent sections outline the
proposed method and discuss the results obtained.

The findings suggest that the model trained on
font images acquired statistically informed, fine-
grained character components to efficiently dis-
criminate among font images. Furthermore, the H
to F image conversion model appeared to perform
the desired transformation, emphasizing recogniz-
able components. This transformation operated on
local features of handwriting, with the range of
local features being statistically inferred and gener-
alized from the font image-trained model through
back-propagation. This generalization facilitated
the recognition of zero-shot classes, rendering it
feasible. It is worth noting that this technique’s
strengths extend beyond zero-shot class general-
ization, encompassing its universal applicability to
languages and its straightforward implementation.

Using a dataset composed of 1168 seen classes
and 127 unseen classes, the out of distribution de-
tection model results in 0.9967 local CV area un-
der the receiver operating characteristic (AUROC).
The CV score achieved for the seen class model
is 0.9985, while the Leaderboard score stands at
0.9874. To determine the threshold for this model,
a local CV was created weighted to replicate the
predicted ratio of seen/unseen classes in the leader-
board. The model’s threshold was adopted when
this local CV was maximized.

At the initial stage, the loss calculation of the dis-
criminator incorporated a supervised loss obtained
from a font classifier that had been pretrained. The
configuration that yielded the maximum perfor-
mance, as indicated by a lambda_cls value of 4.0,
produced the subsequent CV scores: a local CV
score of 0.8804 for previously unobserved classes,
and a CV score of 0.9377 for previously observed
classes. It is worth noting that the calculation of
the MAR involved the exclusion of non-existent
classes, hence preventing the assignment of recall
values of either 0.0 or 1.0 to these classes.

Shttps://www.kaggle.com/competitions/bengaliai-
cv19/discussion/135984
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Following that, the hyperparameter modifica-
tion was conducted, and two further models were
trained using different font data, without assess-
ing their local cross-validation performance. These
models exhibited a noteworthy achievement on the
leaderboard (LB) when compared to the original
model, indicating the potential for improved ability
to generalize to unfamiliar classes in private data.

In contrast to early hypotheses, the development
of synthetic data that closely resembles real sam-
ples did not yield the anticipated enhancement in
consistency and discriminator losses. Furthermore,
this unforeseen inclination did not yield a higher
level of generalization towards classes that were
not before encountered. During the process of fine-
tuning hyperparameters, an observation was made
that the model’s overall performance exhibited im-
provement in terms of generalization. However,
this improvement was accompanied by a deteriora-
tion in the visual quality of the generated images.

The aforementioned observations suggest the
potential existence of complex interconnections
among hyperparameters, model architecture, and
the ability to generalize to novel classes. Conse-
quently, it is imperative to do additional research
in order to explore this matter in greater depth.

HMAR scores on the final LB for the top 5 per-
forming architectures are mentioned in Table 1.

7 Conclusion

This work introduces an innovative architecture
for Zero-Shot Learning (ZSL) in the context of
Optical Character Recognition (OCR), specifically
for the complex Bangla script. Our objective was
not solely to assign characters to seen classes, but
also to enhance our model’s ability to identify and
classify classes that were unseen. By utilizing the
CycleGAN for image synthesis and implementing
accurate label mapping techniques, a robust cor-
relation between labels and graphemes has been
developed.

By actively engaging in the Bengali.Al Hand-
written Grapheme Classification competition, we
achieved the highest rank on the scoreboard, effec-
tively demonstrating the exceptional capabilities of
our novel model. The performance of our system in
detecting out-of-distribution instances was excep-
tional. It achieved an Area Under the Receiver Op-
erating Characteristic (AUROC) score of 0.9967 for
a dataset incorporating 1168 seen classes and 127
unseen classes. Additionally, the system demon-



strated a Cross-Validation (CV) score of 0.9985
for the classes it had encountered during training,
and a leaderboard score of 0.9874. And finally,
it achieved a hierarchical macro-averaged recall
(HMAR) score of 0.9762 and topped the leader-
board amongst other contestants. Through our
investigation, we have uncovered the intricate re-
lationships among hyperparameters, model archi-
tecture, and the ability to generalize to unfamil-
iar classes. This study represents a noteworthy
achievement in the field of character recognition. It
is posited that our proposed methodology possesses
the capacity to fundamentally transform the field
of Bangla OCR development, hence expediting the
process of digitizing educational materials in the In-
dian subcontinent. Furthermore, it is suggested that
the prospective uses of this strategy may expand
beyond the realm of character recognition. The
comprehensive examination of these complex in-
terconnections is important in order to fully realize
the potential of our pioneering approach.

Limitations

The process of splitting data for cross-validation of
unseen classes is conducted randomly. During the
assessment process, it was found that a grapheme
root class that did not exist had been generated,
which resulted in the inability to conduct a proper
evaluation. The rationale for the expansion of the
Unseen class using this approach cannot be substan-
tiated. There was an anticipation that the produc-
tion of images closely resembling the synthetic data
would have an effect on the Consistency Loss and
the Discriminator, thus leading to an enhancement
in generalization for the unseen class. Nevertheless,
when adjusting the hyperparameters, it was seen
that the overall performance of generalization was
enhanced, but at the cost of the images exhibiting
an artificial aspect.
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Appendix

SE-ResNeXt50 + Head (Sth place solution):
This solution involved using SE-ResNeXt50 model
with a customized head for improving scores
on the LB. Notable improvements were made
in consonant diacritic prediction. Preprocessing
included image normalization. Architecture had
a SE-ResNeXt50 model as a backbone with
multiple heads for different tasks. Training used
all available data with a cosine annealing schedule
and various augmentation techniques. Optimized
used: Adam. Loss functions were specified for
different tasks, and the final loss combined them.
Postprocessing involved a uniform threshold for
consonant diacritic prediction. Cosine similarity
helped match predictions with training samples.
Submissions were selected based on binarization
and metric learning criteria, with a focus on
LB performance. Overfitting to the public LB
was considered, resulting in the selection of the
best and a slightly modified submission, both
performing well on the private LB.

InceptionResNetv2, SE-ResNeXt101 (4th
place solution): The primary objective is to divide
a dataset of 1,295 graphemes into In-Dictionary
(ID) and Out-of-Dictionary (OOD) categories.
The strategy entails training Arcface models to
calculate the centroid of each of these 1,295
graphemes’ features. The test images are then
classified as either ID or OOD based on the
shortest distance of a feature to the grapheme
centers. The threshold of 0.15 (cosine distance)
was estimated locally and contributed to the fourth
place submission for the competition.

pc-softmax (3rd place solution): The tech-
nique aims to categorize of both seen and unseen
graphemes.  The methodology involves the
utilization of preprocessed images that undergo
flipping operations to generate triple identities,
which are subsequently standardized to dimensions
of 137 x 236 pixels. The model’s architecture
consists of two encoders, namely "phalanx” and
"earthian," which are subsequently followed by
global average pooling, batch normalization, and
fully connected layers. The model is trained
using the Arcface loss function. To improve
performance, a secondary encoder is incorporated,
accompanied by augmentations such as cut mix
and geometric alterations to promote resilience.
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The training process involves distinguishing
between graphemes that are familiar and those that
are unknown. This is achieved by first pretraining
on a specific dataset, followed by fine-tuning for
the familiar graphemes. Subsequently, additional
training is conducted on the original dataset to ad-
dress the unfamiliar graphemes. The conventional
softmax function is substituted with pc-softmax,
which utilizes negative log probability as the loss
function. The utilization of Stochastic Gradient
Descent (SGD) with CosineAnnealing is employed
to optimize the model, while Stochastic Weighted
Average is utilized to facilitate the training process.
The process of inference involves the utilization
of Arcface, a technique that computes cosine
similarities. The determination of a threshold
is based on the minimum similarity between
the embeddings of the training and validation
datasets. This technique demonstrates a high level
of efficacy in addressing grapheme categorization
tasks, irrespective of the level of familiarity with
the task at hand.

SE-ResNeXt 50 & 101 (2nd place solu-
tion): The implemented technique utilized a
sequence of strategic modifications to improve the
classification of graphemes. The initial approach
involved a transition from predicting grapheme
components to predicting individual graphemes,
hence enabling the implementation of more
sophisticated enhancements such as FMix. Post-
processing techniques were employed to enhance
the accuracy of predictions for both familiar and
unfamiliar graphemes. In order to address the issue
of overfitting, distinct models were developed
for the R and C components, incorporating the
utilization of synthetic grapheme creation. The
utilization of model blending was of utmost
importance, necessitating the implementation
of separate methodologies for each individual
component. The study employed SE-ResNeXt50
and 101 models, employed different image sizes,
and utilized optimization strategies to attain better
outcomes.
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Abstract

Text style transfer (TST) involves modifying
the linguistic style of a given text while retain-
ing its core content. This paper addresses the
challenging task of text style transfer in the
Bangla language, which is low-resourced in
this area. We present a novel Bangla dataset
that facilitates text sentiment transfer, a subtask
of TST, enabling the transformation of positive
sentiment sentences to negative and vice versa.
To establish a high-quality base for further re-
search, we refined and corrected an existing En-
glish dataset of 1,000 sentences for sentiment
transfer based on Yelp reviews, and we intro-
duce a new human-translated Bangla dataset
that parallels its English counterpart. Further-
more, we offer multiple benchmark models
that serve as a validation of the dataset and
baseline for further research.

1 Introduction

Text style transfer (TST) aims to modify the style
of a given text while preserving its underlying con-
tent (Shen et al., 2017; Prabhumoye et al., 2018;
Lietal., 2018, see Figure 1). Prior research in text
style transfer has primarily focused on the English
language, overlooking languages with limited re-
sources, such as Bangla. This work aims to close
this gap specifically for Bangla and explores the
text sentiment transfer task, which is a prominent
subtask! of TST (Jin et al., 2022; Mukherjee et al.,
2022; Luo et al., 2019a).

Bangla, also referred to as Bengali, is mostly
spoken in the Indian regions of West Bengal, As-
sam, and Tripura and is the mother tongue of about
97.2 million speakers as per the 2011 Census Re-
port of India.? It is one of the 22 scheduled (offi-
cial) (Jha, 2010) Indian languages and the national
language of Bangladesh. Syntactically, Bangla

"Moving forward, we will use the terms “style transfer”
and “sentiment transfer” interchangeably in this paper.

Zhttps://censusindia.gov.in/nada/index.php/
catalog/42458
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Style Transfer: —_—

Example:
Style /
Sentiment -

The food is tasteless Pa—— The food is delicious

FMR| . UIRIFGT ST

Figure 1: An example of sentiment transfer as a TST
task in English and Bangla. Adapted from our previous
paper (Mukherjee and Dusek, 2023).

is agglutinative by nature. A single verb root in
Bangla can have 150 + inflected forms (McCrae
et al., 2021). There are multiple dialects of Bangla
that vary mainly in terms of verb inflections and in-
tonation (McCrae et al., 2021). For this work, we
followed Bangla as spoken in West Bengal.

The unique challenges posed by the low-
resource nature of Bangla require specifically tai-
lored innovative approaches. To achieve TST in
Bangla, we build upon an existing English dataset
of 1,000 sentences for this task adapted from Yelp
reviews by Li et al. (2018). However, upon care-
ful examination, we found that the quality of the
original English dataset did not meet the standards
we aimed to establish. To address this problem, we
manually checked and modified the English dataset
to improve its quality. Subsequently, we adapted
the curated English dataset to the Bangla language,
ensuring alignment in both content and structure.
Importantly, we introduce a novel Bangla dataset,
crafted by human annotators, serving as a parallel
counterpart to the refined English dataset.

Furthermore, to facilitate the evaluation, we pro-
vide benchmark models capable of assessing the ef-
ficacy of text style transfer on our datasets. This pa-
per marks a significant contribution to the field, as
it not only pioneers text style transfer in the Bangla
language but also provides a foundation for future
research endeavors in multilingual text style trans-
fer. Our work not only broadens the scope of text
style transfer to include a low-resource language
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but also underscores the importance of dataset
quality. Our data and experimental code are re-
leased on GitHub.?

Our contributions are summarized as follows:

(i) We have enhanced the quality of the exist-
ing English parallel dataset for text sentiment
transfer, improving its utility for research and
applications.

(i) We introduce a novel Bangla parallel dataset
aligned with its English counterpart, effec-
tively expanding the resources available for
text style transfer in Bangla.

(iii) We present benchmark models to evaluate the
performance of these datasets.

(iv) We also explored the challenging scenarios
of having no style-parallel data or not using
any human-annotated Bangla data for train-
ing (opting instead for English-to-Bangla ma-
chine translation). These experiments demon-
strate the potential for meaningful results
even with limited or no language-specific re-
sources.

2 Related Work

Existing works in TST are mostly aimed at the En-
glish language and can be broadly classified into
below categories:

TST with Parallel Data TST can be modeled as
a sequence-to-sequence task and trained on pairs of
texts with similar content but different styles. Here,
Jhamtani et al. (2017) used a sequence-to-sequence
model with a pointer network to translate modern
English into Shakespearean English. Mukherjee
and Dusek (2023) leveraged minimal parallel data
and incorporated various low-resource methods to
explore the TST task. However, this approach to
TST is inherently challenging due to the scarcity
of parallel data (Hu et al., 2022; Mukherjee and
Dusek, 2023).

Non-Parallel Approaches to TST Two main
strategies were employed to avoid reliance on par-
allel data: (i) straightforward text replacement,
where style-specific phrases are explicitly identi-
fied and replaced (Li et al., 2018; Mukherjee et al.,
2022), (ii) implicit style-content disentanglement

3Code: https://github.com/souro/multilingual_

tst, data: https://github.com/panlingua/
multilingual-tst-datasets.
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via latent representations through techniques such
as back-translation and autoencoding (Shen et al.,
2017; Zhao et al., 2018; Fu et al., 2018; Prabhu-
moye et al., 2018; Hu et al., 2017). Adversarial
learning was shown to improve the results of both
approaches (Lample et al., 2019; Dai et al., 2019;
Lietal., 2019; Luo et al., 2019b). Despite a lot of
progress, non-parallel approaches tend to produce
mixed results and often require large amounts of
non-parallel data, which is not readily available for
many styles, limiting their practical applicability in
low-resource settings (Li et al., 2022).

Multilingual style transfer remains a relatively
uncharted territory in prior research. In a compre-
hensive survey conducted by Briakou et al. (2021),
only one work of TST was identified in languages
such as Chinese, Russian, Latvian, Estonian, and
French. Additionally, they introduced an evalua-
tion dataset for formality transfer, encompassing
French, Brazilian Portuguese, and Italian. Another
study focused on formality transfer across various
Indic languages (Krishna et al., 2022). Existing
work has primarily concentrated on resource-rich
languages, leaving languages like Bangla under-
studied in the domain of TST. The only previous
work on Bangla known to us is the experiment
of Palash et al. (2019), who used a small amount
of non-parallel data to train an autoencoder, with
largely negative results.

3 Dataset Creation

We utilized the Yelp dataset (Li et al., 2018), which
is publicly available and has been used by prior
TST experiments. It consists of user-generated con-
tent in the form of reviews for hospitality establish-
ments. For each review sentence that is originally
positive or negative, a parallel sentence has been
created where the sentiment has been flipped but
sentiment-independent content retained as much as
possible. The dataset is in English. 500 sentences
have been transferred from negative to positive and
another 500 from positive to negative.

Implicit and Explicit Sentiment in Text Data
The methodology behind creating sentences where
sentiment transfer has taken place is a crucial pro-
cess and a creative one. It primarily involves the
identification of the sentiment-bearing attribute;
for example, in the sentence The food is tasteless,
“tasteless” is the sentiment-bearing attribute. The
sentiment-bearing attribute can be transformed in
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multiple ways, here, e.g., by using an antonym of
“tasteless” or adding a negation marker to tasty.
The output, thus, could be either The food is tasty or
The food is not tasteless. In both output sentences,
the maximum lexical context has been preserved.
It is the naturalness of the sentence or utterance
that decides on preference between the two options.
Sentiment-bearing attributes expressed as singular
words or phrases are relatively easy to handle. The
difficulty arises when the sentiment is carried or ex-
pressed implicitly. For this, the principle of sound-
ing natural must be given prominence over lexical
context preservation. A few such examples are re-
ported in Table 3 in Appendix A.

English Data Correction The original English
Yelp dataset included several discrepancies, some
of which are reported in Table 4 in Appendix A:
spelling mistakes, the incorrect sentiment of input
sentences (flipped or neutral), compromise on nat-
uralness, loss of context that could be preserved,
or not changing the sentiment correctly in the tar-
get data, especially in cases where sentiment was
expressed implicitly. For these reasons, we edited
451 sentences out of 1,000 in the original English
Yelp dataset to meet the requirements of our exper-
iment.

Creation of Bangla Data This dataset has been
translated from English to Bangla to serve the aims
of our experiment. Apart from usual translation
challenges, specific problems arise for this particu-
lar dataset where sentiment transfer must be main-
tained (see Tables 5 and 6 in Appendix A for spe-
cific examples).

Some expressions that appear natural in English
may come across as unnatural in Bangla. Hence,
the complete lexical context may not be preserved
during translation. Ambiguity in sentences poses
difficulties in preserving multiple interpretations,
and sentences with implied meanings are particu-
larly challenging to translate. To address this, we
often use similar phrases that maintain naturalness
but may compromise lexical context. Slang words
further complicate the translation process, as do
instances where the original meaning is unclear,
resulting in equally unclear translations. Consis-
tency is crucial for small datasets, as variations in
translation can affect results; for instance, bland
can be translated as either ‘flavourless’ or ‘taste-
less’. Maintaining consistency was challenging in
this respect. Lastly, a lack of cultural knowledge
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may lead to misinterpretations in translation, exem-
plified by cases like ‘bs’ meaning ‘bullshit’.

4 Models

Our models are categorized into three approaches:
parallel, non-parallel (not using parallel training
data), and cross-lingual, i.e., without using our
Bangla dataset for training. For an overview of the
methodologies, see Figure 2.

4.1 Parallel Style Transfer

Here, we simply fine-tune a pre-trained multilin-
gual BART model (mBART) (Liu et al., 2020)
using the parallel English and Bangla datasets
constructed in Section 3. This approach is di-
rectly based on our previous work (Mukherjee and
Dusek, 2023).

4.2 Non-parallel Style Transfer

In this experiment, we only use one part of the
data at a time (positive/negative), never using the
human-labelled targets for a given example. We
harness the power of reconstruction of the input
using an auto-encoder (AE) (Shen et al., 2017;
Li et al., 2021) and back-translation (BT) (Prab-
humoye et al., 2018; Mukherjee et al., 2022). In
the BT process, for English sentences, we perform
a cycle of translation, using English-to-Bangla-
to-English, while for Bangla sentences, we apply
Bangla-to-English-to-Bangla translation. For both
AE and BT approaches, we train two separate mod-
els for each sentiment. At inference time, input is
simply fed to the model trained on the intended tar-
get sentiment.

Masked Style Filling (MSF) We further ex-
tended the above AE and BT approaches by mask-
ing out the style-specific lexicon in the input sen-
tence. Instead of relying on a fixed, contextually
unaware style lexicon lookup, we take a dynamic
and sentence-level perspective to identify impor-
tant style-specific words in a sentence. This ap-
proach recognizes that words can have different
stylistic roles based on the context in which they
appear. To achieve this, we employ integrated gra-
dients, a well-known model interpretability tech-
nique (Sundararajan et al., 2017; Janizek et al.,
2021) on a fine-tuned mBERT (Pires et al., 2019)
style classifier. This technique provides word attri-
butions, essentially scores that show how much a
word contributes to the style classifier model’s pre-
diction.
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Figure 2: Overview of the Methodologies. (1) Parallel Sentences: This method employs aligned pairs of sentences
with opposite styles, such as positive-to-negative and negative-to-positive. It employs a basic sequence-to-sequence
(seq2seq) text generation approach, using an encoder (Enc) to process the input (x) and a decoder (Dec) to generate
the opposite-style sentence (s”). For instance, to convert a positive sentence to a negative one, Enc encodes the
positive text, and Dec decodes it into a negative sentiment. (2) Non-Parallel Data: In cases where aligned sentences
are unavailable, this approach leverages non-parallel datasets containing positive and negative text. Two strategies
are used: First, reconstruction, which uses auto-encoding (AE) or back-translation (BT). In BT, the input () is
machine-translated to the opposite language (y) beforehand. Separate models are trained to reconstruct positive
and negative sentences, but during inference, cross-models are used. For example, when transferring from positive
to negative sentiment, the input is a positive sentence, and the model used for reconstruction is the one trained on
negative sentences. The opposite applies to negative-to-positive transfers. In addition to this, Masked Style Filling
(MSF) may be applied as preprocessing. MSF masks style-specific lexicon within the input, aided by a trained
classifier and axiomatic attribution scores that identify style lexicon. The resulting style-masked sentence, denoted
as (z, M) or (y, M), then undergoes the same reconstruction process (AE or BT).

With these word attribution scores in hand, we  the parallel dataset, translate them into Bangla, and
selectively mask out words that are considered  use this translated text for training. Secondly, we
style lexicon. We set a threshold to determine how  take the English output generated by the model
much of the overall style should be removed from  trained on a parallel English dataset and translate
the sentence. The objective here is to create sen- it into Bangla. These cross-lingual approaches of-
tences that are “style-independent”, devoid of spe-  fer intriguing insights into multilingual text style
cific stylistic markers. We then use these modified  transfer where the TST dataset is not available in
sentences as input to our AE and BT reconstruc-  the target language.
tion models to reconstruct the original sentences.

We again train two separate models for each senti- § Experimetal Settings
ment and feed inputs to to the model trained on the

intended target sentiment at inference time. Each dataset consists of 500 positive-to-negative

and 500 negative-to-positive sentences (see Sec-
tion 3). To maintain a consistent approach across
all our experiments, we have divided these datasets
We explore two basic cross-lingual alternatives that ~ into 400 examples for training, 100 for develop-
circumvent the use of the manually created Bangla ~ ment, and 500 for testing purposes.

dataset. Firstly, we employ English sentences from We used the mBART-large-50 model (Tang
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4.3 Cross-Lingual Style Transfer



et al., 2020) from the HuggingFace library (Wolf
et al., 2020) for both English and Bangla. To op-
timize model performance, hyperparameter tuning
was performed, resulting in the selection of a learn-
ing rate of 1e-5 and a batch size of 3. Dropout was
applied with a rate of 0.1 across the network. Addi-
tionally, L2 regularization with a strength of 0.01
was introduced. Training ran over 5 epochs.

For machine translation in the BT reconstruction
experiment, we use the Facebook NLLB-200-3.3B
models (Costa-jussa et al., 2022) from Hugging-
Face.

For our MSF experiments and for evaluating sen-
timent transfer accuracy, we fine-tuned a classifier
based on the BERT-base multilingual cased model
(Devlin et al., 2018; Pires et al., 2019), using the
same training set as our primary task. This fine-
tuned classifier achieves accuracy rates of 87.0%
for English and 83.0% for Bangla. In the MSF pro-
cess, we employ a threshold of 0.5 to selectively
filter style lexicon.

6 Evaluation and Results

6.1 Evaluation

The evaluation process encompasses three key as-
pects: sentiment transfer accuracy, content preser-
vation, and fluency. To assess sentiment transfer
accuracy, we used our finetuned mBERT classi-
fier (see Section 5). Consistent with prior research
(Jin et al., 2022; Hu et al., 2022; Mukherjee et al.,
2023), content preservation is assessed through
BLEU score (Papineni et al., 2002) and embed-
ding similarity (Rahutomo et al., 2012) against the
input sentences. The embedding similarity is de-
termined using language-agnostic BERT sentence
embedding (LaBSE) (Feng et al., 2022) in conjunc-
tion with cosine similarity. Evaluating fluency, es-
pecially for Bangla, poses a challenge as there are
no good assessment tools available for indic lan-
guages (Krishna et al., 2022). Previous research
has cautioned against using perplexity (PPL) for
fluency, as it tends to favor unnatural sentences
with common words (Pang, 2019; Mir et al., 2019).
Despite these problems, we still include a basic flu-
ency evaluation using perplexity (PPL) measured
with a multilingual GPT model (Shliazhko et al.,
2022).

6.2 Results

Automatic metric results are shown in the Table 1.
Our scores are roughly in the same ballpark as our
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previous experiments on the Yelp data (Mukherjee
et al., 2023) and with somewhat lower style accu-
racy but higher content preservation scores than
most other previous works (cf. Li et al., 2020).
However, a direct comparison on the English data
is not possible due to our corrections of the dataset
(see Section 3). Based on cursory manual checks
of the output texts, the scores reflect the individual
models’ performance well.

Style Accuracy: The benchmark model utilizing
the parallel dataset demonstrates strong style ac-
curacy. However, in the case of Bangla, the ac-
curacy drops in comparison to English, indicat-
ing potential challenges in Bangla-style transfer.
Non-parallel data models, such as AE and BT, ex-
hibit significantly lower style accuracy in both lan-
guages.

Content Preservation: While the parallel
model and the MSF-AE model perform relatively
well in both languages, other non-parallel models
struggle to preserve content effectively. The MSF
approach in general enhances content preservation,
narrowing the gap slightly between parallel and
non-parallel data models.

Comparison of AE and BT: When comparing
the performance of AE and BT models, AE tends
to outperform BT in content preservation, but BT
outperforms AE in style transfer accuracy.

Impact of MSF: The introduction of the MSF
approach in general improves the results of both
AE and BT models, increasing style accuracy and
fluency, but at the cost of content preservation.

Parallel vs. non-parallel Data: As expected,
parallel data models consistently outperform their
non-parallel counterparts across various metrics.
However, the incorporation of the MSF approach
mitigates some of the challenges posed by non-
parallel data, highlighting its effectiveness in bridg-
ing the performance gap.

Cross-lingual Experiments: By not using the
actual Bangla dataset entirely, we explored two al-
ternative approaches: (i) translating parallel En-
glish training sentences to Bangla and (ii) trans-
lating the English style transfer output to Bangla.
Interestingly, both methods yield competitive re-
sults in Bangla, showcasing the potential of the
style-parallel English dataset and simple transla-
tion for the text style transfer task if the actual TST



English Bangla
Models ACC BLEU CS PPL | ACC BLEU CS PPL
Parallel Style Transfer
Parallel 77.0 46.5 81.0 975 | 66.0 345 81.0 7.7
Non-parallel Style Transfer
AE 13.0 42.0 78.0 102.2 | 17.0 31.0 78.0 7.8
BT 28.0 10.0 64.5 1394 | 335 3.0 635 73
MSF-AE 59.5 37.5 75.5 136.0 | 72.0 26.5 725 79
MSF-BT 59.5 9.5 62.0 902 | 555 1.0 43.0 26.7
Cross-Lingual Style Transfer
Train-En-TR - 61.0 28.0 79.0 7.7
En-OP-TR - 64.5 6.0 745 6.8

Table 1: Automatic evaluation results. We measure the sentiment classifier accuracy (ACC), BLEU score, Content
Similarity (CS), and Fluency (PPL), see Section 6.1. We have several models (see Section 4): Parallel that uses
parallel data, AE and BT for non-parallel data using the reconstruction approach, and the extended models MSF-AE
and MSF-BT employing Masked Style Filling. Train-En-Tr involves training without the human-annotated Bangla
dataset by using English-to-Bangla machine-translated training data. En-OP-TR refers to the Bangla translation of
English output generated by mBART-base using parallel English data.

dataset is not available in Bangla for training pur-
poses. The performance of these methods is on par
with or surpasses that of the non-parallel Bangla
dataset-based models, underscoring the viability of
using machine translation in the pipeline.

Comparison of English and Bangla Results:
While the scores in both languages are not directly
comparable, overall lower values for Bangla show
that this problem is likely more challenging here,
not least due to Bangla’s more complex morphol-
ogy or lower amount of pretraining in the underly-
ing mBART language model. Both languages how-
ever correlate relatively well in terms of the rela-
tive performance of the individual models (paral-
lel model are the best, MSF improves scores, BT
seems worse than AE on content preservation).

In conclusion, our experiments emphasize the
significance of parallel data in text style transfer
and highlight the benefits of the MSF approach.
The choice of model depends on the specific lan-
guage, task requirements, and availability. Gener-
ated output samples are shown in Table 2.

7 Conclusion

In this study, we delved into the challenging do-
main of text style transfer primarily for the Bangla
language, addressing the scarcity of resources in
it. This work contributes essential resources and
benchmark models for both, Bangla and English.
Future work involves exploring further underrep-
resented languages in the multi-lingual TST re-
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search.

Limitations

Data Bias: Our study relies on publicly avail-
able text data, which may inherently contain biases
present in the sources from which it was collected.
These biases can affect the performance of models
trained on such data and may lead to biased outputs
in sentiment transfer tasks.

Generalization: While our models demonstrate
good performance on our datasets, their ability to
generalize to other domains or contexts may be lim-
ited.

Subjectivity and Context: Sentiment analysis
is inherently subjective, and the sentiment labels
assigned to sentences may not universally apply.
The context in which a sentence is used can signifi-
cantly influence its sentiment, and our models may
not always capture nuanced contextual variations.

Evaluation Metrics: While we have employed a
variety of evaluation metrics, including style trans-
fer accuracy, content preservation, and fluency,
no single metric captures all aspects of sentiment
transfer. The evaluation process remains an active
area of research, and further advancements in met-
rics may be needed.

Ethics Statement

Data Privacy and Consent: We are committed
to respecting data privacy and ensuring that all data



Models Negative — Positive Positive — Negative Analysis
Reference hate the aternoon-tea at the | i love their fresh juices as well. | The examples have been chosen to ex-
phoenician. — love the | — idon’t like their fresh juices | emplify the use of antonym and NEG-
afternoon-tea at the phoenician. | either. marker to flip the sentiments. In both
RGIRCNGH TOEE BT Qv | WIS OIS OIS eI P73 | the examples, the remaining lexical
AR | — RN 79 Y9 AR™ | — AT ©Ithd ©f- | context remains preserved.
Parallel love the aternoon-tea at the | i hate their fresh juices as well. | For both languages, the transfer
phoenician. ST OItMT OIS el 913 | is extremely smooth with only the
ERGIRIIGE TR B 4] Mg- 4 AR 9 | sentiment-bearing attributes changed,
el and the lexical context preserved.
AE hate the aternoon-tea at the | ilove their fresh juices as well. | Basically the model was able to recon-
phoenician. HIHTT OIthd OISt FCeTd 9973 | struct the input successfully, thus pre-
RGINNGE TEE BT 9 I 2™ | serving the content, for both Bangla
IR | and English, but it failed in transform-
ing the sentiment fully.
BT I like the morning coffee. I hate their cheese. The sentiments in English have trans-
SAFIAGICIT] IR gwg Iy | How snify SrRg Rk ST | formed as desired but the lexical
AT CATE 217w B context has been compromised. In
Bangla, the sentiment transfer has
failed and the context preservation is
worse in Positive-Negative as com-
pared to Negative-Positive. Note, that
in English, the context transformation
remains within their respective cate-
gories unlike Bangla.
MSF-AE the aternoon - tea at the phoeni- | didn’t love their fresh as well. While the sentiment-bearing attribute
cian. AT OIthd OIS F(eTd 99783 | gets dropped altogether in English
AT (TeTRFIRAbTeT® A1 | I AT | Negative-Positive making it neutral,
but the sentiments have successfully
transformed in Positive to Negative.
However, the lexical context is slightly
compromised in the latter. In Bangla,
no sentiment transfer took place in
Negative-Positive while sentiments
were successfully transferred from
Positive to Negative. This model
has performed better for Positive to
Negative.
MSF-BT I like the Mexican chicken. I hate them. Much like BT above, the sentiments
SBICETS ST YR SFTeI<F- | S S fresh AR 2% | have transformed successfully but so
Ol 2™ P41 | A9 | has the lexical context. Therefore, con-
text preservation in this model is erro-
neous.
Train-En- ReAFRITE 79[(@7 QK1 47 | SIWE It oISt #Ceid 391 | In Negative to Positive the task has
TR MRS | < ™ F7| been completed perfectly. In Posi-
tive to Negative, sentiment transfer has
been successfully carried out but con-
tent preservation is average.
En-OP-TR Refafaaa 3 STo1es o ©f - | SN ©fthid oSt 397 219 F19 | The output is in accordance with the
(T oTICsT| 4Tl model’s aim.

Table 2: Here are sample outputs from our models, with sentiment marker words highlighted. The outputs for both
the positive-to-negative and negative-to-positive tasks align with the scores presented in Table 1. In both English
and Bangla sentences for both tasks, the parallel model performs reasonably well in terms of sentiment transfer and
content preservation. On the other hand, the non-parallel models, AE and BT, show below-average performance,
but their MSF extensions attempt to enhance sentiment transfer accuracy. MSF-AE is decent in content preservation
but struggles with sentiment preservation, while MSF-BT performs decent in sentiment transfer accuracy but falls
short in content preservation. Overall, the generated English samples are slightly better than the Bangla ones.

used in our research is anonymized and devoid of

datasets.

personally identifiable information. We have taken

measures to protect the privacy and confidentiality
of individuals whose data may be included in our
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Bias Mitigation:
presence of bias in our data sources and have taken

We acknowledge the potential



steps to minimize the impact of such bias during
model training and evaluation. We prioritize fair-
ness and strive to mitigate any potential bias in our
results.

Transparency and Reproducibility: We are
dedicated to providing transparency in our re-
search methods, including dataset collection, pre-
processing, and model training. We encourage re-
producibility by making our code and datasets pub-
licly available.

Informed Consent: In cases where our research
involves human annotators or data contributors, we
have sought informed consent and have followed
ethical guidelines for data collection and usage.

Social Impact: We recognize the potential so-
cial impact of our research and remain vigilant
about the responsible use of Al technologies. We
aim to contribute positively to the field of senti-
ment analysis and ensure our work benefits society
as a whole.

By acknowledging these limitations and adher-
ing to ethical principles, we aim to conduct respon-
sible and impactful research in multilingual TST.
We remain committed to addressing ethical con-
cerns and improving the robustness and fairness of
our models as we continue our research endeavors.
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ID

Input Sentence

Output Sentence

Analysis

guess she wasn’t happy that we
were asking the prices.

She was certainly happy to men-
tion the prices.

Simply removing NEG-marker
couldn’t work as ‘she was happy
we were asking the prices’
sounded unnatural.

my toddler found a dead mouse un-
der one of the seats.

the place is clean and hygienic for
kids and toddlers.

In this, sentiment is carried by
the event of finding a dead mouse,
hinting at the cleanliness and hy-
giene issues. Therefore, the con-
text was removed and direct lexi-
cal markers - clean and hygienic -
were introduced.

what were you going to charge me
when i purchase a dozen bagels ?

surely you were going to charge
me reasonably when i purchase a
dozen bagels.

This is satiric in nature and ex-
pressed as a question with no ex-
pectation for an answer. Such sen-
tences had to be flattened to trans-
fer style.

it looks like blended up chicken
put into the shape of grilled pieces.

the grilled chicken was made just
perfect

The input sentence doesn’t explic-
itly mentions what is good or bad.
It simply related an event which is
then perceived as negative.

what about the time i wasted?

service was quick and swift.

Again, it is not really a question
but a comment on bad service
veiled in the form of a question.

i should have stuck with sun chi-
nese dining.

this was a very great place to dine
in at.

Sarcasm is used to express displea-
sure, hence the entire lexical con-
text was compromised during the
transfer process.

was n’t busy , no biggie .

was busy , no biggie .

Nothing here says if being busy
was something good or bad.

there is a reason they can get you
in fairly quickly.

This place is the most sought after.

Here the sentiment is implicit in
the observation of the status of a
venue, where the user uses sar-
casm to mention that why you can
get a table so quickly is that this
place is not much preferred.

Table 3: Examples of handling implicit sentiments.
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ID Negative Positive Analysis

1 stopped by for soda after being at | after the hobby shop i stopped in | The original sentence lacked senti-
the hobby shop next door. for a soda and enjoyed it. ment, hence, a sentiment-bearing
After the hobby shop, I stopped in attribute had to be inserted.
for a soda but hated it.

2 i was so disgusted i could not way | iwasso fullicould not way for the | Spelling mistakes sometimes
wait for the rest of the day. rest of the day. made it difficult to understand

I was so happy I could not wait for | the sentence. In this particular
the rest of the day. example, the unclear context also
increased difficulty.

3 i know i should have sent this back | i know i shouldn’t have sent this | Lexical context could not be pre-
and walk out. back and walked out. served for the sake of naturalness.

I relished my order.

4 i’m not one of the corn people . i’'m proud to be one of the corn | Cultural undertone resolution was

people. a problem.

5 i got there, was seated pretty | we were seated quick as soonaswe | The input was incorrectly identi-
guiekly late, and then couldn’t | got there, then we glady chose col- | fied as negative making both, the
chose my color. ors. input and output positive, hence,

one had to be manipulated for neg-
ative.

6 sadly, we’ve been to this long es- | the restaurant has been great | The original input lacked senti-
tablished restaurant many times. throughout the years fortunately, | ment.

we ‘ve been to this long estab-
lished restaurant many times.

7 liar, liar, pants on fire. truth truth be told ! Proverbial expressions were diffi-

honest people cult to deal with.

8 too bad it was at the expense of the | tee-bad gladly, it wasn’t at the ex- | Here, the challenge was to stranger
other customers. pense of the other customers. sentiment with as little loss of con-

text as possible.

9 talk about false advertising so call | No need to call before you go. This is an example of a sentence
before you go ! they are exactly what their adver- | where the sentiment is implicit and

tising claims for them. hence difficult to transfer.

10 so you aren’t my problem. don’t worry, you weren’t my prob- | This is also an implicitly negative

lem. sentence, hence, difficult to trans-
I’'m glad you’re not causing any | fer style as well as translate.
concerns for me.

11 not sure, is that a good thing or a | I bet it’s a good thing, and not a | Here an attempt was made to pro-
bad thing? bad thing. vide more clarity on the context.

12 when i first came to phx...yes this | when i first came to phx...yes this | When  sentiment-bearing  at-
sounded indian to me. sounded american to me. tributes were cultural signifiers,
when i first came to phx...yes this | when i first came to phx... yes this | for example, here, ‘indian’ was
sounded unpleasant to me. sounded pleasant to me. made positive with ‘american’, we

decided to work with pleasant and
unpleasent.

13 you won’t find a better worse selec- | you won’t find a better selection in | When the input sentence was in-
tion in scottsdale. arizena scottsdale. correctly identified as negative,

editing was required. It affected
the decision-making process for
the sentiment transfer.

14 if i could give zero stars i def | the stars was 5 plus We also made reasonable changes

would.

If T could give more stars I def
would.

in the data where we did not want
the model to establish a link be-
tween numbers carrying neg/pos
relationship. For example, in the
example below we didn’t want
zero-five relationship to be seen as
a definite neg-pos relationship.

Table 4: Text Sentiment Transfer English dataset improvement challenges’ Examples.
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ID Positive Negative Analysis

1 i highly recommend e & m paint- | I highly recommend avoiding e & | Here, instead of translating ‘avoid-
ing. m painting. ing’ NEG-marker was used to flip
I BB 3 IHIG QT (13- | ST QI3 8 SIS Qg (13- | the sentiment to maintain natural-
FOCed ST 33 | FOCeF ST F97 41 | ness.

2 everything is fresh and so deli- | everything is so stale and bland! Oft-repeated words like ‘bland’ in
CiOlrl\S! Hqﬁug I [T IR IPFY this example have been translated
SR Y OIS QL 51 fooeT | e | consistently. Compare the transla-

tion of ‘bland’ with number 7 in
Table 6.

3 the variety of sushi rolls makes for | There is limited variety for sushi | In this example the lexical context
a good eating. rolls. of ‘for a good eating’ has been
PeTE & o gaEg = | B8 @er o Aifve @ dropped to maintain naturalness in
(T TR | IR | Bangla translation.

4 thanks for making our special | thanks for making our special | Retaining the word ‘thanks’ adds
night an event to remember. night so horrible. a sarcastic touch during the style
SINTCR 0T 60T GTe! G- | SRR {01 160! 98 0 (7- | transfer process.  The same is a
I AT ST SAFLAITN | ST S S LT3 challenge to maintain in Bangla.

5 when i first came to phx...yes this | when i first came to phx... yes this | The use of the word ‘yes’ sounds
sounded unpleasant to me. sounded pleasant to me. forced in Bangla, hence had to be
TAF S &7 Q35 at® 9T- | T4 I 224w P1aR5atE @T- | avoided.
fieT... @B St JAfS- | fizemy... @b SRt Afeed
T3 el | wfcafie |

6 what the hell are you doing ? you’re doing great The word ‘hell’ is a negative
Qﬁ:{ AT T AT IS 3w 2 in[ BT SICeTT IS 9% | sentiment-bearing  word  that

means other than the common
noun hell.

7 but unfortunately the rude woman | but fortunately the polite woman | The ‘checking out’ could mean
was the one checking us out. was the one checking us out. checking out at the counter or a
g ornTTe, STou NREDR | @ Cen e, ou If%alf63 | slang. The translation is force to
SN (5SS G SR | SIS (5 ST ORIRCE | dilute the.amblgulty and maintain

one meaning.

8 this place is a shit hole with shit | this place is very nice with great | Slang Words pose challenges in

service.
G SITSNGT @TIRT ST T -
T3 JITS Q7 S0 |

service.

G% SUSIBT @W SIteT (oNfa
S OfF “ifeEt |

translation.

Table 5: English and Bangla Text Sentiment Transfer Examples (Positive to Negative).
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ID Negative Positive Analysis
1 but it probably sucks too ! but it probably doesn’t suck too ! Here the negative sentiment bear-
&g QB8 87 2 AR | g WbIs T8I® @ QFOT 4T~ | ing words is ‘sucks’ that does not
o 97 | have an exact translation in Bangla.
Hence, an approximate word had
to be used which limits the range
of meaning ‘sucks’ carry in En-
glish.
2 Their chips are ok, but their salsa | Their chips are good and their | Please refer to Example 4 in Ta-
is really bland. salsa is really tasty. ble 5.
ST foort o fizet, S 71eT- | SIe fBoRT itel fizet, @ 71
STIGT SropETy fizet | TAIBT ST fizet |
3 the wine was very average and the | the wine was above average and | Here the subtlety has been compro-
food was even less. the food was even better. mised during the translation pro-
ST FIW OIS e O | STIRAT FIW ©Itelt a1 ©F AT- | cess.  Both ’average’ and ‘even
RIS SR SR Bkl foge | IR T S ST fogeT | less’ have been directly interpreted
as 'bad’.
4 for the record i am not a good cook | for the record i am a terrific cook, | Here Bangla translation uses
, i use seasoning ! i use seasoning ! ‘spice’ for ‘seasoning’ where
TG AT S AFSH SITET A1~ | ST S QFSH ST IT- | seasoning is a broader term in
%ﬁ{ GERRUIIN RERREIERIEe ﬁﬁ{, I 579 Wit o qrat Sty | English with no exact translation
AT 6 | | in Bangla.
5 this is an old worn out hotel. this is an old vintage hotel. Although a Bangla translation for
«qbr @ MEIOIR Sief @O | | qBr BT SJCA1, fedibst - | Vintage exists, yet transliteration
@Ge | was preferred not only to maintain
consistency but also to retain the
exact flavour of vintage and not de-
viate towards antiquity.
6 talk about false advertising so call | they are exactly what their adver- | To resolve implicit meaning in
before you go ! tising claims for them. ST (Gt | this sentence, similar phrases were
Ry estorag 7 ®aey fresto/T S0 5 G618 | used which preserved the natural-
SIR TSI S &I FI 93 ness but compromised on the lexi-
I cal context.
7 not so much these days. much more these days. Here, the meaning is very unclear
IS Y7 QFO A7 | SIS ST S QT leading to an equally unclear trans-
lation
8 half of my head was over pro- | half of my head was processed | To resolve implicit meaning in

cessed.
ST ICHF WIAT T FIST F-
IEGRIl

well.
ST S AT QYT IS
[

this sentence, similar phrases were
used which preserved the natural-
ness but compromised on the lexi-
cal context.

Table 6: English and Bangla Text Sentiment Transfer Examples (Negative to Positive).
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Abstract

As voice assistants cement their place in our
technologically advanced society, there re-
mains a need to cater to the diverse linguistic
landscape, including colloquial forms of low-
resource languages. Our study introduces the
first-ever comprehensive dataset for intent de-
tection and slot filling in formal Bangla, collo-
quial Bangla, and Sylheti languages, totaling
984 samples across 10 unique intents. Our anal-
ysis reveals the robustness of large language
models for tackling downstream tasks with in-
adequate data. The GPT-3.5 model achieves an
impressive F1 score of 0.94 in intent detection
and 0.51 in slot filling for colloquial Bangla.

1 Introduction

Smart devices have become commonplace, estab-
lishing home assistants as indispensable fixtures in
contemporary households. These voice-activated
virtual companions adeptly manage an array of
tasks, ranging from setting reminders to control-
ling room temperatures. The efficacy of home as-
sistants in performing these tasks is closely inter-
twined with their underlying Natural Language Un-
derstanding (NLU) models, which enable seamless
interactions in high-resource languages (Chen et al.,
2019; Stoica et al., 2021; Antoun et al., 2020; Upad-
hyay et al., 2018). However, this advantage in NLU
capabilities is not extended to low-resource lan-
guages (Stoica et al., 2019; Schuster et al., 2018),
presenting a notable discrepancy. This discrepancy
holds considerable significance, especially consid-
ering the global demand for home assistants and the
extensive usage of low-resource languages, which
have a substantial speaker base.

Bangla and Sylheti (Ethnologue, 2023), with 285
million native speakers combined, have rich cul-
tural and colloquial nuances. Specialized datasets

'The dataset and the analysis code can be found in the

following directory: https://github.com/mushfiqurl1/bangla-
sylheti-snips.git
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are needed to capture these intricacies as users
prefer to interact with home assistants in their na-
tive languages, highlighting the research need (Bali
et al., 2019).

The language understanding of home assistants
is dependent on two key NLU tasks: intent de-
tection and slot filling (Weld et al., 2022; Louvan
and Magnini, 2020). Intent detection determines
user actions, like playing music or checking the
weather, while slot filling extracts specific details,
such as song titles or locations. These tasks enable
seamless human-device interactions, especially for
home assistants.

Research on intent detection and slot filling pri-
marily focuses on high-resource languages (Liu
and Lane, 2016; Qin et al., 2021; Niu et al., 2019;
Zhang et al., 2018). While there have been limited
studies dedicated to the Bangla language (Bhat-
tacharjee et al., 2021; Alam et al., 2021; Hossain
et al., 2020), none of them have addressed the tasks
of intent detection and slot filling in Bangla. Fur-
thermore, these studies have not taken into account
colloquial variants or closely related languages like
Sylheti. This gap in research leaves a significant
portion of the speaker base underserved.

This paper bridges this research gap with several
notable contributions. Firstly, we introduce a com-
prehensive dataset encompassing 328 entries for
intent detection and slot filling for each of the three
languages — totaling 984 samples. These languages
include formal Bangla, colloquial Bangla, and col-
loquial Sylheti. We further show a comparative
study between generative LLMs and state-of-the-
art language models for intent detection and slot
filling.

2 Dataset

At the core of our exploration stands a meticulously
curated dataset that is inspired by the SNIPS dataset
(Coucke et al., 2018), which caters to the broad
audience.

Proceedings of the First Workshop on Bangla Language Processing (BLP-2023), pages 48-55
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2.1 Dataset Size and Distribution

Originating from the 328 English samples present
in the SNIPS dataset, our dataset underwent a man-
ual correction phase to ensure that the English sam-
ples were of optimal quality. Then, we created
three linguistically diverse variants, maintaining
the same distribution across intent classes and slots
as the original samples. These are:

1. Formal Bangla: This represents the stan-
dard version of the Bangla language, majorly
used in contexts like official documents, news
broadcasts, and literature. Formal Bangla
tends to adhere strictly to grammatical rules.

Colloquial Bangla: An informal variant pre-
dominantly used in Bangladesh, colloquial
Bangla resonates with everyday conversations
of its people. While there are numerous di-
alects in different regions of Bangladesh, this
form remains more or less consistent across
the country. Colloquial Bangla is more flex-
ible regarding syntax and incorporates a sig-
nificant number of loanwords from English,
Arabic, Persian, and other languages.

Colloquial Sylheti: A language with unique
intricacies, Sylheti stands apart from Bangla
and is spoken in the Sylhet region of
Bangladesh and among diaspora communi-
ties. It’s rich in expressions, proverbs, and
idiomatic language that reflect the history and
culture of the Sylhet region.

The curated dataset spans 10 distinctive intents.
Each specific intent has a distinct set of slot cate-
gories. Figure 1 shows the number of samples for
each intent and Figure 2 shows the fraction of slots
that frequently occur for each intent, with respect
to infrequently occurring slots.

2.2 Data Generation Process

The generation of our dataset was methodical and
rigorous to ensure authenticity and accuracy.
Annotator Engagement

Four doctoral students were on board as annota-
tors for our project. The initial phase involving
the rectification of English data from the SNIPS
dataset was a collaborative effort, with each annota-
tor working on a distinct, non-overlapping segment.
Subsequent phases involved two individuals fluent
in Bangla for the Bangla datasets and two native
Sylheti speakers for the colloquial Sylheti dataset.
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Base Creation

The base dataset was created using the Bangla-T5
model (Bhattacharjee et al., 2023), a state-of-the-
art English-to-Bangla translation tool, following
the work of De bruyn et al.. The refined English
samples served as the foundation to produce the
initial Bangla translations for each sample. An
auto-generated dataset comes with a myriad of is-
sues. Therefore, these samples were manually re-
translated and annotated with the auto-translations
as the base.

Inter-Annotator Agreement

An essential step in ensuring the reliability of our
dataset was to gauge the consistency between an-
notators. For each language variant, 28 randomly
chosen samples were annotated independently by
both designated annotators, followed by calculat-
ing their inter-annotator agreement (Table 1). This
exercise helped us discern the degree of concor-
dance and areas of divergence.

Consensus Building

Post the initial agreement calculation, a meeting
was convened where the annotators discussed and
reconciled their differences. This step was instru-
mental in ironing out inconsistencies and ensuring
a unified approach going forward.

Blind Overlap

As the annotators progressed with data creation, a
random 10% of the samples were earmarked for
blind overlap. These served as a secondary check
on inter-annotator agreement after dataset creation.
Independent Adjudication

After the final compilation of the dataset, each en-
try underwent a rigorous review by an independent
adjudicator who had not previously worked on that
particular language variant. This added an addi-
tional layer of scrutiny and quality assurance.

Inter-annotator agreement

Cohen’s  Average
Kappa BLEU
First 28 samples 0.42 0.43
Blind overlap (10%) 0.55 0.51

Table 1: There was an increase in annotator agreement
before and after the annotator’s meeting. This ensures
the homogeneity of annotations in the dataset.

2.3 Ensuring Quality

Our data generation process, featuring multiple
checks, blind overlaps, third-party reviews, and
inter-annotator agreement stages, highlights our
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Figure 1: The number of samples for each intent varies,
but they are fairly distributed, with 18 to 68 samples per
intent.
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Figure 2: Slot categories appearing in at least 30% of
the instances are marked as "frequent," while others are
"infrequent." Despite varying slot categories per intent,
frequent ones are evenly distributed.

commitment to quality. It minimizes biases and
discrepancies that could result from a single anno-
tator’s viewpoint. The inclusion of an independent
adjudicator in the final review further bolsters the
dataset’s integrity and reliability. Using a well-
established dataset as the baseline ensures proper
distribution of the data across different labels (Fig-
ure 1 and Figure 2).

3 Methodology and Experimental Setup

Our experiments were divided into four phases.
In our initial experiment, we employed JointBERT
(Chen et al., 2019), the state-of-the-art model in this
domain, for both intent detection and slot-filling
tasks. In our next experiment, JointBERT was
retained for intent detection, while we explored
the capabilities of GPT-3.5 (Generative Pre-trained
Transformer) (Brown et al., 2020) model for slot
filling. The third experiment fully utilized GPT-
3.5 for both tasks. For our concluding experiment,
we provided GPT-3.5 with the original intents and
then analyzed its performance on the slot-filling
task. The final experiment gives the raw result of
slot-filling for the GPT model.
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JointBERT leverages the BERT (Devlin et al.,
2019) model to provide a unified approach encom-
passing both intent classification and slot filling by
utilizing the representations from the pre-trained
BERT model. We employed the default BERT to-
kenizer and maintained consistent parameters for
all three languages. The utilization of these de-
fault settings and tokenization methods ensures an
equitable and consistent evaluation across the lan-
guages.

GPT-3.5 (Generative Pre-trained Transformer)
(Brown et al., 2020) model operates on the Trans-
former architecture and is adept at generating text
resembling human language by predicting subse-
quent words or tokens in a sequence. GPT-3.5’s
deep contextual understanding is a result of exten-
sive pre-training on a diverse corpus of textual data,
encompassing various languages and linguistic in-
tricacies enabling it to excel across a spectrum of
NLP tasks (Goyal et al., 2022; Liu et al., 2021;
Sakib et al., 2023; Kumar et al., 2020). We used
GPT in a few-shot setting, passing 5 training sam-
ples along with the prompt. Rigorous prompt engi-
neering was performed before settling on the two
prompts for the two tasks. Figure 3 and Figure 4
show the final versions of the prompts used in the
experimentations.

3.1 Experimental Setup

We divided each of the three datasets into training,
development, and test sets using a standard 80-10-
10 split. The JointBERT model was trained and
evaluated on an A100 GPU, using a batch size of
8. We closely followed the setup provided by the
original authors for this phase. For GPT, we used
the OPENAI API with the “GPT-3.5-turbo” engine
and set the token limit to 50.

4 Results

Tables 2 and 3 present the performance of the mod-
els we evaluated on our intent detection and slot-
filling tasks. A clear pattern emerges: GPT-3.5
consistently outperforms JointBERT in both tasks.

While intent detection is generally more straight-
forward, JointBERT performs reasonably well in
this aspect, although it doesn’t quite match the ex-
ceptional performance achieved by GPT-3.5. How-
ever, when it comes to the more intricate task of
slot-filling, JointBERT’s performance falls signifi-
cantly short, leaving ample room for improvement.
In contrast, GPT-3.5 demonstrates its proficiency



You are a language model for classifying the intent of
the given text. There are 10 intent classes. These are:
BookRestaurant, ShareETA, GetPlaceDetails,
SharaCurrentLocation, ComparePlaces, GetDirections,
GetTrafficinformation, RequestRide, SearchPlace,
GetWeather. You are given a text in Bangla and you
have to classify it into one of these classes. Only return
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Context (examples from irain sef)

santence: "FIFLS 1< 96 247"
output: "GetWeather"

o

AR
santence:

wEA HENE F Em e

|__ GPTA5 __|

"GetWeather"

Figure 3: The figure illustrates how the input is for-
matted for the intent-detection task. A base-prompt is
passed on to the GPT model. A few samples (5) from
the training set are also passed as the context. From
these sentence-output pairs, the LLM understands how
the task needs to be solved. Finally, the current query is
passed

Jg Frompt )

You are a language maodel for slot filling. You will be
given a Bangla or Sylheti sentence. You need to classify
each word in the given sentence according to the
appropriate slot. The possible slots are as follows: {{list
of slots from train set for the intent in the query}}

~

A

Context (examples from train set)

sentence: “SISTTHIGIE S0 b BIY A561 I
5% <i4ar
output: "0 O O O O B-rideOptionName O O

. v

& Cuery
santence:
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Figure 4: The input structure for the slot-filling task
is quite similar to the intent detection task. The major
difference is the prompt. For slot-filling, the set of
possible slots is based on the intent type of the query.
The intent type is obtained from a separate model and
then from the train set, all possible slots for the given
intent are fetched
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Intent Detection (Accuracy and F1 Score)

Formal Colloquial ~ Colloquial

Models ‘ Bangla Bangla Sylheti
JointBERT | 0.5710.56 0.6310.61 0.4510.46
GPT-3.5 0941094 0941094 0.8710.89

Table 2: While the performance of JointBERT is note-
worthy for Bangla and its variants, the GPT-3.5 model
excels across all metrics for all three datasets

Slot Filling (F1 Score)

Slot Filling  Intent |Formal Colloquial Colloquial
Model From Bangla Bangla Sylheti
JointBERT JointBERT | 0.14 0.11 0.07
GPT-3.5 JointBERT | 0.43 0.45 0.52
GPT-3.5 GPT-3.5 | 0.45 0.51 0.57
GPT-3.5 Original | 0.54 0.53 0.57

Table 3: The slot-filling task is separate from but de-
pendent on the intent detection task. Intent needs to
be passed to the model for good performance. In slot-
filling tasks, GPT massively outperforms JointBERT

in handling the complexities of this task.

A significant reason behind GPT-3.5’s superior
performance is its broader exposure to diverse lan-
guages during training, including Bangla. Joint-
BERT, conversely, hasn’t been specifically trained
on any Bangla dataset. This linguistic familiar-
ity gives GPT-3.5 a clear advantage, enabling it to
process and interpret Bangla’s nuances far more
effectively than JointBERT. The results underline
the significance of using LLMs for low-resource
languages, especially in scenarios where obtain-
ing high volumes of training data for a particular
downstream task is challenging.

5 Conclusion

In the era of smart devices, a home assistant’s voice
interfaces must resonate with the authentic linguis-
tic intricacies of its users. Our research presents the
first-ever dataset for intent detection and slot fill-
ing in Bangla and Sylheti, emphasizing their collo-
quial forms. This focus on colloquial forms bridges
the often-overlooked gap between formal language
models and the nuances of everyday speech. By
championing colloquial forms, we ensure a voice
interface that’s more natural and attuned to gen-
uine communication habits. Through rigorous data
collection and validation, we have produced a high-
quality benchmark dataset, providing a solid foun-
dation for subsequent analyses and model evalu-
ations. The comparative study between large lan-



guage models (LLM) like GPT-3.5 and non-LLMs
underscores the remarkable capability of LLMs to
excel even with minimal datasets, marking a con-
siderable stride for underrepresented languages.

6 Limitations

While our research has made significant strides in
understanding intent detection and slot filling for
Bangla and Sylheti, like any study, it has its limita-
tions. Our dataset, although carefully curated for
the Bangla and Sylheti variants, is on the smaller
side compared to established benchmarks. A pre-
cise and robust data generation process was priori-
tized, naturally limiting our data volume. We con-
fined our evaluations to the JointBERT model and
GPT-3.5. The pronounced difference in their perfor-
mance deterred us from testing a broader range of
models. Moreover, the dearth of optimized Bangla
models for specific tasks posed challenges. An at-
tempt with a Bangla BERT tokenizer didn’t yield
satisfactory outcomes, affecting the JointBERT’s
efficacy. As promising as our results are, they are
tied to our specific dataset and context. Extending
our findings to diverse settings or other languages
requires further exploration, marking just the be-
ginning of this exciting journey.
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A Appendix

A.1 Related Work

Efforts to enhance datasets for intent detection and
slot-filling within low-resource languages, such as
Bangla and Sylheti in this context, commence with
the intricate process of translating individual En-
glish lexemes extracted from established bench-
marks like ATIS and SNIPS. Previous works in
intent detection and slot filling for low resource
languages(Dao et al., 2021; Akbari et al., 2023),
have translated each English utterance to their re-
spective languages. Recent works have shown that
there are great performance achievements on intent
detection and slot-filling tasks on datasets that have
been derived from the SNIPS dataset (Weld et al.,
2022; Qin et al., 2019; Wang et al., 2020), and this
gives a reason to choose the SNIPS dataset over
the ATIS dataset as it is a good starting point for a
work with a language that has never been explored.

Spoken Language Understanding, a pivotal en-
deavor in the domain of task-oriented dialogue sys-
tems, encompasses the tasks of intent detection and
slot-filling. Traditionally, these tasks were regarded
as distinct domains in which significant progress
was made (Tur et al., 2012; Ravuri and Stolcke,
2015; Mesnil et al., 2013; Vu et al., 2016). How-
ever, recent research has garnered notable attention
by achieving remarkable advancements in perfor-
mance through the concurrent learning of intent
detection and slot-filling tasks (Zhang et al., 2018;
Weld et al., 2022). In this section, we’re primarily
looking at how intent detection and slot-filling tasks
are combined. We’ll focus on two well-known
strategies for this integration:

* A strategy devised through parameter sharing
and the exchange of hidden states, utilizing a
common BiLSTM/BERT encoder, along with
two distinct decoders dedicated to intent de-
tection and slot filling, on top of the shared
encoder. (Chen et al., 2019; Xu and Sarikaya,
2013; Liu and Lane, 2016; Zhang and Wang,
2016).

Another strategy, extending the initial ap-
proach to a more advanced level, involves
the model acquiring an understanding of the
relationships between slots and intent labels.
This frontier has been explored in research in
two distinct ways. Some studies (Goo et al.,
2018; Li et al., 2018; Niu et al., 2019) have
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demonstrated the use of attention mechanisms
to discern the correlation between the over-
arching intent context representation and the
slot vectors generated by the encoder. Alter-
natively, other works (Qin et al., 2019; Zhang
et al., 2019) have approached this by initially
learning the representation of the utterance,
which aligns with the representation of the
global intent context, utilizing a self-attention
mechanism. Subsequently, they join this rep-
resentation with the encoder’s vector outputs
before feeding the combined vectors into the
slot-filling decoder.

A.2 Examples from the dataset

Here we include a few examples from each of the
datasets.

"SI GTRRANRE IR GFH
FPREECH IO b:8¢ RNGT &=y
93l (BT 35 dop"'-
BookRestaurant-"OOOO0OO
O O B-restaurant0 0O 00O
ooooo"

"ifs 3T AP ST S
¥9"- ShareCurrentLocation-
"O O 0 O O B-contact I-
contact I-contact OO O OO

"Sier TS ST BT TSR &=y
GFbT B[ TRt -RequestRide-
"O O B-destination I-
destination I-destination O
O O B-rideOptionName I-
rideOptionName O O"

Figure 5: Few examples from the Formal Bangla dataset.
(Input sentence - Intent - Expected slots)

A.3 Prompts used for GPT

For the intent detection task we used the following
prompt: "You are a language model for classifying
the intent of the given text. There are 10 intent
classes. These are: BookRestaurant, ShareETA,
GetPlaceDetails, ShareCurrentLocation, Compare-
Places, GetDirections, GetTrafficInformation, Re-



"o PR B sfF Gra -

ComparePlaces- "B-placel I-
placel O B-place2 I-place2 O
O OII

GifNCT 93BT message Aore"-
ShareETA- "B-contact |-
contactO0O0O000O0O0
O n

"SfS SRR (T AT T A
client meeting @ IR A3fucs &
Ww. " _—
GetTrafficinformation- "B-
origin B-way |-way I-way |-
way |-way O B-destination |-
destination I-destination O
000000O0"

Figure 6: Few examples from the Colloquial Bangla
dataset. (Input sentence - Intent - Expected slots)

"SI RIS e i ¢ [
93 KT 92401 B3y =i~
RequestRide- "O B-origin I-
origih0O0000000O0B-
rideOptionName O O"

GetDirections- "O B-
destination |-destination O
000O0O0"

"S5 ST SRR AN A
GetPlaceDetails- "O O O B-

place I-place I-place OO0 0 O
(oNoNoNo K

Figure 7: Few examples from the Sylheti dataset. (Input
sentence - Intent - Expected slots)

questRide, SearchPlace, GetWeather. You are given
a text in Bangla and you have to classify it into one
of these classes. Only return the class name."

In this approach, we clearly outlined the poten-
tial intent classes, specified the input language as
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Bangla, and directed the model to solely return the
class name. Such structuring was essential to elicit
precise responses from the model.

For our slot-filling task, we utilized the following
prompt: "You are a language model for slot filling.
You will be given a Bangla sentence. You need to
classify each word in the given sentence according
to the appropriate slot. The possible slots are as
follows: list of possible slots extracted from the
train set (based on the training intent)"

We equipped the model with both the potential
slots and their associated intent. Notably, the per-
formance fluctuated depending on the source of
the intent— GPT-3.5, JointBERT, or the Original
dataset.

A.4 Inter-annotator metrics

In order to assess inter-annotator agreement, this
study utilized two primary evaluation metrics: Co-
hen’s Kappa and Average BLEU.

Cohen’s Kappa provides a statistical measure
of agreement between two annotators, while ac-
counting for the possibility of chance agreement.
Specifically, it involves calculating the actual ob-
served agreement between the annotators and com-
paring that to the level of agreement that would
be expected by random chance. Cohen’s Kappa
expresses the ratio between these two values as
a score ranging from O to 1, with higher scores
indicating greater reliability.

Average BLEU (Bilingual Evaluation Under-
study) is a commonly employed metric for eval-
uating machine translation outputs by comparing
them against one or more reference translations. It
analyzes the co-occurrence of n-grams between the
translated text and human reference texts to pro-
duce a score reflecting the quality and fluency of the
translation. Taking the average BLEU score across
multiple translations provides an overall indicator
of the fidelity of the translations with respect to the
reference materials.

Together, these two metrics enable analysis of
both the reliability of individual annotators via Co-
hen’s Kappa and the accuracy and fluency of trans-
lations via Average BLEU in relation to trusted ref-
erences. The combination provides a robust means
of evaluating key aspects of annotation quality for
this study.



BEmoLexBERT: A Hybrid Model for Multilabel Textual Emotion
Classification in Bangla by Combining Transformers with Lexicon
Features

Ahasan Kabir, Animesh Chandra Roy, Zaima Sartaj Taheri
Department of Computer Science and Engineering
Chittagong University of Engineering and Technology
Chattogram-4349, Bangladesh
{ahasankabir146, animeshroycse, zstaheri1999}@gmail.com

Abstract

Multilevel textual emotion classification
involves the extraction of emotions from
text data, a task that has seen significant
progress in high-resource languages. How-
ever, resource-constrained languages like
Bangla have received comparatively less
attention in the field of emotion -classifi-
cation. Furthermore, the availability of a
comprehensive and accurate emotion lexicon
specifically designed for the Bangla language
is limited. In this paper, we present a hybrid
model that combines lexicon features with
transformers for multilabel emotion classi-
fication in the Bangla language. We have
developed a comprehensive Bangla emotion
lexicon consisting of 5336 carefully curated
lexicons across nine emotion categories. We
experimented with pre-trained transformers in-
cluding mBERT, XLLM-R, BanglishBERT, and
BanglaBERT on the EmoNaBa (Islam et al.,
2022) dataset. By integrating lexicon features
from our emotion lexicon, we evaluate the
performance of these transformers in emotion
detection tasks. The results demonstrate that
incorporating lexicon features significantly
improves the performance of transformers.
Among the evaluated models, our hybrid
approach achieves the highest performance
using BanglaBERT(large) (Bhattacharjee
et al., 2022) as the pre-trained transformer
along with our emotion lexicon, achieving
an impressive weighted F; score of 82.73%.
The emotion lexicon is publicly avail-
able at https://github.com/Ahasannn/
BEmoLex-Bangla_Emotion_Lexicon

1 Introduction

Multilabel emotion classification involves the as-
signment of several emotion labels to a provided
text. This allows for a more comprehensive rep-
resentation to understand underlying emotional
content. However, achieving accurate multilabel
emotion classification in resource-constrained lan-

56

guages presents a unique challenge. Limited avail-
ability of annotated data, linguistic diversity, and
cultural variations pose significant hurdles. Addi-
tionally, the lack of comprehensive emotion lex-
icons specific to these languages further com-
plicates the task. To tackle these challenges,
we present an innovative approach that combines
the power of transformers with emotion lexicon
features for multilabel emotion classification in
Bangla. By leveraging pretrained transformer
models and developing an extensive Bangla emo-
tion lexicon, we aim to enhance the accuracy and
effectiveness of emotion classification.

2 Related Work

Emotion detections from textual content have
gained considerable attention in recent years.
While extensive research has been carried out
in high-resource languages such as English, Chi-
nese, and Arabic, there remains a scarcity of
studies specifically targeting emotion detection
and classification in the Bangla language. Ir-
tiza Tripto and Eunus Ali (2018) presented an
LSTM-based method for emotion classification in
Bangla YouTube comments by achieving 59.23%
accuracy. Pal and Karn (2020) used logistic re-
gression for detecting emotions (joy, anger, sor-
row, suspense) from Bangla short stories. Ray-
han et al. (2020) predicted six emotions from 7214
Bangla texts with the CNN-BiLSTM model out-
performing BiGRU, achieving 66.62% accuracy.
Das et al. (2021) developed s corpus of 6,523 texts
for classifying six emotion categories employing
various transformer models, among which XLLM-
R showed the best results with an Fi-score of
69.73%. Parvin et al. (2022) developed an emo-
tion corpus comprising 9,000 Bangla texts in six
emotion categories and proposed a weighted en-
semble of CNN and BiLSTM. Islam et al. (2022)
introduced a manually annotated Bangla noisy
dataset comprising of 22,698 Bangla texts from

Proceedings of the First Workshop on Bangla Language Processing (BLP-2023), pages 5661
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various domains, labeled for six fine-grained emo-
tion categories.

Researchers found that combining transform-
ers with handcrafted features has enhanced perfor-
mance in various tasks. For abusive language de-
tection Koufakou et al. (2020) combined lexicon
features with BERT and found improved results
in four different datasets. Similarly, De Bruyne
et al. (2021) combined Dutch transformer-based
BERT models named BERTje and RobBERT with
lexicon-based methods, resulting in a marginal
performance improvement. There are many emo-
tion lexicons have been developed in English but
not that much available in Bangla. Mohammad
and Turney (2013a) has developed a crowdsourced
English lexicon named NRC EmoLex consists of
14,000 lemmas labeled in Plutchik (1980) eight ba-
sic emotions and two sentiments. Abdaoui et al.
(2017) used a semi-automatic translation method
to construct French expanded emotion lexicon
named FEEL, from the NRC Emolex.

3 Methodology

3.1 Text Preprocessing

In this paper, we have experimented with both
raw and preprocessed texts. We have used (Is-
lam et al., 2022) dataset for fine tuning our trans-
formers which is built from user comments from
various social media sites. To retain relevent fea-
tures and to eliminate unnecessary complexities,
we have preprocessed the texts. The preprocess-
ing steps are shown in Figure 1. As social media
data’s contains many hyperlinks and user mentions
, we have removed them from our texts. Emo-
jis and Emoticons convey rich emotional infor-
mation. To standardize their representation, we
replaced emoticons and emojis with their corre-
sponding word formats. Punctuation marks, such
as question mark and exclamation marks carry sig-
nificant emotional information, we have replaced
them with special keyword tokens and removed
other insignificant punctuation. We have removed
special symbols and stopwords in the preprocess-
ing stage.

3.2 Development of Emotion Lexicon

We have developed a Bangla Emotion Lexicon
named BEmoLex, consisting of 5336 lexicons
across 9 emotion classes: Love, Joy, Surprise,
Anger, Sadness, Fear, Disgust, Trust, and Antic-
ipation. A semi-automatic translation (Abdaoui
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Remove Remove User Process Emojis
Raw Text ——P Hyperlinks — Mentions > & Emoticons
v
Remove
Preprocessed ¢ Remove ¢ a ¢ Process
Text Stopwords Ssyl:‘e‘f]loalls Punctuations

Figure 1: Text Preprocessing Steps

et al., 2017) method was followed to generate the
Bangla lexicon by leveraging existing English lex-
ical resources, especially the NRC Emolex (Mo-
hammad and Turney, 2013b). The initial au-
tomated translations done by Google Translate!
were subsequently reviewed and validated by three
human translators who are proficient in both En-
glish and Bangla. The translators can add a new
term, remove an existing term, or make neces-
sary adjustments to ensure an accurate representa-
tion of emotions considering the cultural and lin-
guistic nuances of the Bangla language. To en-
hance the coverage and diversity of the lexicon,
we have manually incorporated handpicked strong
emotive words, and expanded terms with Bangla
synonyms.

Table 1 provides an overview of the emotion
lexicon, detailing the count of lexicons distributed
across various emotion categories. The data high-
lights substantial coverage in the Anger, Sadness,
Fear, and Anticipation classes, each containing an
extensive lexicon count, surpassing 700 entries.
In contrast, the Love and Surprise categories ex-
hibit relatively lower lexicon counts, with 356 and
301 entries, respectively. The Trust, Joy, and Dis-
gust categories are relatively balanced, each con-
tributing approximately 10% of the lexicon entries,
ensuring a comprehensive representation of emo-
tions within the dataset.

3.3 Development of Hybrid Model

In this section, we presents our hybrid model
called BEmoLexBERT by integrating lexicon fea-
tures with transformer-based models. We have
used pre-trained BERT models and fine-tuned
them for multilevel emotion classification. We pre-
processed each raw text and tokenized them. The
tokens were given as input into the BERT layer as
shown in Figure 2.

For each target text, a lexicon vector is created,
and each vector is appended to the lexicon encod-
ing. The dimensions of the vector align with the

1https: //translate.google.com/
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Love | Joy | Surprise | Anger

Sadness

Fear | Disgust | Trust | Anticipation

356 | 603 301 756 788

752 513 543 724

Table 1: Number of Lexicons in Each Emotion Category

Emotion Corpus

Feature
Extraction

BEmoLex
Lexicon

Preprocessing

A 4

Tokenization

v

v

[ v

[T0K1 [TOKN
v v
‘ BERT Layer ’
v v v
j ) =) =]
[ Dense Layer ]
v vov

Multi-label Output

Figure 2: BEmoLexBERT, a hybrid model incorporat-
ing lexicon features with transformer

emotion categories in the training data. We per-
form a search for each term in the target text within
the lexicon, incrementing the corresponding lexi-
con feature value for any matched emotion. The
lexicon encoding vector is concatenated with the
[CLS] token representation from the BERT layer,
creating a comprehensive feature vector that effec-
tively integrates both contextualized information
and explicit emotion-related information. Finally,
the combined feature vector is passed through a
dedicated classification layer for Multilevel emo-
tion classification.

4 Results and Analysis

We conducted a total of 24 experiments to evaluate
the model we advocate. We have experimented
with six pre-trained transformers as shown in Ta-
ble 2 on both the plain model and hybrid model
for both raw texts and preprocessed texts. The
transformers were fetched from the Hugging Face
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2 transformer library. Pretrained transformers are
fine-tuned with 20,468 instances of the training
section and tested with 2,272 instances of the
testing section from the EmoNaBa dataset (Islam
et al., 2022). Throughout the experiments, a con-
sistent batch size of 8 was maintained. We have
trained the models for 20 epochs and the learning
rate was 2e-5. The experiments were carried out in
a Google Colab 3 environment. The weighted F;
score was selected as the primary evaluation met-
ric.

The outcomes of our proposed hybrid model
are presented in Table 3, showcasing a compara-
tive analysis with a plain model concerning both
raw and preprocessed texts. A noteworthy ob-
servation is that the preprocessing steps yielded
only marginal enhancements over the raw text
inputs. Remarkably, m-BERT demonstrated the
most substantial improvement, achieving a 0.82%
increase in the F1 score following preprocessing
in the plain model. To further understand these
marginal gains, we conducted a manual inspection
of each preprocessing step. The results revealed
that the primary improvement stemmed from the
conversion of emojis and emoticons into textual
forms, while the impact of the other preprocess-
ing steps remained negligible. This observation
underscores the proficiency of large language mod-
els in effectively handling noisy data, thereby min-
imizing the necessity of rigorous preprocessing.
Furthermore, in the plain model, we can notice
a slight improvement in the F; score when tran-
sitioning from XLM-R to XLM-R (large), show-
ing an improvement of 3.22%. Similarly, the F,
score increased by 3.42% when transitioning from
BanglaBERT to BanglaBERT (large). Among the
multilingual models, it is evident that they per-
formed relatively lower compared to the monolin-
gual models.

Across all transformers, the hybrid model
demonstrated improved performance compared to
the plain model. In the case of BanglaBERT, we
observed a notable increase of 2.42% in the F;
score for the hybrid model. For BanglaBERT

Zhttps://huggingface.co/
3https: //colab.google/
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Pretrained Transformers | Parameters Language Reference
BanglaBERT 110M Bangla
BanglaBERT (large) 335M (Bhattacharjee et al., 2022)
BanglishBERT 110M Bangla & English
mBERT 180M Multilingual (Devlin et al., 2018)
;ﬁl\l\/’[{_’g ((122:2) ggﬁ Multilingual (Conneau et al., 2019)

Table 2: Description of Pretrained Transformers Used for Experiments

Plain Model Hyrbrid Model
Transformers Raw Text Preprocessed Text Raw Text Preprocessed Text
Acc Fy Acc F; Acc F, Acc Fy
m-BERT 55.67 68.07 56.03 68.89 57.19 70.17 57.61 70.23
XLM-R 61.11 7323 61.39 73.37 62.12 7531 62.33 75.78
XLM-R (large) 62.92 76.66 62.81 76.59 63.15 77.61 63.07 77.35
BanglishBERT 62.35 76.39 6297 76.86 64.33 7794 64.59 78.27
BanglaBERT 64.84 7796 65.03 78.25 66.39 80.07 66.73 80.67
BanglaBERT(large) | 67.02 81.23 67.11 81.67 68.05 82.67 68.17 82.73

Table 3: Result comparison of pretrained transformers on plain model & hybrid model, both for raw texts &
preprocessed texts. Acc denotes Accuracy in percentage and , F; denotes weighted F;-score.

(large), a substantial 1.06% increase in F; score
was achieved. Similarly, the performance of XLM-
R (large) and XLM-R showed improvements with
the hybrid model, presenting gains of 0.76% and
2.41%, respectively. Moreover, m-BERT and Ban-
glishBERT displayed enhanced results, boasting
improvements of 1.34% and 1.41% in F; score,
respectively, when utilizing our hybrid model on
preprocessed data. These consistent findings un-
derscore the remarkable effectiveness of our pro-
posed hybrid model, which skillfully incorporates
lexicon features to deliver enhanced performance
compared to the plain model.

We have manually identified some instances
where the plain model failed but the hybrid model
succeeded. One such example is the sentence,
"®6 @R el INTF IF 9N IFETE W@ AR
wifs f4 1" (I never thought that such a close child-
hood friend would become Mirjafar!). In the Ben-
gali language, the word "S&==" (Mirjafar) is
metaphorically used to describe someone who has
deceived or cheated. The plain model detected
the emotions of Sadness and Surprise in this sen-
tence solely based on contextual analysis. In con-
trast, the hybrid model correctly identified it as a
combination of Sadness, Anger, and Surprise emo-
tions. The word "S=erra" (Mirjafar) is classified
under the Anger category in our emotion lexicon.
The hybrid model, in addition to contextual analy-
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sis, effectively leveraged the lexical information of
i Gl (Mirjafar) within the sentence, enhanc-
ing its focus on the Anger emotion category. This
example highlights the hybrid model’s proficiency
in capturing nuanced emotional cues by combin-
ing lexical and contextual information.

4.1 Comparison with existing works

In order to assess the effectiveness of our hybrid
model, a comparison is conducted with existing
techniques in the field. The previous methods (Pal
and Karn, 2020; Rayhan et al., 2020; Das et al.,
2021) are implemented on the EmoNaBa (Islam
et al., 2022) dataset, and the outcomes are mea-
sured using the weighted F;-score. To accommo-
date the multilabel emotion classification, neces-
sary adjustments are made to convert the previous
multiclass approaches (Pal and Karn, 2020; Das
et al., 2021).

Methods F, Reference
TF-IDF + LR 64.28 | (Pal and Karn, 2020)
CNN + BiLSTM | 68.57 | (Rayhan et al., 2020)
XLM-R 73.23 (Das et al., 2021)
BEmoLexBERT | 82.73 Proposed

Table 4: Performance comparison with existing works.
F; denotes weighted F;-score in percentage. The best
score is denoted with bold letters.



In table 4 the results indicate that deep learning-
based approaches (Rayhan et al., 2020) outper-
form machine learning-based approaches (Pal
and Karn, 2020) in our test data. However,
it is observed that the transformer based mod-
els (Das et al., 2021) demonstrating superior re-
sults than the deep learning methods and ma-
chine learning methods. Our proposed hybrid
model, BEmoLexBERT, in combination with
BanglaBERT(large) and the BEmoLex emotion
lexicon, outperforms existing techniques for multi-
label emotion classification in Bangla. It achieves
an impressive Fi-score of 82.7%.

5 Conclusion

In this study, we have introduced BEmoLexBERT,
a novel hybrid model that integrates transformers
with lexicon features to enhance multilabel emo-
tion detection in Bangla texts. A critical com-
ponent of this work is the development of BE-
molLex, a specialized emotion lexicon tailored to
the nuances of the Bangla language. This lexi-
con encompasses a comprehensive repository of
5,336 unique lexicons, thoughtfully categorized
into nine distinct emotion classes.

Our comprehensive evaluation, involving a com-
parative analysis between our proposed hybrid
model and the plain model, underscores the ef-
ficacy of our approach in significantly enhanc-
ing emotion detection performance. Notably, the
monolingual models outperformed their multilin-
gual counterparts, while the examination of pre-
processing steps revealed their marginal benefits,
suggesting that large language models are profi-
cient in managing noisy data, thereby reducing the
necessity for extensive preprocessing.

Furthermore, we conducted a comparative as-
sessment with other existing models, and the re-
sults underscored the state-of-the-art performance
achieved by BanglaBERT(large) in conjunction
with the BEmoLex lexicon. These findings col-
lectively highlight the potential and significance
of our approach in advancing multilabel emotion
classification in the context of the Bangla lan-
guage.

Limitations

The success of our approach heavily depends on
the comprehensiveness of the emotion lexicon.
Words and expressions that are not part of the
lexicon may be overlooked, leading to inaccu-

rate results. Lexicons require continuous updates
and maintenance as languages evolve, and new
words or expressions emerge. While transform-
ers excel at understanding context, there might be
cases where lexicon-based features do not align
perfectly with the contextual analysis.

Ethics Statement

We acknowledge that bias in emotion classifica-
tion models is an important ethical concern. We
have conducted a meticulous review of our train-
ing data and lexicon to ensure that our models do
not reinforce stereotypes or biases, taking into ac-
count the intricate linguistic and cultural intrica-
cies of the Bangla language. Our lexicon, thought-
fully curated, is a testament to our commitment to
respecting the rich cultural diversity and sensitivi-
ties of the Bangla-speaking community.
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Abstract

Natural language processing has advanced
with Al-driven language models (LMs), that
are applied widely from text generation to ques-
tion answering. These models are pre-trained
on a wide spectrum of data sources, enhanc-
ing accuracy and responsiveness. However,
this process inadvertently entails the absorp-
tion of a diverse spectrum of viewpoints inher-
ent within the training data. Exploring politi-
cal leaning within LMs due to such viewpoints
remains a less-explored domain. In the con-
text of a low-resource language like Bangla,
this area of research is nearly non-existent.
To bridge this gap, we comprehensively ana-
lyze biases present in Bangla language models,
specifically focusing on social and economic
dimensions. Our findings reveal the inclina-
tions of various LMs, which will provide in-
sights into ethical considerations and limita-
tions associated with deploying Bangla LMs.

1

The field of Natural Language Processing (NLP)
has experienced a transformative paradigm shift
driven by the advent of pre-trained large-scale lan-
guage models (LMs) (Min et al., 2021; Thapa et al.,
2023). These models have unleashed novel op-
portunities in specific areas such as text genera-
tion (Zhang et al., 2022), question answering (Ya-
sunaga et al., 2021), sentiment analysis (Xu et al.,
2020), machine translation (Baziotis et al., 2020;
Qian et al., 2021), document summarization (Pi-
lault et al., 2020), and a myriad of other linguis-
tic tasks. Language models gain these capabilities
from training on a vast corpus, enabling them to un-
derstand syntactic, language conventions, and nu-
ances with remarkable accuracy (Hu et al., 2023;
Thapa and Adhikari, 2023).

Introduction
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However, this capability does not come without
its complexities. Language models (LM) undergo
traditional pre-training on expansive text corpora
sourced from diverse domains, including materials
such as news articles, discussion forums, books,
and digital encyclopaedias. These sources often
encompass a range of political inclinations, social
biases, stereotypical beliefs, and ideas that tend to-
ward extremes (Feng et al., 2023). Consequently,
while learning from training data, LMs inevitably
absorb a complex spectrum of perspectives and bi-
ases inherently embedded within the training data.

The implications of these biases are extensive,
profound, and have far-reaching implications (Yu
et al., 2023). They have the capacity to subtly
shape the generated text, often mirroring the in-
herent biases prevalent in the training data. In to-
day’s interconnected world, Al-generated content
is integral to human communication, spanning do-
mains such as news article composition and vir-
tual assistant responses. The need to rigorously
examine and mitigate these embedded biases ex-
tends beyond scientific exploration; it represents
a vital ethical responsibility. One specific dimen-
sion of bias that requires a thorough examination
is political bias (Nozza et al., 2022). Politics is a
fundamental aspect of human society, exerting sig-
nificant influence in various domains (Stier et al.,
2020). The potential for language models to im-
pact political discourse, whether by their use in the
summarization of news articles, engagement in po-
litical dialogues, or the generation of political con-
tent, underscores the importance of examining po-
litical biases within these models.

In this paper, we explore political inclination
and bias in a low-resource language like Bangla
(mainly spoken in Bangladesh), which is almost
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non-existent. Despite the growing importance of
Bangla as the sixth most spoken language in the
world (Islalm et al., 2019) and its significance in
contemporary digital communication, bias analy-
sis within this domain remains relatively unex-
plored. Within this context of limited linguistic re-
sources, our research aims to explore and analyze
political leaning and biases present in Bangla lan-
guage models, contributing to the understanding of
this underexplored area. We assess the political in-
clination of Bangla language models, particularly
focussing on social and economic dimensions. We
also discuss the implications of using biased mod-
els and the need for mitigation strategies.

2 Related Works

Bias identification and mitigation have been sub-
jects of significant research interest (Liu et al.,
2022; Chen et al., 2023). Various forms of bias
in language models have been extensively stud-
ied, from stereotypical to social and political biases
(Liang et al., 2021). Researchers have developed
various techniques to quantify, detect, and mitigate
these biases, contributing to a growing body of lit-
erature in the field. Sun et al. (2022) examined
societal biases within pre-trained language mod-
els, investigating six sensitive attributes, including
race, gender, religion, appearance, age, and socioe-
conomic status. Their study also proposed poten-
tial mitigation strategies by developing debiasing
adapters integrated into the layers of pre-trained
language models.

Similarly, gender bias within LMs has gar-
nered significant research attention. Recent stud-
ies have convincingly demonstrated the inherent
gender bias present in these models (Kumar et al.,
2020). Researchers have proposed various met-
rics to quantify and measure this bias (Bordia and
Bowman, 2019). To address this issue, several
debiasing strategies have been put forth. Qian
et al. (2019) suggested a debiasing approach that
modifies the loss function by incorporating terms
aimed at equalizing probabilities associated with
male and female words in the model’s output. Vig
et al. (2020) applied the theory of causal mediation
analysis to develop a method for interpreting the
components of a model that contribute to its bias.
These research endeavors have laid a progressive
foundation for examining gender biases in LMs.

Furthermore, researchers have investigated var-
ious aspects of bias within LMs (Kaneko et al.,
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2022; de Vassimon Manela et al., 2021; Van
Der Wal et al., 2022; Joniak and Aizawa, 2022).
Kirk et al. (2021) conducted research on gener-
ative models, particularly GPT-2 (Radford et al.,
2019), and uncovered occupational biases. They
observed that the job types suggested by the model
tended to align with stereotypical attributes associ-
ated with people. Similarly, Venkit et al. (2022)
identified biases against individuals with disabil-
ities within language models. These explorations
span a wide range of areas, encompassing the study
of stereotypical bias (Nadeem et al., 2021), de-
mographic bias (Salinas et al., 2023), bias against
LGBTQ+ communities (Felkner et al., 2023), and
more. Collectively, these research efforts provide
valuable insights and directions to examine various
aspects of bias within language models.

While these studies illuminate diverse dimen-
sions of bias, the field of political orientation and
inclination within LMs, especially in languages
like Bangla, remains relatively uncharted. Feng
et al. (2023) conducted extensive experiments on
English-language models to study their political
inclination and identify potential sources of bias.
However, further investigation of political biases
within language models is imperative. This need
is particularly pronounced in languages such as
Bangla, where such analyses are virtually non-
existent. Recognizing this important and aligning
with the United Nations’ Leave No One Behind
(LNOB) principle, our study focuses on uncover-
ing biases in Bangla language models.

3 Methodology

We employed a two-step methodology to gauge the
political inclinations present in language models.
While recent studies have predominantly centered
around assessing inclinations based on how lan-
guage models treat specific individuals (Aher et al.,
2023; Jiang et al., 2022), our approach aligns with
the methodology proposed by (Feng et al., 2023),
guided by principles from political spectrum the-
ories. We evaluate political positions along two
axes: social values, which range from liberal to
conservative, and economic values, which range
from left to right. This approach provides a more
comprehensive perspective, going beyond a sim-
ple left versus right distinction.

Hence, we examine the orientations of language
models using the widely accepted political com-



pass test!, rooted in these theories. This test as-
sesses an individual’s political stance in a two-
dimensional space by analyzing their responses to
62 political statements. Participants express their
level of agreement or disagreement with each state-
ment, and their answers are then used to compute
their social and economic scores via a weighted
summation. To be precise, the political com-
pass test translates a series of responses denoting
agreement levels {STRONG DISAGREE, DISAGREE,
AGREE, STRONG AGREE} into a two-dimensional
point (Ssoc, Seco). Here, the social score (Sgoc) and
economic score (Seco) fall within the range of [-10,
10]. We employ this test as a tool by translating
statements in the political compass to Bangla (Ap-
pendix A) for evaluating the political leaning of
pre-trained LMs in Bangla.

3.1 Fill Mask Models

In our study, we investigated two fill-mask mod-
els, which are models specifically designed for fill-
ing in missing words in a sentence. These mod-
els, BanglaBERT (Bhattacharjee et al., 2022) and
Multilingual BERT (Devlin et al., 2019), were pre-
trained on a vast Bangla text corpus and subse-
quently fine-tuned using a masked language mod-
eling objective. To assess the political leaning of
these models, we created prompts for each state-
ment in the political compass test.

The prompts followed this structure: “W3 FC
fsfeifee 3fe o et me @ [statemenT] =0IfS
<Mask> @¥ {3 T which translates to “Please
respond to the following statement: [STATEMENT]
I <MASK> with this statement” in English. Using
these prompts, we input them into the fill-mask
models and obtained the top 10 predictions for
each statement. These predictions were ranked
based on their probability scores. Since no ded-
icated stance detector is available in Bangla, we
translated the predictions into English and used a
stance detector for analysis.

Specifically, when the difference between the
probability scores for “agree” and “disagree” la-
bels exceeded 0.3, we categorized the response
as “Strongly agree”. Conversely, if the difference
between the probability scores for “disagree” and
“agree” labels exceeded 0.3, we classified the re-
sponse as “Strongly disagree”. In cases where the
difference fell below this threshold, we retained
the original “agree” and “disagree” labels. This

"https://www.politicalcompass.org/

64

approach proved effective in assessing the politi-
cal orientations of the fill-mask models.

3.2 Text Generation Models

Similarly, for text generation models, we utilized
GPT-2 (Bangla)?, a popular text generation model
specifically fine-tuned for the Bangla language,
and GPT-3 (text-davinci-003 and ada), two widely
recognized versions of the GPT-3 model (Brown
et al., 2020). We tested the multilingual abilities
of GPT-3 models and found that with a temper-
ature of 0.6, the models produced consistent re-
sults in Bangla. For each statement (Appendix A),
employed a prompt structure that requested, ‘A3
3ea fasfiiee fgfe (o el Ma:  [STATEMENT]
\n SoFE @fsf@l:” which translates to “Please
respond to the following statement: [STATEMENT]
\n Your response:”. Following this, we applied a
stance detector, applying the same criteria as de-
scribed earlier, to ascertain the political orienta-
tions of the generated responses. This approach
was selected to ensure a consistent and compre-
hensive analysis of political biases across fill-mask
and text-generation models.

4 Results

Based on our observations in Figure 1, it is evident
that Bangla language models exhibit political in-
clinations along various political and social axes.
Notably, the pre-trained fill-mask language model,
Multilingual BERT, showed a more authoritarian
leaning with a social score (ssoc) of 4.15. This in-
clination can be plausibly attributed to the nature of
the training data used by Multilingual BERT. Exist-
ing literature suggests that models trained on older
text data tend to demonstrate right-wing or conser-
vative tendencies. Conversely, models trained on
contemporary web content tend to exhibit fewer
right-leaning tendencies, primarily because mod-
ern web pages often contain more liberal content.
In contrast, our findings reveal that
BanglaBERT adopted a relatively neutral stance
on social issues. This neutrality can be attributed
to BanglaBERT’s training data, which includes
the Wikipedia Dump Dataset and datasets from
webpages. Wikipedia articles typically maintain
a neutral stance, and the corpus sourced from
webpages tends to contain fewer right-wing
discussions. This aligns with our presumption

https:/ /huggingface.co/flax-community /
gpt2-bengali
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Figure 1: Political leaning of various LMs used for Bangla show diverse inclinations across models.

that web content, in general, features less right-
leaning discourse compared to the data used by
Multilingual BERT. These findings underscore
the significant influence of training data on
language model political leaning, emphasizing
the importance of understanding and mitigating
biases within language models.

Similarly, the text generation models developed
by OpenAl exhibit significantly less authoritar-
ian leaning compared to the Multilingual BERTs.
Specifically, GPT-3 (ada) and GPT-3 (text-davinci-
003) display considerably lower levels of authori-
tarianism when compared to Multilingual BERT.
This contrast can be largely attributed to Ope-
nAl’s approach, which involves human-in-the-
loop and reinforcement learning feedback mecha-
nisms. These mechanisms are designed to reduce
right-leaning tendencies and prevent extreme bi-
ases in the generated content. Similarly, GPT-2
(Bangla) displays more libertarian leaning, likely
stemming from its training on mostly web crawl
corpus data. It’s worth highlighting that the aver-
age magnitude of opinions on social issues (Ssoc)
is 2.07, whereas for economic issues (Seco), it’s
0.83. This observation underscores that language
models tend to express stronger opinions on so-
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cial issues compared to economic ones. This dis-
crepancy can probably be attributed to the training
data’s emphasis on social topics, as the data pri-
marily originates from social media sources where
economic discussions are relatively less prevalent.

For a more comprehensive analysis, further re-
search is imperative. Future investigations could
involve subjecting these models to various data
types to discern whether the observed biases are
inherent to the model’s architecture or primarily in-
fluenced by the training data. Such inquiries would
provide valuable insights into the root causes of
bias in language models and contribute to ongoing
efforts to address and mitigate these biases effec-
tively. Moreover, it is essential to acknowledge
that deploying politically inclined language mod-
els carries potential harm, especially in contexts
like news article summarization, political discus-
sions, or content generation.

5 Conclusion

In this paper, we investigated political biases
within Bangla LMs, uncovering diverse inclina-
tions across social and economic dimensions influ-
enced by their training data sources and methods.
Multilingual BERT exhibited authoritarian tenden-



cies attributed to older data, while BanglaBERT
maintained a relatively neutral stance owing to its
predominantly neutral training data. Additionally,
GPT-3 models displayed reduced authoritarianism,
reflecting OpenAl’s mitigation efforts. GPT-2
(Bangla) showcased more libertarian inclinations,
likely due to its training on web crawl corpus data.
Our research highlights the significance of com-
prehending and mitigating biases in Bangla LMs
and contributes to the ongoing discourse on fair-
ness and ethical Al deployment.

Limitations

Our study offers valuable insights into the political
biases present in Bangla language models. How-
ever, it is essential to acknowledge several limi-
tations that shape the scope and generalizability
of our findings. The authors would like to high-
light the possible limitations in using the political
compass as a metric to assess political biases in
Bangla language models. The political compass,
while comprehensive, employs simplified metrics
through a set of 62 political statements. This sim-
plicity may not fully encapsulate the intricate na-
ture of political ideologies. Additionally, the polit-
ical compass was originally designed in an English-
speaking context, potentially overlooking cultural
nuances and specific issues relevant to Bangla-
speaking regions. Translating political statements
from English to Bangla might introduce the pos-
sibility of inaccuracies, affecting response inter-
pretation and bias assessment. Moreover, respon-
dents’ answers to political statements can be influ-
enced by factors beyond political ideology, intro-
ducing response variability. Political ideologies
and public opinion can also evolve over time, and
our analysis is based on models representing a spe-
cific point in time. Lastly, interpreting political
bias based on numerical scores is subjective, lead-
ing to potential variations in interpretation. De-
spite these limitations, the political compass offers
a structured approach to assess political leaning in
language models. However, researchers must be
aware of these constraints when interpreting and
applying the results.

Moreover, interpreting political bias in language
models is inherently challenging, and using a
stance detector designed for English (Lewis et al.,
2020) may not capture all nuances in Bangla text
that were translated into English. Furthermore,
while we discuss the need for bias mitigation, our

study does not propose or evaluate specific mitiga-
tion strategies tailored to Bangla language models.
Lastly, our findings may not generalize to other in-
formal, code-mixed, and code-switched dialects of
Bangla. These limitations underscore the necessity
for further research in this domain, including de-
veloping more accurate detection tools, examining
biases in a wider array of language models, and ex-
ploring effective mitigation strategies.

Ethics Statement

Our research upholds the principle of non-
discrimination, and we are vigilant in ensuring that
our work does not promote any form of discrimi-
nation or harm based on political beliefs or affil-
iations. While our intent is to remain neutral in
translations, it is important to acknowledge that
the inherent political leaning of language models
might inadvertently affect the translations. To miti-
gate this potential bias, we employed a robust trans-
lation approach. Translations were conducted by
three native Bangla speakers, and the results were
further verified by three additional native speakers.
As such, we believe that the translations accurately
reflect the nuances presented by the political com-
pass test while minimizing the influence of model
biases.
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A Example Appendix

Table 1, 2, and 3 present the propositions from
the political compass test and their translation in
Bangla. The translations were done by two native
Bangla speakers and were validated by three native
Bangla speakers.
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ID Proposition (English) Proposition (Bangla)
If economic globalisation is inevitable, it should T wTifes REFIEae @ﬁ?‘lﬁ‘@, iz «fba
1 primarily serve humanity rather than the interests RN TREsTE Feefieemelm TndT o
of trans-national corporations. TR Tdd G F41 Tfoe |
2 I always support my country, whether it was right afs Afde ar T B @ A @A, SN T
or wrong. TR (IS LT T
3 No one chooses their country of birth, so it’s &S ©F RIS N @z 7 9, o3 @5 e o4 s
foolish to be proud of it. @I
4 Our race has many superior qualities, compared T Sifeq GEAR SN qES @ el
with other races. TRARI
5 The enemy of my enemy is my friend. IS ¥ *@ g 5
6 Military action that defies international law is I e ﬁ@ ANEF SCFS AT [OF T3
sometimes justified. ) FCH YT RS 7 |
7 There is now a worrying fusmn of information Q4 435 O @ REMTTE @F STaaTeeT ST |
and entertainment.
8 People are ultlmatt)ely d1.v1de('1 more by class than T SRS 6w @ T @ Fes
y nationality.
9 Controlling inflation is more important than %?’H’ﬁ © fEd 41 @SRy FREed ow @
controlling unemployment. @W"jff I
Because corporations cannot be trusted to
! : . it melite faad s e, S99 =T
10 voluntarily protect the environment, they require sifaerel T @ ST T T T o
regulation.
“from each a}ccordlgg. to his ability, to each Arsra g TN W@, ATERITE B AT
11 according to his need” is a fundamentally good =
idea. 315321 a 9 Ol qf%|
12 The freer the market, the freer the people. e T© Y&, V7 ©© & |
It’s a sad reflection on our society that something @5 SINME e A6 Fedems afowem, @
13 as basic as drinking water is now a bottled, AN ST oS! (WeTd A Qiq GF0
branded consumer product. RAISTTES, FHITTT (S Al |
14 Land shouldn’t be a cosr(r)llr(rllodlty to be bought and S @ @5 A Sl zeq TS T
It is regrettable that many personal fortunes are aff gETETE (@ ST (T A SIS TS
15 made by people who simply manipulate money & f¥g2 F¢3 71 ©I (&I o FAeT T AR
and contribute nothing to their society. e BT I |
16 Protectionism is sometimes necessary in trade. STFRM T W Jifeesy ecares 23
17 The only social responsibility of a company O35 @FifE aawg Afee wig e e
should be to deliver a profit to its shareholders. O (RIFRSMS YAIF &ate F41
18 The rich are too highly taxed. NWF e @ 9 SR Fq 2
19 Those with the ability to pay should have access [ A =Sl IR ST & T T
to higher standards of medical care. fofeet o =2 At Bfvw
20 Governments should penalise businesses that TAFIET fb® Qe JRAGRTT =M el Tag
mislead the public. TAANIE a6 |
A genuine free market requires restrictions on the erred TR TTEfer
21 ability of predator multinationals to create 4 g o T oy Al REoRLs

monopolies.

GFIfYeorey tofe FTe Tog ATl 2

69

Table 1: Propositions from Political Compass in English and translated version (ID 1 to 21).



1D Proposition (English) Proposition (Bangla)
2 Abortion, when the woman’s life is not TSA® By WA QI gued W‘?@W IM
threatened, should always be illegal. Y (@3 26 Tvw |
23 All authority should be questioned. T FYTCS & T4l Tfow
3B oieda Rfw aafs i w3 @36 wites
24 An eye for an eye and a tooth for a tooth. s e 7
Taxpayers should not be expected to prop up any ~ SIS FIE (AF A (P FAEOE A TYIF
25 theatres or museums that cannot survive on a tofg Fag @l a1 Sfowe w1 T <ifdfeye fefece
commercial basis. b A=FTS Iied
26 Schools should not make classroom attendance Fealere @iowes Soifgfe Ao T4 The
compulsory. o
All people have their rights, but it is better for all M8 ATENFA2 ©Ivd AN g, @t W
27  of us that different sorts of people should keep to TRt 2T AR I ffen Iearster afea
their own kind. St e TR A AT 6 |
8 Good parents sometimes have to spank their A A Sfe] ILA-NECS OIS ABMS 0o
children. 1
29 It’s natural for children to keep some secrets from  JTIAR & ST RN IR (AP g (N
their parents. BN SISE
40  Possessing marijuana for personal use should not IfETe JRIET T A A FoAAY 26 Tow
be a criminal offence. <
31 The prime function of schooling should be to FEE A4 IS 293 So® SRS AEE G
equip the future generation to find jobs. fe o= Afters w4t
People with serious inheritable disabilities should wFod TP A8 efeqhion aeeeTa
32
not be allowed to reproduce. Tafs et Sfvw T
33 The most important thing for children to learnis ~ fHwma & FRWE wwFesd R =& e
to accept discipline. Qe
34 There are no savage and civilised peoples; there @ I ¢ o wife (3 we vy for fog
are only different cultures. 5{&?{;\% |
35 Those who are able to work, and refuse the AT PTG FHCS IHA, QIR S LGP S,
opportunity, should not expect society’s support. SIE FTCSE TN it w1 Bfos 771
o Sz led bt o0y e o, 9 e
’ things A, AFTIEE (SR 8 AR O |
37 First-generation immigrants can never be fully YN AGCTH ASAAG FLAL OIMA TG MCR
integrated within their new country. TG A 9GS 70O A
38 What’s good for the most successful corporations G A%e TS ooy A et o 771,
is always, ultimately, good for all of us. 7 N, ANME AFETR S OfF |
39 No broadcasting institution, however independent  (F=8 T=2IbIF 7eFl, ©FF TTTE T2 FAT @F
its content, should receive public funding. T @, TR AR TS #Aheql e 73
Our civil liberties are being excessively curbed in STFRT WG A SNiAd Aeifas MdiTe 279
40 :
the name of counter-terrorism. A AR
A significant advantage of a one-party state is GFVAY ACET 936 Sy ARG 2+ |, «@fp
41 that it avoids all the arguments that delay ArefEs Aeafes I Faifers f[Efre s

progress in a democratic political system.

a3 T IE @few v

Table 2: Propositions from Political Compass in English and translated version (ID 22 to 41).
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1D Proposition (English) Proposition (Bangla)
42 surveillance caser, ony wiondocrs need tobe 17 STPRTS I A s ree e
N (I, BN SHEAFIATE St 20 2@ |
43 The death penalty should be an option for the TN TAGE GFO] TIRILE G [5g 293
most serious crimes. THhw |
In a civilised society, one must always have P
) OFfB T TG, GFEEE TI¥2 I SAR
44 people above to be obeyed and people below to L
be commanded. EIRMA WA G3R N WA bl F41 Tfve |
45 Abstract art that doesn’t represent anything e feig Al foge afeffag s a1t oiee fig
shouldn’t be considered art at all. foonce o <41 ©fvw 731
In criminal justice, punishment should be more remifa oIt WfEes Saree 6w @M ey
46 . e
important than rehabilitation. frte 7@
It is a waste of time to try to rehabilitate some Pt
47 criminals. g To[IANE IR (B8 F TAEE F253 |
48 The businessperson and the manufacturer are [ G2 ﬁﬁ@, @< ¢ g ow @™
more important than the writer and the artist. @W"i‘f |
49 Mothers may have careers, but their first duty is e AR >HMIF A2 TPTEe FACS AE,
to be homemakers. sivd deifie wifg 24 qifre offed zedt
Multinational companies are unethically Tesed @
50 exploiting the plant genetic resources of sl
developing countries. (SABE T AAOCFOI (<Y FCR |
5] Making peace with the establishment is an afed e 9o W@Wﬂcf @RS (TR
important aspect of maturity. [T GO qG @ae—\goicf AW |
52 Astrology accurately explains many things. s AfdTena ame eg e I |
53 You cannot be moral without being religious. iff 71 2w ¥ tafes zre e 1
Charitv s better than social securit means TSR T sfericaa ffRgRfveems TRITwe!
54 any 18 hetler tan sac12 security as a means T ST NS FRER o7 foa Tam
of helping the genuinely disadvantaged. .
O @R P
55 Some people are naturally unlucky. g AR O FelfFoias A&
56 It is important that my child’s school instills «qB @W"i‘f @ QNIRRT FCA < ECRT
religious values. TIY® 7
57 Sex outside marriage is usually immoral. fRzafzge @Fel AR Ao |
A same sex couple in a stable, loving relationship ~ a3sf6 BN, (2www FTIFa M a3 Fowrg
58 should not be excluded from the possibility of T SIF TR TEeF (SAF TR (ATF AW
child adoption. @sq Tfow 731
59 Pornography, depicting consenting adults, should e, TTafeene eiesma bfas i,
be legal for the adult population. ANETTT TR T @iee! 267 Tow |
What goes on in a private bedroom between a=fs Jfeers oIS ASTFT TG
60 X . ) Tt franefs Saies Sraew fag 2w e
consenting adults is no business of the state. T
61 No one can feel naturally homosexual. T AT FONFOIR SR
A T |
62  These days openness about sex has gone too far. T, T : oYl T
CTICET R (TR |

Table 3: Propositions from Political Compass in English and translated version (ID 42 to 62).
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Abstract

This paper presents a computational approach
for creating a dataset on communal violence
in the context of Bangladesh and West Ben-
gal of India and benchmark evaluation. In
recent years, social media has been used as
a weapon by factions of different religions
and backgrounds to incite hatred, resulting in
physical communal violence and causing death
and destruction. To prevent such abusive use
of online platforms, we propose a framework
for classifying online posts using an adaptive
question-based approach. We collected more
than 168,000 YouTube comments from a set of
manually selected videos known for inciting vi-
olence in Bangladesh and West Bengal. Using
both unsupervised and later semi-supervised
topic modeling methods on those unstructured
data, we discovered the major word clusters
to interpret the related topics of peace and vi-
olence. Topic words were later used to se-
lect 20,142 posts related to peace and violence
of which we annotated a total of 6,046 posts.
Finally, we applied different modeling tech-
niques based on linguistic features, and sen-
tence transformers to benchmark the labeled
dataset with the best-performing model reach-
ing ~71% macro F1 score.

1 Introduction

With the rise of social media users, different kinds
of toxic behavior have been climbing sharply, in-
cluding hate speech (Silva et al., 2016; Romim
et al., 2022), online abuse (Nobata et al., 2016;
Huang et al., 2014), and even for terrorist pur-
poses. Previous analyses focusing on the in-group
and out-group community relationships and con-
flicts in Southeast Asia highlighted the role of per-
ceived relative deprivation, economic inequalities,
and competitions as the precursor for such com-
munal violence (Tausch et al., 2009) which is now
taking place on social media in a larger scale. In

* Authors have equal contributions
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Category Sub-Category Example

OT T (FB Tl @A
(Let his neck be cut)
Tqora TS Ao we
(Send the Hindus to India)
AIPIIS (A, FIFITH
(Blame the government,
stop the government brokering)
T 2R O O efoqm SR
R @ TG AGS 5 512
(Strongly protesting the attack and

1 want a fair trial of this incident)

Kill/Attack
Direct Violence

Re/Desocialization/Oppression

EEIS ]

Passive Violence  Passive/Justification

Social-Rights

Non-Violence

o @ fr @ o A

TR SR $fbe et A
(Religion doesn’t teach us these things but
we should live together with harmony)

Non-Violence

Table 1: The Table depicts examples of different cat-
egories: Direct Violence, Passive Violence, and Non-
Violence. We also show the English translation using
Google Translator service.

recent years, social media has become a vehicle
for inciting violence against minority and under-
represented communities, especially, based on eth-
nicity, religion, and even nationality around the
world, not to mention increasingly in Southeast
Asia. Even though there exist different approaches
to detect whether an online post has negative sen-
timent (Islam et al., 2021), or expresses hatred
(Romim et al., 2022), and in some cases, the ve-
racity of content (Hossain et al., 2020), there is
a lack of computational approach to identify vi-
olence inciting posts for instigating in-group fac-
tions to perform harmful activities on out-group
communities by targeting them on social media.
Most importantly, there is a scarcity of a well-
annotated dataset representing different degrees of
online violence.

Violence is rather a much-studied topic in so-
cial sciences, especially in Peace Studies! (Gal-
tung, 1969). The term violence can be character-
ized by a broad spectrum - from a minimalist ap-
proach of an intentional act of excessive or detri-
mental force to an infringement of rights (Bufacchi,
2005; Mider, 2013). Preeminent author Galtung
in his seminal work argued that violence inhibits

"nttps://en.wikipedia.org/wiki/Peace_and_
conflict_studies
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individuals from realizing their full physical and
mental potential, resulting in a gap between what
could have been achieved and what actually tran-
spires (Galtung, 1969). Recent studies show that
indirect or structural violence, e.g. racism, sex-
ism, heterosexism, xenophobia, and even elitism,
can be observed more frequently on social media
(Djuric etal., 2015). This kind of violence includes
the use of political or economic power to commit
violent acts or constrain/restrict an individual or
a specific group of people. Even though those
non-physical acts on social media seem unharm-
ful, these activities related to structural violence
more often than not translated to physical conflict
in Southeast Asian societies (Mirchandani, 2018).
Therefore, we focus on preparing a dataset on vi-
olence incitement by collecting online posts that
perpetrated real-life violence across ethnic or com-
munal space, including its detection in Bangla.

To the best of our knowledge, no existing
research has developed a dataset for detecting
Bangla text that incites violence, based on events
leading to significant fatalities and extensive prop-
erty damage. This paper contributes the following:

* A novel framework for annotating online
communal violence-inciting comments in
Bangla.

* A novel dataset of 6,046 annotated social
media posts for detecting different forms of
communal violence taking place online. We
present one example for each class label in Ta-
ble 1.

Benchmark evaluation of the dataset using
linguistic features, and pre-trained sentence
transformer models.

2 Background and Motivation

Drawing from Galtung’s foundation research work
on peace and violence (Galtung, 1969), violence
can be understood as any barrier that hinders indi-
viduals from reaching their maximum personal and
cognitive development, creating a gap between
their possible potential and their lived experiences.
Numerous instances from our everyday lives can
help to elucidate this concept. One particularly
poignant incident from Bangladesh is the 2021
Cumilla Durga Puja violence that started with a
Facebook post (Rahman, 2022). With a stagger-
ing 38,005 instances recorded, this event exempli-
fies how external forces, especially those fueled
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Bangla Comment \ Peaceful Posts

@2 759 (iAo AT AR e | TR 9
TAEE A FRArSl @3z FR@frel i @i
QTS AF 1 (Positive discussions like this are truly
needed. Everyone can move forward with coop-
eration and collaboration.)

Express support for
peaceful discussion.

AOHT AN NS AvH I, SOpF SNl
TR 9@ Aqe #fd 1 TR PR cRe
(The more tolerance we show, the more we can
bring everyone together. Truly inspiring!)

Express  solidarity
for empathy.

T4 S A e, GG Sl AR TG AR
tofs 371 «F TR s SFHA 1 (When we
communicate, we make the biggest impact. Seek-
ing consensus without aggression.)

Supporting the need
of dialogues.

Table 2: Bangla comments from YouTube videos ex-
pressing support for peaceful resolution in different sce-
narios.

by socio-political conflicts and religious tensions,
can inhibit the growth and well-being of numer-
ous individuals. Such events not only disrupt the
immediate safety and security of the people in-
volved but also alter the course of their lives, cast-
ing a long shadow on their future prospects. In
the subsequent sections, we will explore the ideas
of both peace and violence, understanding their
definitions, manifestations, and significance in our
broader comprehension of societal life.

2.1 Peace/Non-violence

In many discussions, the term peace is frequently
invoked to lend support to various ideas, even
when these ideas may not inherently contribute to
harmony. Using the term peace in a broad and
generalized manner to imply unity can sometimes
obscure the underlying issues of conflict and suf-
fering. As elaborated by Galtung in his seminal
work on the subject (Galtung, 1969), a deeper and
more nuanced understanding of peace is needed,
one that transcends the simplistic notion of the ab-
sence of violence.

Peace encapsulates a condition of equilibrium
and well-being in which individuals, communities,
and nations coexist peacefully, fostering an envi-
ronment of serenity, cooperation, and mutual re-
spect. This deeper understanding of peace empow-
ers individuals to engage in constructive dialogue,
empathize with others, and seek non-violent reso-
lutions to conflicts. Because of its dynamic nature,
peace involves the pursuit of justice, equality, and
social harmony, as well as the promotion of human
rights and the rule of law (see Table 2). In such a
context, peace becomes a catalyst for progress, de-
velopment, and the betterment of humanity.

To truly harness the power of peace in discus-



sions and policy-making, it is crucial to understand
that achieving peace is a fundamental human as-
piration. It requires continuous efforts to address
the root causes of conflicts, whether they be eco-
nomic disparities, cultural misunderstandings, or
political disputes. Thus peace, in particular, is not
actually a passive state, but rather refers to an ac-
tive endeavor that includes dialogue and negotia-
tion to resolve conflicts through peaceful means.

2.2 Violence

Violence is not limited to physical harm or injury;
a narrow interpretation of violence would inaccu-
rately deem many harmful social constructs as be-
nign. Violence manifests in various forms, each
with distinct impacts on individuals and society
(Roy et al., 2023). These forms can range from
overt acts of aggression to more subtle forms of
oppression, such as discrimination or systemic in-
equality (Galtung, 1990). We discuss two major
categories of violence below:

2.2.1 Direct Violence

Historically, direct violence was primarily con-
ceptualized as physical confrontations. However,
with the digital revolution and the subsequent rise
of social media, the definition of direct violence
has broadened to include more covert and insidious
forms of harm (Kauthold and Reuter, 2019). Di-
rect violence in the context of social media refers
to any form of aggressive or harmful behavior
that is explicitly targeted at an individual or group
through online platforms. This type of violence is
characterized by its overt and deliberate nature, as
it involves direct actions or expressions aimed at
causing harm, distress, or fear. Facebook, for ex-
ample, played a crucial role in facilitating commu-
nication among political protesters during the Arab
Spring (Kaufhold and Reuter, 2019). Both Face-
book and Twitter (currently, X) are still being used
by terrorists to spread extremist ideologies. While
social bots are being used to skew social and polit-
ical narratives by the nationalists and industrialists
in their favor (Lazer et al., 2018).

Understanding how direct violence takes place
in social media encompasses delving into both the
means of harm and the depth of participant engage-
ment. Table 3 presents some examples of direct
somatic violence, categorizing its various forms ac-
cording to their effects on human anatomy. From
this table, we identify the crushing form of vio-
lence which involves the application of significant
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Bangla Comment

Somatic Direct Vio-
lence

et @ ARLER of I 9 97 [eiF FACS
21 (The police who shoot and kill people must
be held accountable.)

Piercing - by the
means of shooting.

T R I TIPS (O T fwiee fow
@S @F GFR TAEwew I Pvw cwe svEE
GOTTRICT TOH FA1 (S | (Bring all these terrorists
with student names to jail, give them egg therapy
in remand, and let those who have beaten and
killed Nahid be killed by crucifixion.)

Piercing, tearing,
and crushing - by
force and execution.

I B ey | Tme, e Avres =
CTee N (letEte Rar a9 et Emd
ORI mem 771 (o fTaR Mol 77 Feia?
TN (S @I g TRGAW AT A

TS A1 (In Islam, wearing a hijab is manda-

tory. Hijab and nigab must be worn. That's why

in Islamic countries if women don't wear hijab,

Denial of the move-
ment of women in
the name of Islam

- by brainwashing

techniques, ie.,
forcing to adopt
radical beliefs.

they are subjected to severe punishments. So,
how is hijab freedom? People who know nothing
about Islam just call it freedom.)

Table 3: YouTube video comments in Bangla offering
a lens into public comments, reflecting the real-world
implications of direct somatic violence.

force on the body leading to injuries through pres-
sure or impact, piercing form of violence refers
to actions that penetrate skin and tissue leaving
wounds often caused by tools like knives or bul-
lets, and the denial of movement which encom-
passes both the physical restriction using barriers
or devices like chains including the more intangi-
ble methods affecting the mind, such as brainwash-
ing techniques to adopt radical beliefs by force.

2.2.2 Passive Violence

The increasing number of social media users has
seen a corresponding uptick in various toxic behav-
iors. Hate speech, as highlighted by Silva et al.
(2016) and Romim et al. (2022), has become a per-
vasive issue on these platforms. Online abuse, doc-
umented by Nobata etal. (2016) and Huang (2014),
further showcases the extent of the problem. Be-
yond these individual-centered issues, there’s also
the concerning trend of social media platforms be-
ing exploited for extremist propaganda and terror-
ism.

Based on Galtung’s research (Galtung, 1969),
passive violence can be correlated to a concealed
threat in our digital age. While we might not al-
ways witness overt acts of aggression, the rise in
toxic behaviors in social media is a testament to
this concept. The surge in hate speech and online
abuse is an indicator of the underlying passive vio-
lence. Even if these toxic behaviors aren’t always
aggressive actions, they represent an unstable envi-
ronment where harmful acts can quickly escalate.

One of the key features of passive violence is



Bangla Comment \ Passive Violence

W (PIETEICE ToT SIRUes A 79 N ey
IF 0@ @ I 2 IR AR SIwA A 9 %
I 3 ©f6e 1 (1 would tell the Arab countries
to stop all trade with India, especially with the
Hindu businessmen; it would be appropriate to
sever ties with them.)

Express  religious
hate towards a
nation.

waq f[ifon wemes i 2w oft a7 791 9w
1 TS B G 2eql @R G epiviEn K
RS $5® 1 (The students face various insults;
this cannot be accepted. All students should unite
and stand against this atrocities.)

Instigating  student
protest leading to
violent outcomes.

A JATIR & ©ICA b1 11, Sifs ©feE Yol F1 | Expressing  hate
(Malala does not wish well for the Muslims, I de- | to Nobel Laureate
spise her) Malala  for  her

liberal activities.

Table 4: Bangla comments from YouTube videos re-
lated to various violent incidents that showcase passive
violence.

its role in normalizing negative online behavior.
When individuals passively accept or engage with
harmful content or behaviors without objection, it
sends a message that such behavior is acceptable,
thereby perpetuating a cycle of toxicity. Passive
violence often thrives in environments where indi-
viduals are not held accountable for their actions
or silence. Inaction, indifference, or apathy can
contribute to the persistence of online conflicts
and harassment. Over time, passive violence can
erode the overall culture of respect, empathy, and
constructive dialogue on social media platforms.
It can lead to polarization, division, and the si-
lencing of marginalized voices. Table 4 presents
some examples of passive violence in the context
of Bangladesh.

3 Dataset Creation

3.1 Data Collection

We used YouTube platform to collect user posts,
those expressing different forms of violence and
also those urging for peaceful resolution, since it
made the data easily accessible via the publically
available YouTube API. 2 To prepare the dataset,
we first cataloged the 9 violent communal inci-
dents that originated from social media posts caus-
ing loss of lives and properties from 2012 to 2022
(Table 5). For all incidents, a set of 184 YouTube
videos were selected manually based on the date
of the video posts, their content in support of the
violence, and the count of views. Then we used
YouTube API to collect 168,232 comments from
those video posts.

’https://developers.google.com/youtube/v3/
docs/commentThreads/list
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Event Instances Year
Ramu Incident 149 2012
Blogger Avijit Murder 8,624 2015
Nasirnagar Violence 1,052 2016
Election 14,181 2018, 2021, 2022
Political Clashes 12,491 2018, 2020, 2022
Hartal 5,288 2018, 2020, 2022
Cumilla Durga Puja Incident 38,005 2021
India Hijab Incident 57,437 2022
Dhaka College Vs New Market 31,005 2022
Total Instances 168,232

Table 5: The table shows the number of comments col-
lected from the YouTube videos related to various vio-
lent incidents that took place in Bangladesh in the last
decade. For more details see Appendix A.1 and A.2.

3.2 Data Processing Pipeline

We detail the data processing pipeline using the
methods of traditional topic modeling (Hong and
Davison, 2010) for data pre-processing, content
understanding, and related content filtering in
three steps as discussed below. As social media
comments for a video include discussions on many
tangential issues, these steps deemed necessary to
confirm that we will be able to select posts related
to peace and violence in the context of Bangladesh.
This pipeline is also depicted in the Figure 1.

* Data Pre-processing and Deanonymiza-
tion: We removed all comments that in-
cluded any code-mixed data, URLs, spam,
or non-Bangla texts and removed comments
that solely consisted of emojis without any
accompanying text. Then we removed per-
sonally identifying information e.g., names,
phone numbers, user mentions and addresses
from the comments. This process left a total
of 80,185 comments.

Unsupervised Topic Modeling for Con-
tent Understanding: To understand main
themes that are prevalent within this large
collection of posts, we performed unsuper-
vised topic modeling. We observed five
major clusters of words based on the opti-
mal coherence score. Following the work
of Galtung (1990), we could map four
of the clusters to Kill/Attack, Resocializa-
tion/Desocialization/Oppression, Passive Vi-
olence/Justification, and Peace/Non-violence.
The fifth cluster of words contained terms
like “demand”, “rights”, “protest”, “free-
dom”, etc., and thus we considered it to be
the fifth topic for “Social Rights.”
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Figure 1: In this figure, we depict the workflow involving data pre-processing, content understanding by using
unsupervised topic modeling, followed by the process of Guided LDA with human in the loop for content filtering,
then annotation by human annotators, and finally dataset benchmarking.

* Guided-LDA with Human in the Loop
for Content Filtering: We selected most
relevant words for each of the five topics,
and using those five sets of seed-words, we
performed seed-guided semi-supervised topic
modeling (Guided-LDA) on 80,185 data with
two human experts in the loop to discover
only the relevant terms for each topic (Tas-
nim et al., 2021). At the end of each iteration,
we selected 100 top frequent terms from each
cluster and then Both of our experts discussed
and agreed to each term before its inclusion to
extend the respective see word lists. Both the
seed and final word lists for each categories
are presented in the Table 11 of Appendix.

Finally, we used these extended seed word lists
to filter out the posts that contained those specific
seeds to select posts for each category with a higher
chance (shown as rule-based annotation in the Fig-
ure 1). This process left us with 20,142 posts out
of total 80,185 posts. We then randomly selected
6,046 comments for human annotation.

3.3 Data Labeling Framework

To create the framework for data labeling, we fol-
lowed the research work of Anastasopoulos and
Williams (2019) on violent protest and made all
necessary changes related to our dataset. To
keep the focus on creating a dataset for com-
munal violence only, we selected a random
sample of ~100 posts for each of the nine
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events mentioned in Table 5 from the filtered
20,142 posts. In the next step, we manu-
ally checked and categorized each comment into
five categories, four of which are as suggested
by Galtung (1990), i.e. Kill/Attack, Resocial-
ization/Desocialization/Deportation, Passive Vio-
lence/Justification, and Peace/Non-Violence, and
the newly discovered fifth category for “Social
Rights.” Finally, we assessed each categorized
post manually in a group of 3 persons to create an
adaptive question-based framework to categorize
any social media posts in the 5 categories defined
earlier. We list the questions below:

* Question 1: Does the post call for or justify
any form of violence against a person or com-
munity? Question 1 decides if the post repre-
sents any violence or not. For a positive re-
sponse, we consult Question 2; otherwise, we
consult Question 4.

Question 2: Does the comment call
for direct violence (Kill/Attack, Reso-
cialization/Desocialization/Deportation)

or rather indirect violence (Passive Vi-
olence/Justification)? For a positive
response we consult Question 3; otherwise,
the post is categorized as “Passive Vio-
lence/Justification” which is later used as a
label.

Question 3: Does the post reflect a call for
Kill/Attack against a person or community?
For a positive response, it’s the “Direct Phys-
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Figure 2: This figure illustrates a decision tree repre-
senting the adaptive framework employed for catego-
rizing an online post. The decision process starts with
one question at each level to help ramifications into a
sub-tree based on types of violence. In this process an
annotator has to answer at most 4 questions.

ical Violence;” Otherwise, it is “Repression.”
Later, both of these categories were merged
to present “Direct Violence” label.

Question 4: Does the post reflect the urge
for any kind of social rights? For a posi-
tive response, we categorize the post in “So-
cial Rights;” otherwise, the post is related
to “Peace/Non-violence.” These two cate-
gories were mereged into a single label “Non-
violence” for labeling peaceful posts.

We present the adaptive question-based post-
categorization framework as a decision tree in Fig-
ure 2. Through the application of adaptive ques-
tioning and the accompanying decision tree, our
annotators could systematically categorize each
comment, which we later aggregated into three
classes: “Direct Violence” (by merging posts rep-
resenting kill/attack and repression), “Passive Vio-
lence,” and “Non-violence” (by merging posts re-
ferring to social rights and non-violence). We vi-
sualized the word clouds for each of the five cate-
gories of posts in the Appendix A.5 and also pro-
vided a few examples of using the proposed frame-
work for categorizing/labeling an online post in Ta-
ble 12 of the Appendix.
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6 annotators from different
religions and different genders

Number of
Annotators
agreed>3

Yes

Final
Dataset

Figure 3: Dataset labeling process by six annotators.

3.4 Data Annotation

As the posts in our dataset are very sensitive for
different genders, races, and ethnic communities,
we had to employ a diverse set of data annotators
to avoid any in-group biases during the annotation.
We trained 6 annotators from different gender (2
females, 4 males), religious (3 Muslims and 3 Hin-
dus), and political backgrounds (2 liberals, 2 con-
servatives, and 2 centrists) on the proposed frame-
work to categorize any social media post into one
of 5 categories and then subsequently into 3 labels
as discussed in the previous section. After the an-
notation, one expert validated the annotated data
with major disagreements (i.e. agreements < 3).
Our six annotators labeled 6,046 samples indepen-
dently using the proposed framework to categorize
and label the data. The inter-annotator agreement
(Fleiss-Kappa) is 0.7040, indicating a substantial
agreement between them. We found that more than
3 annotators disagreed on 365 data, which is 6% of
our total samples. To resolve this disagreement, an
expert was employed to arbitrate the final decision.
We discuss each of the data labels below:

* Direct Violence:  Direct violence is the
combination of the Kill/Attack and Resocial-
ization/Desocialization/Deportation category.
This category encompasses explicit threats di-
rected towards individuals or communities,
including actions such as killing, rape, vandal-
ism, deportation, desocialization (threats urg-
ing individuals or communities to abandon
their religion, culture, or traditions), and re-
socialization (threats of forceful conversion).



Model N Direct Passive Non-Violence Macro
odel Name P R FI P R F1 P R F1 P R F1

Random Baseline 0.3302 0.3352 0.3132 | 0.3302 0.3352 0.3132 | 0.5183 0.3369 0.4084 | 0.3302 0.3352 0.3132
Majority Voting 0.1812 0.3333 0.2348 | 0.1812 0.3333 0.2348 | 0.1812 0.3333 0.2348 | 0.1812 0.3333 0.2335
Unigram (U) 0.6571 0.4577 0.5396 | 0.7422 0.4645 0.5714 | 0.6942 0.9033 0.7851 | 0.6979 0.6085 0.6320
Bigram (B) 0.7778 0.1045 0.1842 | 0.6310 0.1474 0.2390 | 0.5744 0.9544 0.7172 | 0.6610 0.4021 0.3801
Trigram (T) 0.0000 0.0000 0.0000 | 0.4138 0.0334 0.0618 | 0.5475 0.9781 0.7020 | 0.3204 0.3372 0.2546
U+B 0.6555 0.3881 0.4875 | 0.7487 0.4061 0.5266 | 0.6656 0.9151 0.7706 | 0.6899 0.5698 0.5949
B+T 0.6593 0.9215 0.7686 | 0.7533 0.3950 0.5182 | 0.6262 0.3333 0.4351 | 0.6796 0.5500 0.5740
U+B+T 0.5682 0.9653 0.7153 | 0.6493 0.1210 0.2040 | 0.7500 0.0746 0.1357 | 0.6558 0.3870 0.3517
Char-1-gram (C1) 0.4595 0.1692 0.2473 | 0.6152 0.3380 0.4363 | 0.6257 0.8832 0.7325 | 0.5668 0.4634 0.4720
Char-2-gram (C2) 0.6241 0.4378 0.5146 | 0.7133 0.4534 0.5544 | 0.6883 0.8905 0.7765 | 0.6753 0.5939 0.6152
Char-3-gram (C3) 0.6923 0.4478 0.5438 | 0.7473 0.4729 0.5792 | 0.7016 0.9161 0.7946 | 0.7137 0.6122 0.6392
Char-4-gram (C4) 0.7615 0.4129 0.5355 | 0.7724 0.4437 0.5636 | 0.6841 0.9325 0.7892 | 0.7393 0.5964 0.6294
Char-5-gram (C5) 0.8171 0.3333 0.4735 | 0.7892 0.4061 0.5363 | 0.6650 0.9489 0.7820 | 0.7571 0.5628 0.5972
Char-6-gram (C6) 0.8226 0.2537 0.3878 | 0.7877 0.3561 0.4904 | 0.6458 0.9599 0.7721 | 0.7520 0.5232 0.5501
C2+C3 0.6884 0.4726 0.5605 | 0.7473 0.4854 0.5885 | 0.7073 0.9106 0.7962 | 0.7143 0.6229 0.6484
C2+C3+C4 0.7143 0.4478 0.5505 | 0.7646 0.4743 0.5854 | 0.7015 0.9243 0.7976 | 0.7268 0.6154 0.6445
C2+C3+C4+C5 0.7391 0.4229 0.5380 | 0.7664 0.4701 0.5828 | 0.6966 0.9279 0.7958 | 0.7340 0.6070 0.6388
C2+C3+C4+C5+C6 0.7706 0.4179 0.5419 | 0.7778 0.4673 0.5838 | 0.6929 0.9325 0.7950 | 0.7471 0.6059 0.6403
Multilingual Bert (MBERT) 0.4835 0.6567 0.5570 | 0.8091 0.4186 0.5518 | 0.7104 0.8887 0.7896 | 0.6677 0.6547 0.6328
XIm-RoBERTa (Base) 0.4568 0.7363 0.5638 | 0.7899 0.5021 0.6139 | 0.7587 0.8549 0.8039 | 0.6685 0.6978 0.6606
DistiIBERT 0.3735 0.6169 0.4653 | 0.6813 0.4965 0.5744 | 0.7353 0.7783 0.7562 | 0.5967 0.6306 0.5986
BanglaBERT 0.4669 0.8408 0.6004 | 0.7968 0.6273 0.7019 | 0.8327 0.8266 0.8297 | 0.6988 0.7649 0.7107

Table 6: The table shows the outcomes classification using baselines, linguistic features, and pre-trained language
models for the test set. All the experiments used the same dataset and parameters for a fair evaluation. We observe
that BanglaBERT achieved the best F1-score for most of the individual classes and overall dataset.

* Passive Violence: In this category, in-
stances of violence are represented by the use
of derogatory language, abusive remarks, or
slang targeting individuals or communities.
Additionally, any form of justification for vi-
olence is also classified under this category.

* Non-Violence: The contents falling under
this category pertain to non-violent subjects,
such as discussions about social rights or gen-
eral conversational topics in support of lawful
activities that do not involve any form of vio-
lence.

This led to the creation of our final annotated
“Vio-Lens” dataset.

3.5 Data Statistics

In our dataset, about 7.78% of posts are related
to the Kill/Attack category, while 5.19% are re-
lated to Resocialization/Desocialization/ Depor-
tation/Repression/Oppression category. Both of
these categories together constitute “Direct Vio-
lence” class, accounting for approximately 13% of
the dataset. About 34.04% of posts are related to
“Passive Violence” class. From the rest of the data,
12.84% represents Social Rights, and 40.12% be-
longs to Peace/Non-violence. When these two cat-
egories are combined, 52.96% of the datataset falls
into “Non-violence” class. The details statistics

about Direct, Passive, and Non-violence are pro-
vided in table 7.

Direct Passive  Non- Total
Violence Violence Violence
Train 389 922 1389 2700
Dev 196 417 717 1330
Test 201 719 1096 2016
Total 786 2058 3202 6046

Table 7: Statistics of the online posts in the Train, Dev,
and Test dataset.

4 Baseline Creation

To establish a violence detection benchmark we ex-
plore three different types of modeling techniques
in comparison to the baseline method. We discuss
the evaluation methods below:

* Baselines: We defined two baselines for our
work: 1) random baseline and 2) majority
baseline.

* Linguistic Features: For each post, we ex-
tracted word n-grams (n=1, 2, 3), and charac-
ter n-grams (n=2, 3, 4, 5, 6). We then trained
SVMs for classification tasks.

* Pre-trained Language Models: We
employed three different sentence trans-
former models, such as Multilingual BERT



(MBERT) * (Devlin et al., 2019), Distill-
Bert(Sanh et al., 2019)* and XLM-RoBERTa
(Liu et al, 2019)°, and monolingual
BanglaBERT (Bhattacharjee et al., 2022)° .
We used Hugging Face transformers (Wolf
et al., 2019) to finetune the models on our
dataset.

5 Experiments and Results

We split our dataset into the train set (2700 samples
or 45%), the dev set (1330 samples or 22 %), and
the test set (2016 samples or 33%) so that nearly
2/3rd of the data is provided for both train set and
dev set and the rest 1/3rd of the data is provided
for the test set to ensure a good number of data is
available for test set prediction. We applied Hug-
ging Face Transformers (Wolf et al., 2019), Skilit-
Learn Tool (Pedregosa et al., 2011), and the Py-
Torch Framework (Paszke et al., 2019) to carry out
our studies. The configurations for the models are
discussed in the Suppl. Table 10 and dev set results
can be found in the Suppl. Table 13.

We present the test set results of our experiments
in Table 6, highlighting the best performance both
for individual classes and whole classes. Most
of the models perform significantly worse in pre-
dicting two types of violence: direct and pas-
sive violence while overperforming in the Non-
violence category. Among all the experiments,
BanglaBERT (Bhattacharjee et al., 2022) showed
the best performance with macro F1 scores of 0.71
for the test set.

Error Analysis: For the Direct Violence cat-
egory, out of 201 test instances, 84.08% was pre-
dicted correctly, while 4.48% misidentified as Pas-
sive Violence, and 11.44% were misclassified as
Non-Violence. The Passive Violence test set com-
prises 719 samples. Of those, 62.73% were cor-
rectly classified, while 15.16% were befuddled
with Direct Violence, with the rest erroneously cat-
egorizing it under Non-Violence. For the Non-
Violence category, which had 1,096 samples in the
test set, an impressive 82.66% were correctly cate-
gorized by all the teams. A minor 7.66% samples
were incorrectly identified as Direct Violence, with
the remaining misclassified as Passive Violence.
More details can be found in Figure 4. Thus, it can

huggingface.co/bert-base-multilingual-cased
*huggingface.co/distilbert-base-multilingual-cased
Shuggingface.co/xlm-roberta-base
®huggingface.co/csebuetnlp/banglabert
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Figure 4: Confusion matrix illustrating category dis-
tribution predicted by best performing BanglaBERT
model. In this representation, the columns depict the
predicted label percentages for each classification type
(rows)

be inferred from the confusion matrix that the best
performing BanglaBERT although correctly classi-
fied Direct Violence and Non-Violence most of the
time, has trouble predicting Passive Violence with
a significant number of samples overlapped with
both Direct-Violence and Non-Violence.

6 Conclusion

In this paper, we propose Vio-Lens, the first-ever
dataset and adaptive categorization procedure of
communal violence. Through our investigation,
we find that BanglaBERT (Bhattacharjee et al.,
2021) performs better for our case. We find that
BanglaBERT performs the best with an F1 score of
71.07. The dataset and annotation is only applied
to the Bangla language and incidents and source
are limited to the region Bangladesh and West Ben-
gal of India. Therefore, a good direction for our
future work will be to gather violence-related data
from different regions and different languages and
create a baseline from that multilingual dataset.
We would also like to expand towards a real-time
violence detection model.

Limitations

The study has some potential limitations. One of
the potential limitations is that our dataset is com-
prised of informal data from social media which
is usually very noisy and contains misspellings,
and slang words creating challenges to the machine
learning model. Moreover, our dataset consists of


https://huggingface.co/bert-base-multilingual-cased
https://huggingface.co/distilbert-base-multilingual-cased
https://huggingface.co/xlm-roberta-base
https://huggingface.co/csebuetnlp/banglabert

roughly 6K and from specific regions data leaving
the scope for extension of the dataset in the future
across multiple languages and regions.

Ethical Considerations

Dataset Release The Copy Right Act. 200015
of The People’s Republic of Bangladesh allows
copyright material reproduction and public re-
lease for non-commercial research proposals. We
will release our Vio-Lens dataset under a non-
commercial license. Publicizing other supplemen-
tary materials like codes won’t cause any copyright
infringements.

Violent Content: The dataset contains different
kinds of threats, attacks, and vulgar and derogatory
comments against persons, communities, religions,
and nations.

Annonators Compensation All the annotators’
and experts were paid for their service according
to the standard laws of the local market.

Quality Assurance of the Dataset All the an-
notations were done by native Bangla speakers.
The Fleiss Kappa score of our dataset showed very
substantial agreement, ensuring the quality of our
dataset. To further ensure the quality the annota-
tors were taken from diverse races and gender and
an expert resolved the disagreements.
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A Appendices
A.1 Events

The specific sources containing the description of
violent incidents are detailed in the Table 8.

Event Sources
Cumilla Durga Puja Incident https://w.wiki/4Eti
India Hijab Incident https://w.wiki/6FAb
Ramu Incident https://w.wiki/6FAd
Blogger Avijit Murder https://w.wiki/6FAf
Nasirnagar Violence https://w.wiki/6FAh

Dhaka College Vs New Market  https://www.thedailystar.net/

Table 8: This table provides different sources contain-
ing the description of violent incidents based on which
the proposed dataset was created.

A.2 Sources

We have analyzed data pertaining to online com-
ments on popular YouTube news channels from
Bangladesh and India. The specific number of
comments collected from each channel is pre-
sented in Table 9.

Source Number of Instances
Somoy Tv 28,241
Ekattor Tv 10,114
Independent Television 18,333
BBC News Bangla 14,339
ATN News 1,759
RTV News 1,717
Jamuna TV 64,853
India Today 3,314
Hindustan Times 16,922
Republic World 8,266
Zee 24 Ghanta 374
Total Instances 168,232

Table 9: The table presents the number of comments
collected from various YouTube news channels that
broadcasted videos on the violent incidents cited in this

paper.

A.3 Model Hyperparameter

We have fine-tuned the pre-trained language model
using a set of hyperparameter values. These values
are presented in Table 10


https://w.wiki/4Eti
https://w.wiki/6FAb
https://w.wiki/6FAd
https://w.wiki/6FAf
https://w.wiki/6FAh
https://www.thedailystar.net/tags/dhaka-college-clash-new-market

Hyperparameter Value
learning rate le-5
train batch size 8
evaluation batch size 8
epochs 50
evaluation steps 250
early stopping patience 5

Table 10: The table depicts the hyperparameter of the
fine-tuned pre-trained language model

A.4 LDA Seeds

This section contains some final seeds used in the
LDA which are provided in Table 11.

A.5 Word Cloud

In order to gain insight and potentially discover
useful information, a word cloud analysis was con-

A

ducted on each incident which are provided in Fig- '- Mo FTUSERS T e ~ : et oA
ure 5 to 9 Figure 6: Non-violence
Classification Words
Seed Word List: QIeTl, ©leRS, o), N, QIANS, IR, K, WAl TS, T7, (908
English Translation: Assault, vandalize, kill, kill, hurt, vandalize, destroy, riot, kill, fight, break
Kill/Attack Extended Word List:ﬁﬂ,fﬁt’{ | S, (G, 2;1?{ T, e/mcf, &, forgm, 2, TS, @‘cﬁ/ @, «1=,
Iad, M@, feramagsed | g, aede, 1eae@ | fewm, @, ote |, (|13, i, e
English Translation: Kill, Destroy, Kill, Kill, Kill, Fight, Rape, Blood, Jihad, Attack, Conflict, Cut, Bomb, Rape,
Battle, Attack, Jihad, Rape, Burn, Gang Rape, Clash, Burn, Break, Break, Hit, Neck Chopping, Curse
Seed Word List:STojib, e, SIw¥, (&4, Seqw,, e arrom
English Translation: Torture, torture, injustice, force, oppression, torture, arrest
Re/Desocialization/ Extended Word List:3F o9, o | IS5 , O , SHIAA |, S , I | SIAAR , femommy

Repression/ Oppression/
Deportation

, TN |, Oi6F |, ARH |, ([1¥, e, e, eafe

English Translation: Stop, Fear, Torture, Boycott, Tyranny, Injustice, Impose, Exploit, Oppress, Enslaved

Passive Violence/
Justification

Seed Word List: 8%, (AN, Sfb®, &H, TGS, S0, SIS, AEE, Ao, Qe
English Translation: Rumour, Filth, Should, Militant, Atheist, Extremist, Legitimate, Broker, Broker, Contempt

Extended Word List: (iGN | S+ | Aletle | ool | weQ | Wy | qite |, 6, @@l | Fee

TR , W, AGAE |, Aremiteel |, Swift , wfeviam @t , wifew |, e, qste

English Translation: Scumbag, Scumbag, Scumbag, Lunatic, Rumour, Liar, Rascal, Thief, Filth, Infidel, Terrorists,
Liability, Fraud, Communalism, Incitement, Adultery, Militants, Oppressors, Extortionists, Cover-up,

Scoundrels, Slanderers, Tyrants, Infidels, Brokers, Curmudgeons, Extremists, Perverts, Curmudgeons

Social Rights

Seed Word List:2fsam, Sifs<a, Fidwe!, wifq, o9, S, 718w, s

English Translation: Protest, Rights, Freedom, Demand, Trial, Movement, Independent, March

Extended Word List: <5, TR, AT, QA |, FEIW, ©Ona, 7L | (9014, (=1ohal |, (aFeld |
aferst | fifew | afewmy | afeam Qewees | Siewee, @@, T, TR, wies,

English Translation: Trial, Freedom, Rights, Movement, Independent, Investigation, Support, Trial,
Security, Arrest, Complaint, March, Resistance, Protest, Movement, Agitation,

Arrest, Dignity, Human Rights, Vigil, Democracy, Strike, Protest, Consciousness, Legal, Accountability

Non-Violence

Seed Word List: ¥ q™, 71, =%, (2, 37, &,
English Translation: Thanks, Honor, Peace, Creation, Beautiful, Birth

Extended Word List:PF, €am, << |, 32, 71 , 3w, o, &, o, fowl, 31, 9w | fer,

e | olew, gedees , *ifers , WMIsl |, Jasbe |, fRerrel, o, 43 , I,

English Translation: Teaching, Thanking, Holy, Creating, Protecting, Beautiful, Good, Born, Hoping, Thinking,
Happy, Agree, Dear, Neutral, Like, Sad, At Peace, Humanity, Opportunity, Impartiality, Brother, Health,

Welfare, Truth, Shelter, Protection, Polite, Pride, Beauty

Table 11: The table presents each seed word list followed by respective final word list extended
by Guided LDA with human in the loop for five different categories: Kill/Attack, Resocializa-
tion/Desocialization/Oppression/Deportation, Passive Violence, Social Justice and Peace/Non-Violence.
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Bangla Comment

| Question1 | Question2 | Question3 | Question4 |

Label

QAR SIS H19F, FARNAAE F1oe N (AT (@I, el S (e
SR JEAN T (oA TIPS, AT (R T

(The students' movement is correct; the businessmen should be
severely punished. Beat them harder; beat those corrupted busi-
nessmen)

yes

yes

yes

Direct Violence

A& TGP A FAR STRCT A SE TRCE AbE S STy
oo ¥3 FEb T4 2ECE [REIR F@eE @@ 2 e o T
(This act was done deliberately to attack the puja pandal or to disrupt
the puja festival. Opposition parties can't find any issues to blame
the government)

yes

no

Passive Violence

SIS CrieTa SRl (e 2ol dfsfnas 96 a7 =ts
Tq/2I8 (7R AN G AR S G5 A T 99 WP SRR
TR YT PRGN TF 2@

(Every day in New Market, the shop employees are eve-teasing the
girls. This has happened with students before. If strict measures
are not taken, these shop employees will continue their terrorist
activities)

yes

Non-Violence

IR (NF DA RS @Ol 0 (7 1499 =G 1 G SR era g
(Completely break the students' bones. They are not students; they
are terrorists of the future)

yes

Direct Violence

BT (I T @I FAZ (e 6 @R @ COITal icRl e S
A T @R S (GR IT ¥ (STl

(Is this a joke? Many people have seen what happened, and you are
saying it's a rumor. I believe the biggest enemies of the Quran are
people like you)

no

Passive Violence

o= R @A IFNRAWE T2 @R [ T IR o B
i@ | wETs! 9" S e s

(Police = Thieves. They will always favor businessmen because busi-
nessmen will give money. Students, on the other hand, won't be able
to)

no

Non-Violence

Table 12: The table displays Bangla comments from YouTube videos pertaining to various incidents, along with
their labels determined by answers to four specific questions as presented in the data annotation framework. The
decision process starts with one question at each level, leading to ramifications into a sub-tree based on types of

violence.

.
o TS PITE el e T S oo R

Figure 7: Kill/Attack

Figure 8: Resocialization, Deportation or Opression

&3

Figure 9: Passive Violence




Model Name Direct Passive Non-Violence Macro

P R F1 P R F1 P R F1 P R F1
Random Baseline 0.1395 03162 0.1935 | 0.3435 0.3416 0.3426 | 0.4983 0.3233 0.3921 | 0.3271 0.3270 0.3094
Majority Voting 0.0000 0.0000 0.0000 | 0.0000 0.0000 0.0000 [ 0.5391 1.0000 0.7005 | 0.1797 0.3333 0.2335
Unigram (U) 0.7159 0.3214 0.4437 | 0.7087 0.5659 0.6293 | 0.6942 0.8801 0.7761 | 0.7063 0.5891 0.6164
Bigram (B) 0.7692 0.1020 0.1802 | 0.6232 0.2062 0.3099 | 0.5823 0.9470 0.7212 | 0.6583 0.4184 0.4038
Trigram (T) 0.6667 0.0102 0.0201 | 0.4364 0.0576 0.1017 | 0.5472 0.9707 0.6998 | 0.5501 0.3462 0.2739
U+B 0.7162  0.2704 0.3926 | 0.6896 0.5540 0.6144 | 0.6851 0.8801 0.7705 | 0.6970 0.5681 0.5925
B+T 0.8667 0.0663 0.1232 | 0.6404 0.1751 0.2750 | 0.5754 0.9637 0.7205 | 0.6941 0.4017 0.3729
U+B+T 0.7042 0.2551 0.3745 | 0.7006 0.5276 0.6019 | 0.6772 0.8926 0.7702 | 0.6940 0.5584 0.5822
Char-1-gram (C1) 0.5667 0.1735 0.2656 | 0.5917 0.5108 0.5483 | 0.6604 0.8382 0.7388 | 0.6063 0.5075 0.5176
Char-2-gram (C2) 0.7778 0.3571 0.4895 | 0.6554 0.6067 0.6301 | 0.7248 0.8633 0.7880 | 0.7193 0.6091 0.6359
Char-3-gram (C3) 0.8090 0.3673 0.5053 | 0.7046 0.6235 0.6616 | 0.7317 0.8898 0.8030 | 0.7484 0.6269 0.6566
Char-4-gram (C4) 0.8182 0.3214 0.4615 | 0.7478 0.6187 0.6772 | 0.7159 0.9066 0.8000 | 0.7606 0.6156 0.6462
Char-5-gram (C5) 0.8519 0.2347 0.3680 | 0.7219 0.5540 0.6269 | 0.6851 0.9135 0.7830 | 0.7530 0.5674 0.5926
Char-6-gram (C6) 0.8478 0.1990 0.3223 | 0.7355 0.4868 0.5859 | 0.6637 0.9331 0.7757 | 0.7490 0.5396 0.5613
C2+C3 0.7789 0.3776 0.5086 | 0.7008 0.6235 0.6599 | 0.7326 0.8828 0.8008 | 0.7375 0.6280 0.6564
C2+C3+C4 0.8353 0.3622 0.5053 | 0.7216 0.6403 0.6785 | 0.7349 0.8968 0.8078 | 0.7639 0.6331 0.6639
C2+C3+C4+C5 0.8182 0.3214 0.4615 | 0.7228 0.6379 0.6777 | 0.7299 0.9010 0.8065 | 0.7570 0.6201 0.6486
C2+C3+C4+C5+C6 0.8219 0.3061 0.4461 | 0.7210 0.6259 0.6701 | 0.7263 0.9066 0.8065 | 0.7564 0.6129 0.6409
Multilingual Bert (MBERT) 0.6752 0.5408 0.6006 | 0.7331 0.5731 0.6433 | 0.7400 0.8745 0.8018 | 0.7162 0.6628 0.6819
XIm-RoBERTa (Base) 0.6882 0.6531 0.6702 | 0.7241 0.6859 0.7044 | 0.7957 0.8312 0.8131 | 0.7360 0.7234 0.7292
DistilBERT 0.5455 0.5510 0.5482 | 0.6300 0.6451 0.6374 | 0.7773 0.7643 0.7707 | 0.6509 0.6535 0.6521
BanglaBERT 0.7577 0.7500 0.7538 | 0.7449 0.7842 0.7640 | 0.8580 0.8340 0.8458 | 0.7869 0.7894 0.7879

Table 13: The table shows the outcomes classification using baselines, linguistic features, and pre-trained language
models for the development set. All the experiments used the same dataset and parameters for a fair evaluation.
We observe that BanglaBERT achieved the best F1-score for most of the individual classes and overall dataset.
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Abstract

Online health consultation is steadily gaining
popularity as a platform for patients to discuss
their medical health inquiries, known as Con-
sumer Health Questions (CHQs). The emer-
gence of the COVID-19 pandemic has also led
to a surge in the use of such platforms, creat-
ing a significant burden for the limited num-
ber of healthcare professionals attempting to
respond to the influx of questions. Abstrac-
tive text summarization is a promising solu-
tion to this challenge, since shortening CHQs
to only the information essential to answer-
ing them reduces the amount of time spent
parsing unnecessary information. The summa-
rization process can also serve as an interme-
diate step towards the eventual development
of an automated medical question-answering
system. This paper presents ‘BanglaCHQ-
Summ’, the first CHQ summarization dataset
for the Bangla language, consisting of 2,350
question-summary pairs. It is benchmarked on
state-of-the-art Bangla and multilingual text
generation models, with the best-performing
model, BanglaT5, achieving a ROUGE-L
score of 48.35%. In addition, we address the
limitations of existing automatic metrics for
summarization by conducting a human evalua-
tion. The dataset and all relevant code used in
this work have been made publicly available'.

1 Introduction

The answers to general health inquiries can of-
ten be obtained by utilizing internet search en-
gines, but addressing queries by individual users
in a manner that caters to their specific circum-
stances remains a manual process. Such queries,
known as Consumer Health Questions (CHQs),
are frequently found on online health forums, and
answering them is becoming increasingly time-
consuming and labour-intensive for medical pro-
fessionals (Ma et al., 2018). The task is made

lhttps ://github.com/alvi-khan/BanglaCHQ-Summ
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even more difficult by the fact that patients are of-
ten overly descriptive when asking questions, pro-
viding unnecessary details (Roberts and Demner-
Fushman, 2016). The ability to identify and dis-
card these unnecessary details would save a lot
of time for the response providers and would also
be an important step towards the eventual develop-
ment of an automated question-answering system
(Abacha and Demner-Fushman, 2019a).

Abstractive text summarization is the task of
generating a shortened and human-readable ver-
sion of the original text that retains the important
information (Nallapati et al., 2016). Despite the
recent improvement in this domain due to the de-
velopment of transformer-based architectures as
well as the greater availability of data, progress
has been somewhat limited in CHQ summariza-
tion (Abacha and Demner-Fushman, 2019b; Ya-
dav et al., 2022a, 2021). This shortcoming is par-
ticularly notable for low-resource languages like
Bangla (Alam et al., 2021), for which there is no
existing work on this task.

Developing a dataset dedicated to this language
presents a substantial challenge to existing archi-
tectures for several reasons. Firstly, Bangla is an
exceedingly complicated language in comparison
to English, allowing for more flexible sentence
structuring (Sinha et al., 2016) and a significantly
greater number of inflections (220 as opposed to
just 9 in English (Bhattacharya et al., 2005)), re-
sulting in noisier text. Furthermore, the diversified
dialects exacerbate the issue, with the language
used in one region frequently being entirely un-
intelligible in another (Shahed, 1993). Navigat-
ing this complexity and successfully identifying
the relevant medical information is a significantly
complicated task.

Unfortunately, the Bangla text summarization
architectures currently available do not account
for the complications of informal speech in med-
ical contexts since they were mostly trained on

Proceedings of the First Workshop on Bangla Language Processing (BLP-2023), pages 85-93
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news articles (Bhattacharjee et al., 2023; Hasan
et al., 2021), making them unsuitable for sum-
marizing medical text. This paper addresses the
lack of medically relevant data by introducing the
first human-annotated Bangla CHQ summariza-
tion dataset, ‘BanglaCHQ-Summ’, consisting of
2350 question-summary pairs. The data was col-
lected from a public online health forum used by
hundreds of native Bangla speakers, allowing it
to present an accurate representation of the health
questions that are generally present on online fo-
rums. In addition to the dataset, we also dis-
cuss the shortcomings of established evaluation
metrics of text summarization tasks and explore a
methodology for human evaluation that addresses
the shortcomings.

2 Related Work

Although a large amount of work has been dedi-
cated to text summarization in general (Allahyari
et al., 2017; Nenkova and McKeown, 2012; El-
Kassas et al., 2021), very limited literature is de-
voted to CHQ summarization. To the best of our
knowledge, there are only two datasets available
for the task, ‘MeQSum’ (Abacha and Demner-
Fushman, 2019b) and ‘CHQ-Summ’ (Yadav et al.,
2022b), and both consist exclusively of English
text. The lack of work addressing CHQ summa-
rization is a major limitation for the domain since
domain-specific models are known to outperform
general ones (Trewartha et al., 2022).

MeQSum was the first dataset for consumer
health question summarization, consisting of
1,000 samples collected from the U.S. National
Library of Medicine. The dataset has a rela-
tively small size but was also the only medi-
cal question summarization dataset available at
that time. Yadav et al. (2022b) attempted to ad-
dress the lack of available datasets by introduc-
ing the ‘CHQ-Summ’ dataset. This dataset con-
sists of 1,507 samples collected from the Yahoo
community question-answering forum. The infor-
mal source of the data enhances its diversity and
presents a more realistic depiction of the questions
that medical professionals are likely to encounter.

A notable shortcoming of the existing litera-
ture is the lack of diversity in language. The
advantages of CHQ summarization should prove
extremely beneficial if its application can be ex-
tended to support overpopulated regions such as
Bangladesh, where healthcare workers are fre-
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quently overwhelmed by the volume of patients
(Razu et al., 2021). Introducing a Bangla dataset
contributes towards solving this issue, and the
knowledge gained is also transferable to other
Indo-Aryan languages of the Indian subcontinent.

3 The BanglaCHQ-Summ Dataset

In this section, we demonstrate how we curated the
proposed BanglaCHQ-Summ dataset.

3.1 Data Collection

We collected the questions from a renowned medi-
cal forum? that publicly releases questions posted
by users, along with answers provided by medical
professionals. Given that the data was collected
from a public health forum, it can be reasonably as-
sumed that the user base consisted of individuals
with average medical knowledge. This user base
consists of individuals from diverse backgrounds
based on the linguistic variety of the questions,
which is a particularly strong point for the dataset
since it presents an accurate representation of the
variety of the Bangla language discussed earlier.
The forum contains questions belonging to a to-
tal of 32 categories, which allows the samples to
cover a broad spectrum of health issues. How-
ever, the information related to the categories has
been omitted from our dataset as the category as-
signment is done by the patients while posting the
queries, which can often be inaccurate.

3.2 Pre-Processing

A portion of the collected data contained sensi-
tive information. To protect the privacy of the pa-
tients, such personally identifiable information has
been removed by utilizing regular expressions to
identify email addresses and phone numbers and a
Bangla Named Entity Recognition model® to iden-
tify names. The data was then also inspected man-
ually. Additionally, duplicate entries, URLs, and
spam text were also removed as part of the overall
data-cleaning process.

3.3 Annotation

A team of 5 annotators with at least an undergrad-
uate level of education was chosen after carefully
evaluating their summarization capabilities in the
Bangla language. The primary instruction pro-
vided to the annotators was to make the text as

2https ://daktarbhai.com/
3https: //pypi.org/project/bnlp-toolkit/
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Question

I have chronic stress and anxiety, I am loosing everything in my life, but do not want pills, what can

I do? I have problems with stress, however it is not just that, but the fact that every time I start with
this condition it turns into a huge fear of choking and my mind starts telling me not to eat. The last
time it happened I did not eat anything solid for four months and I suffered severe damage in other
parts of my body like my stomach and my heart which is worst. This time it is starting again and [ am
two weeks under this condition. The last time I was using antidepressants and other drugs, but when
I tried cutting them the anxiety made me feel worst. This is why I changed my treatment, now I use
relaxation exercises with the help on my doctor. The last time it helped me a lot, but this time I think
I need more help. I am taking meditation and tai chi courses and I am expecting to take yoga classes
as well. The problem is that this is taking away my life, I have doubts on whether I will be cured one
day or if it will take so long that everything I have now will be lost. I need help.

Summary

What are possible non-drug treatments for chronic stress and anxiety?

Table 1: Sample summary from the CHQ-Summ dataset (Yadav et al., 2022b)

concise as possible without discarding any infor-
mation essential to answer the question accurately.
The complete set of guidelines is provided in Ap-
pendix A.1.

Appendix A.2 showcases a few samples of the
annotated summaries from the dataset. Each an-
notator was provided with a set of 500 questions,
among which 6% was common. The summaries
of the common questions were later used to cal-
culate the inter-annotator agreement (IAA) using
the ROUGE-L metric (Lin, 2004), with the av-
erage score being 50.11%. However, this score
does not take semantic differences into account,
an issue previously highlighted by Yadav et al.
(2022b) when they found a similar score for their
work. A manual evaluation of the summaries
clearly demonstrates significant semantic overlap.
To quantify this, we refer to the BERTScore metric
(Zhang et al.), which calculates the semantic simi-
larity between sentences. The average BERTScore
for the common questions provided to the annota-
tors is 90.84%. Hence, we conclude that despite
there being differences in the phrasing used by
the annotators, the content of their summaries is
largely the same.

A portion of the annotated summaries, specifi-
cally the portion used as the test set for evaluation
of the benchmark models, was further verified by a
physician, who determined whether the annotated
summaries were appropriate and medically rele-
vant. Based on this, we found that they strongly
agreed with 80% of the annotated summaries, with
only minor issues being found in the remaining
20%, which they assured us do not make the sum-
maries inaccurate.

87

3.4 Dataset Attributes

The final dataset consists of 2350 question-
summary pairs. The average length of the original
questions was 326 words, compared to the average
length of 136 words for the annotated summaries.
This large difference in lengths provides evidence
of the fact that users on health forums tend to ask
overly descriptive questions, which in turn require
more effort to parse.

The annotated summaries from our dataset are
noticeably longer than those found in existing
work. This difference is deliberate. Analyzing
the MeQSum and CHQ-Summ datasets, we found
that they prioritized shorter lengths over informa-
tion retention. An example of this is provided in
Table 1, which shows a sample summary taken
directly from the CHQ-Summ dataset. Although
the annotated summary addresses the main ques-
tion asked, it leaves out a large number of addi-
tional details, such as the patient having past issues
with stress to the extent of not eating solids and
that they have tried using antidepressants and other
drugs. The summary only allows for a generic re-
sponse without considering the patient’s specific
circumstances. To avoid this, our annotators were
instructed to retain all medically relevant informa-
tion. This allows us to obtain shortened questions
while still addressing the specific situation being
faced by the patient.

An important finding of the summarization pro-
cess was that a significant portion of patients ex-
plicitly mentioned being unable to visit medical
professionals in-person during the COVID-19 pan-
demic. Analyzing the data from the online plat-
form reveals a correlation, visualized in Fig. 1.
The diagram compares the daily count of ques-
tions posed on the platform with the number of
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Figure 1: Comparison of time-frames for a rise in
question count and unanswered questions on the online
health platform with the rise in new cases of COVID-19
in Bangladesh. Values are normalized due to the large
difference in scale.

confirmed cases of COVID-19 in Bangladesh®,
where the majority of the user base of the online
platform resides. During the initial wave of the
pandemic, there was a significant rise both in the
number of questions asked and the number of ques-
tions remaining unanswered. The trend does not
repeat itself during the latter waves, presumably
due to the general public becoming well-informed
by that time. This finding reinforces the need for
Bangla CHQ summarization and, ideally, an au-
tomated question-answering system (Laskar et al.,
2020) to provide support to the medical staff in un-
precedented scenarios such as a pandemic.

4 Experiments

To benchmark model performance on our pro-
posed dataset, we conduct two types of evaluation:
(i) Automatic and (ii) Human. We split the dataset
into training, validation, and test sets following an
80:10:10 ratio. Below, we present our findings.

4.1 Automatic Evaluation

For automatic evaluation, we experimented with
one Bangla text generation model, BanglaT5
(Bhattacharjee et al., 2023), as well as two multi-
lingual ones, mT5 (Xue et al., 2021) and mBART
(Tang et al., 2020). The details of the experimental
setup are provided in Appendix A.3.

To evaluate the model, we used the ROUGE-
1 (R1), ROUGE-2 (R2), ROUGE-L (RL), and

*https://covid19.who.int/region/searo/country/
bd
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Model R1 R2 RL BS

BanglaT5 50.05 29.11 4835 8991
mT5 40.99 2284 39.76 88.50
mBART 4723 27.15 4586 89.38

Table 2: Automatic evaluation results of BanglaCHQ-Summ

BERTScore (BS) metrics. For the BERTScore
metric, layer 12 of the BanglaBERT (Bhattachar-
jee et al., 2022) model was used. The ROUGE
scores measure the degree of overlap between the
generated and reference summaries and are a com-
monly used evaluation metric for text summariza-
tion tasks. The BERTScore metric measures the
semantic similarity between generated and refer-
ence summaries and is known to correlate better
with human evaluation.

Our results, presented in Table 2, show that
BanglaT5 outperforms both multilingual models
on all four metrics, demonstrating that models pre-
trained on a language-specific corpus outperform
multilingual ones.

4.2 Human Evaluation

As discussed in section 3.3, the ROUGE score
gives limited insight into the quality of the gen-
erated summaries. BERTScore can better cap-
ture semantic similarities but still does not account
for several important factors, such as the coher-
ence, logical flow, or overall correctness of the text.
To address these limitations, we have explored a
methodology to establish quantitative metrics to
evaluate summaries following Laskar et al. (2022).

To carry out this evaluation, a group of 3 annota-
tors was provided with the same set of 30 samples
along with the summaries generated by each of the
three models. They rated the generated summaries
on a scale of 1 to 5 based on the following metrics:

Informativeness (I): Measures the extent to
which the information required to answer the ques-
tion was retained in the summary. Including un-
necessary information does not lower this score.

Conciseness (C): Measures how short the sum-
mary is. Including unnecessary information or be-
ing verbose while describing the necessary infor-
mation lowers this score.

Fluency (F): Measures how coherent and fluent
the summary is.

Table 4 shows the average score assigned to
each model based on the evaluation of the three
annotators.  The evaluation process revealed
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Sample 1

Original Question

BanglaT5 Summary

mTS Summary
mBART Summary
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Sample 2

Original Question

BanglaT5 Summary

mT5 Summary
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mBART Summary
sFGP 334 G |
Table 3:
Model I C F
BanglaT5 4.09 3.83 4.27
mT5 294 418 439
mBART 334 400 4.12

Table 4: Human evaluation results of BanglaCHQ-Summ

that summaries with high informativeness scores
tended to have relatively low conciseness scores
and vice versa. This indicates that the mod-
els struggled to retain all the correct information
while also being concise. Amongst the models,
BanglaT5 shows significant superiority in preserv-
ing required information in its summaries but has
comparatively less proficiency in conciseness com-
pared to the multilingual models. This can be
demonstrated with reference to the samples of gen-
erated summaries in Table 3.

We find from Table 3 that the first sample shows
a serious error made by the multilingual models.
The patient complains of waist pain, which all
three models capture in their summaries, but only
BanglaT5 includes the additional information re-
garding medicine prescribed to the patient by a
doctor, a critical piece of information. On the
other hand, the second sample illustrates the ten-
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Samples of summaries generated by the benchmark models

dency of BanglaT5 to be excessively descriptive.
The patient describes a burning sensation in their
back and mentions that the medicine given by doc-
tors does not provide relief. The latter part of the
question repeats this complaint, adding no new in-
formation. The summary generated by BanglaT5
accurately reflects the main complaint but retains
the repetitive portions, while the summaries gener-
ated by the multilingual models exclude the repet-
itive portions.

5 Conclusion

In this paper, we propose the first CHQ summa-
rization dataset for the Bangla Language. The
source of the data used in the creation of the
dataset also presents an advancement towards a
more accurate representation of the diversity of the
language. In addition, we explore a methodology
for human evaluation that addresses the limitations
of existing text summarization evaluation metrics.
Given the sensitive nature of the public health do-
main, improvements in the performance of the
summarization models, alongside evaluating how
Large Language Models (Jahan et al., 2023) per-
form in this dataset could be a good direction for
future research.



Limitations

One limitation of this work is that the size of
the proposed dataset is quite modest. However,
even the existing English question summariza-
tion datasets have limited sizes. In this regard,
our dataset, although being for the low-resourced
Bangla language, surpasses the sizes of similar
datasets available in English.

Another limitation of this work is that, while our
dataset has been benchmarked on widely used text
summarization models, the use of such models as-
sumes the availability of significant computational
resources that many organizations may not be able
to afford. Although utilizing computational re-
sources from third-party institutions will likely be
able to address this issue, the sensitive nature of
medical data makes sharing the data with third par-
ties an unfavorable solution.

Ethics Statement

The Consumer Health Questions (CHQs) col-
lected to prepare our dataset are publicly available.
As of October 17, 2023, the terms and conditions
of the online health platform® also do not prohibit
the usage of publicly available data for research
purposes. Extensive measures were taken to safe-
guard the privacy of all patients involved. No per-
sonal information outside of the CHQs was col-
lected. In addition to automated measures, the
dataset was manually inspected to ensure no per-
sonally identifiable information was present.

The individuals involved in annotating the
dataset were provided monetary compensation for
their work, which is above the minimum wage.
The annotation process has also been anonymized
to prevent any violations of the privacy of the an-
notators.
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A Appendix

A.1 Annotation Guidelines

The annotators were instructed to make the ques-
tions as short as possible while ensuring that no in-
formation required to answer the question was dis-
carded. Aside from this, they were also provided
with a list of examples to serve as a guideline in
their work. The examples, provided in Table 5,
cover perfect, passable, and poor summaries as ap-
proved by a practising physician.

A.2 Summary Annotation Samples

A few samples of the annotated summaries, along
with their reference questions from the dataset, are
provided in Table 6.
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Sample 1

Question

Summary

Analysis

R TG WK ST | TS 03, TRTRIGS @IS | RO TRIRIGS S35 FREed ISR
WIS | SY5IR @ & do | STofgfia @t SR Aitod (7T T SToT%e | q¥d T oz T
TS GRS (P FBIare, @P1eg d1 | FTPered ARERT PR SER GATANS 587 07 T |
BaR (I QP01 W61 AT | I T & BRI @0 amred Siane ()@ $o/jrs [ |

IS VR | TTRIDS A | HSRATEE W51 TR AIFT FAE 35K @S Yo ;W | Ao
(5T T (9P (5T, QTR T | /RS 512 |

Perfect Summary. The summary specifies the age of the patient (relevant to diabetes),
the fact that they have diabetes, the sugar level during the last test as well as the issue
the patient is currently facing. All the unnecessary information has been successfully
removed, such as the relationship with the patient, the fact that they cannot visit a doctor
due to the lockdown and that the patient has a child.

Sample 2

Question

Summary
Analysis

TR IZ FT AT IO | F6 PG IIAE SRAT AP 70 (O A MO 15 SN2
fPSPR T ) (FTA0T QUK [ | 7O (P00 SF “og (51 1 H1T AR S | AR FT SIS
FAES AP IS #1)K AT W O | SIS 51fog 3] [ e et W | 710 IR Tt
AR 4T |

AP TG YT | BTG Fb PIETT PO ICNZ |

Poor Summary. The summary does a poor job of retaining the actual questions the
patient had. The patient wanted the doctor’s opinions on various things such as whether
to do a root canal or remove the tooth entirely and whether doing a root canal will cause
pain after a few months.

Sample 3

Question

Summary

Analysis
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CTT T Yo FEfar | owfd T 0w T, Py Ty I ST AT SF W, T A4d 13 W | T
(STET qIoZ. 1 | (T \ 394 (A@MG: 1, A9 GIMOT TIR, ANSTT N 2, (PN BTN, YI3TT O 3,
RfIEE BIR, 413w O 4, TS s ey, oy A1f% 5, f& a1y BIR, 4sw o 6, foafed, 5
o fots @R Yo | 394 (Y@l A9 YIS BIR,, FIWT TIR, ifed TR, & amer T,
3 oY | TGSt ey, o 3%, focerefea, 5o 12

Passable Summary. The summary accurately captures a large amount of information,
but makes a critical mistake. The patient mentioned that their fever has decreased and
that they are suffering from a throat ache now. The summary does not mention this.

Table 5: Examples used as annotation guidelines.

A.3 Experimental Setup batch size of 16, a weight decay of 0.03, and a

learning rate of le-4 used with a linear learning

The experimental setup consisted of an Nvidia  r4te scheduler.
3090 GPU with 24 GB of VRAM. The Trainer
library, available through Hugging Face was uti-
lized, along with CUDA Version 11.6. The dataset
was divided into training, validation, and test sets
using the split ratio 80 : 10 : 10. The models were
trained for 50 epochs using a cross-entropy loss
function along with the AdamW optimizer. Input
sequences were truncated to a maximum length of
512 tokens, and the output sequences were limited
to 128 tokens. Other hyperparameters include a
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Original Question

Annotated Summary

AT ACK OGOl TN, 4 G APETR
WYY (AR Sz, [l 2@ oy adeE
TTETRA /T I]NFET I3 Q9 TS IR,
3R 93 JFT 2R TGIRT Qe \3 \3Y 5139 FAY, 5T
CF@ S | fiewn R 4nem @ @ sy 6 o1
a1 1 2 | g TR Gy 7 AT TIRTAT A
I e, FRA \F4f I3 73FFe Wy | W IR
IR g e |

ST WARPH | SR AP el G AR AR
8 SR I | J101 3 7} (Tor 13 i s
(5TCZ | TI\3 U FRT Q FIYR 5T \3 *I[ 007 | Ay
AT \3FY AT @ TS W | T IR ISR
P 34 (A ST T} 12222

I ABTTITIAARTH, 2O (@IETFOIT I Fl
o ffuma 1o *w@n, @[ @B a=a
PAA BRI, T IR AP) FARE? IR
T IFHI9 fHICT AT @ 4@ IR AT,
IR (T (R YRR IGd IR, T AAE 9]
[AA! !

faewn R et sy 7@ & a1 a3k ow oy &
T3P TR Aol IR fF a1?

AT Md €1 TIIW 8 <R S | AT \3 716
(GOW 1, FIYR 1 @ 07 | &5 F3@m?

@EFHI QIR B IG519f faga T0o 7 \Ig4 I”
93 I YRR 3G 337?

Table 6: Samples of annotated summaries from the BanglaCHQ-Summ dataset
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Abstract

Stemmers are commonly used in NLP to re-
duce words to their root form. However, this
process may discard important information
and yield incorrect root forms, affecting the ac-
curacy of NLP tasks. To address these limita-
tions, we propose a Contextual Bangla Neural
Stemmer for Bangla language to enhance word
representations. Our method involves split-
ting words into characters within the Neural
Stemming Block, obtaining vector representa-
tions for both stem words and unknown vocab-
ulary words. A loss function aligns these rep-
resentations with Word2Vec representations,
followed by contextual word representations
from a Universal Transformer encoder. Mean
Pooling generates sentence-level representa-
tions that are aligned with BanglaBERT’s rep-
resentations using a MLP layer. The proposed
model also tries to build good representations
for out-of-vocabulary (OOV) words. Experi-
ments with our model on five Bangla datasets
shows around 5% average improvement over
the vanilla approach. Notably, our method
avoids BERT retraining, focusing on root word
detection and addressing OOV and sub-word
issues. By incorporating our approach into a
large corpus-based Language Model, we ex-
pect further improvements in aspects like ex-
plainability.
1 Introduction
Large Language Models (LLMs) like BERT (De-
vlin et al., 2019), GPT (Brown et al., 2020), and
others have proven their efficacy in various Nat-
ural Language Processing (NLP) tasks. They ex-
cel at capturing contextual information and cul-
tural subtleties in specific languages. These mod-
els exhibit strong capabilities for addressing di-
verse NLP tasks, especially during their unsuper-
vised pretraining phase. However, in low resource
language like Bangla, there are so many language
specific problems that haven’t been resolved yet
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Method Tokens
Original Text @7 AMETe AGF 71 = @A FCAf
BanglaBERT Tokenizer | [*GT, '[UNK]', '[UNK]', &'

e, ]
[, ife, e, o=
R, @I, S

Bangla Stemmer

Table 1: The Limitations of Bangla BERT which gives
[UNK] tokens for many informative words of a sen-
tence and Bangla Stemmer sometimes produce a word
with no meaning and also losses the context informa-
tion.

since Bangla language lack comprehensive lexi-
cons, word embeddings, or linguistic resources.
Firstly, there may be a good number of out-of-
vocabulary (OOV) words which may hamper the
NLP tasks. Secondly, in LLMs, tokenizing one
word can result splitting into different subwords
that make the model difficult to explain. In the fol-
lowing paragraphs, we clarify these problems with
examples.

In Table 1, we show an example of Bangla sen-
tence and outputs of the tokenizer of the Bangla
BERT (Bhattacharjee et al., 2022): a BERT model
trained on the Bangla Corpus to demonstrate the
first kind of problems. We can easily see that
the occurrence of OOV tokens represented as
”[UNK]” is very frequent. This significantly im-
pacts the model’s ability to comprehend semantic
and linguistic information in the sentence. One
possible solution to solve the OOV problem is to
find root words.

Second set of problems are observed due to the
use of bangla stemmer/lemmitizer. There are many
existing way for finding the root words like stem-
ming and lemmitizer. Lemmitizer needs ground
truth word mapping to find the word. On the other
hand, stemming algorithms typically use heuristics
to identify the suffixes of words that can be re-
moved to obtain the root form. However, by re-

Proceedings of the First Workshop on Bangla Language Processing (BLP-2023), pages 94-103
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Method Tokens

Original Text TOICET, G 8 [SIIEATH FCECS
oS 2o~ 7 (AR R |
BanglaBERT Tokenizer [’7{'3', T A U "5&1', 'S, #, '8

TR, T, A, A T S
o', 7re!, 'SiE, A, [UNK]', TR, ]

Table 2: Subwords Problem in Bangla BERT.

ducing words to their root form, a stemmer dis-
cards important information that could be useful
in natural language processing tasks. In cases of
bangla, a stemmer may reduce a word to an incor-
rect root form, leading to incorrect results. For
example in Table 1, for a given bangla sentence,
the bangla stemmer creates some incorrect roots
that have no vector representations at all. More-
over, LLMs like Bangla-BERT also faces OOV
problem very recurrently because Bangla-Bert to-
kenizer splits a word into one or more subwords.
It has been shown that splitting words into mul-
tiple subwords is not the best option all the time.
There are some cases where this might not work
well (Nayak et al., 2020), (Toraman et al., 2023).
Some words might have a prefix or suffix that
changes the meaning of the word, but BERT’s
subword tokenizer might split it into separate sub-
words. For example, in Table 2, Bangla BERT to-
kenizer splits words into multiple subwords, lead-
ing to a significant increase in the number of sub-
words. This excessive subword splitting makes it
challenging to extract the actual meaning of indi-
vidual words in the sentence, thereby affecting the
overall interpret-ability and comprehensibility of
the model.

Considering the aforementioned limitations of
Rule Based Stemmer, we want to create a Con-
textual Bangla Neural Stemmer for Bangla lan-
guage to find better representation of words. Es-
pecifically, in our proposed method, by splitting
each word of a sentence into characters in Neu-
ral Stemming Block, we will get vector represen-
tation for not only the stem word but also the un-
known vocab word. A loss is used to make sure
that the representations of the words should be
aligned with the Word2Vec representations. Then
after a liner layer transformations those represen-
tations is passed into Universal Transformer (UT)
(Dehghani et al., 2018) encoder to assure of get-
ting contextual representation of a word via self at-
tention. Mean Pooling is used to get a sentence
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level representation for a sentence from those con-
textual word representations. A MLP layer is used
and a loss is defined to align the sentence repre-
sentation with the BanglaBERT’s one. The whole
model pipeline is described in Section 3.

Our model employs character-based representa-
tions to find root word representations, which ef-
fectively addresses the issues of OOV tokens and
subword tokenization. By combining these rep-
resentations with BERT, our model is capable of
obtaining contextual representations for these root
words, enhancing its ability to capture the seman-
tic nuances and context of the language. We eval-
uate our model performance in 5 different Bangla
dataset. In every dataset, our model outperforms
the vanilla approach by a good margin (around 5%
improvement on average). More details are de-
scribed in Section 5. Please note that our goal is
not retraining the BERT at all. Instead of retrain-
ing the BERT, our proposed method is used finding
the root words with contextual representations and
address OOV & sub-word problem. If we create a
LLM based on our methodology with a large cor-
pus, our method may outperform the Vanilla BERT
in different aspects and may improve the explain-
ability also. Therefore, the summary of the contri-
butions of this paper is given below.

* We propose a neural network based stemmer
that can be contextualized

* We propose new losses to learn root word rep-
resentations with contextual information

* We design a number of experiments to show
the efficacy of the proposed appoach

2 Related Work

Finding root words for Bangla word is one of the
most popular tasks in Bangla Natural Language
Processing (NLP). Several works have been done
already. We can categorize those works in two dif-
ferent perspective, one is morphological method
base and another is heuristic base. In morpholog-
ical method based approach for root word finding
Lemmitizer and Stemming are used. In heuris-
tic base, rule base or model base approaches are
used. In (Mahmud et al., 2014), a rule based
stemming technique is used for finding the root
word in Bangla. They use different set of rules
so that they can find the stem word by cutting
down the prefixes. (Das et al., 2020) enhanced



the rule based stemming techniques by improving
the rules for different categories. They also in-
corporate Bangla Corpus and different inflections
for noun, verb, and other parts of speech. (Rahit
et al., 2018) introduces BanglaNet which is an ap-
proach to make a WordNet for Bangla Language.
(Chakrabarty et al., 2016) uses a single layer Multi
Layer Perceptron MLP for finding the lemmitize
word of a word along with its contextual neigh-
bours. (Chakrabarty and Garain, 2016) uses a dis-
tance based algorithm to find the lemma of a word
with respect to a given context and part of speech
of the word. (Chakrabarty et al., 2017) and (Islam
etal., 2022) propose algorithm to find lemma word
based on the contextutal representations. The con-
textual representations are derived from Bi-LSTM
or Bi-GRU. No works have been proposed to find
the stemmed word representations from the contex-
tual information.

3 Methodology

The tokenizers that are used in Transformer based
model like BPE, Wordpiece, Unigram split a word
into multiple subwords. This may cause informa-
tion discrepancy between the actual meaning of
the actual word which may affect the low resource
language models like Bangla language model. Be-
sides, there also may have a good amount of out of
vocabulary words in those low resource language
model. One option is to find the root form of the
words but this approach miss the contexutal infor-
mation. Considering all scenarios, we propose a
character based contextual neural stemmer which
not only find the stemmed root word to surpass sub-
word techniques but also give the contextual em-
beddings. For being character based model, our
proposed model can also deal with the out of vo-
cabulary issues. Our model have two major com-
ponents, Character Level Neural Stemming Block,
Universal Transformer Encoding Block along with
two different losses for fulfilling our criteria.

3.1 Character Based Neural Stemmer

After passing a sentence into the Basic Tokenizer,
we get the tokens of the sentence. Let S
[x1, T2, ..., x| represent a sentence, where each
word token x; is split into characters.

For each word token x;, we denote the charac-
ter embeddings as C; = [c14, ¢2;, €3, - - -], Where
ci; represents the embedding of the jth character.
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Figure 1: Model Architecture of Neural Stemmer Block

We pass C; through an LSTM layer, which pro-
duces a sequence of hidden representations H; =
(R4, has, hai, . . .]. Each h;; represents the hidden
state at time step j.

The LSTM layer takes the character embeddings
as input and generates hidden states using the fol-
lowing equations:

hij = LSTM(cij, hi(j—1)) (1)

Once we have obtained the sequence of hidden
states H;, we compute the mean of these hidden
states to obtain the word embedding v;:

2

Here, m represents the total number of char-
acters in the word token ¢;. The mean aggrega-
tion operation captures the overall representation
of the word by considering the contextual informa-
tion contained in the LSTM hidden states.

This process allows us to derive word embed-
dings v; from character embeddings, enabling us to
capture fine-grained information and enhance the
representation of word tokens within the given sen-
tence. In this block, we also apply a stemming loss
with the pre-trained Word2Vec representations of
the stemming words. The stemming loss is de-
scribed in Section 3.4.

3.2 Universal Transformer Encoder

After obtaining the neural stemming output V' =
[v1,v9,...,vy] for a sentence from the Neu-
ral Stemming Block described in Section 3.1,
we perform a linear transformation on each wv;
to map them into a d-dimensional vector space.
Now those transformed representations V'
[v],vh, ... vl ], is fed into the Universal Trans-
former (UT) encoder which consists of several UT



encoder blocks for finding contextual representa-
tions. We choose UT because it is a tied weight
model which also uses Adaptive Computational
Time (ACT). So we need less computational time
for training and fine-tuning the Universal Trans-
former model than the vanilla Transformer model.
The components of the UT encoder blocks are:

3.2.1 Positional Encoding and Time Signal

To incorporate positional and temporal informa-
tion, the combined positional encoding and time
signal embeddings P, € R™*¢, are applied where
m represents the total number of positions and
d is the dimensionality of the embeddings. The
combined embeddings are obtained by computing
the sinusoidal position and time embeddings sepa-
rately for each vector dimension 1 < j < d and
summing them:

Pi[i,2j] = Sin( :

10000(27/4)
: 3)
Fem (10000<21/d>>
Pt[zg 2] + 1] = COS <10000(2j/d)> (4)

¢
eos (10000<2ﬁ/d>>

where ¢ represents the position index (1 < ¢ <
m), t represents the time-step index (1 <t < 7T,
and j represents the vector dimension index (1 <
J < d.

3.2.2 Attention Mechanism

At each step ¢, the UT computes revised represen-
tations H; € R™* for all m input positions. This
is done by applying the scaled dot-product atten-
tion mechanism, which combines queries @, keys
K, and values V as follows:

T

QK
Vd

Here, d is the number of columns of (), K, and
V. In the Universal Transformer, a multi-head ver-
sion of the attention mechanism is used, with k
heads:

Attention(Q, K, V') = softmax < > V (5
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MultiHeadSelfAttention( H;) = concat(head;,

...,heady) x W,
(6)
Each head head; is calculated as

Attention(H;Wqi, HWii, HHWy;), where
WQ e Rdxd/k, Wy € RdXd/’“,and Wy € Rdxd/k
are learned parameter matrices. The output of the
multi-head attention is then transformed using the
weight matrix W, € R4,

3.2.3 Encoder Block Representation

After applying the multi-head self-attention, the
UT computes the revised representations H; by
combining the attention output A; with the previ-
ous representation H;_; and the positional encod-
ing and time signal embeddings P;:

A; = LayerNorm((Hy—1 + P;)
+ MultiHeadSelfAttention(H;—1 + P;))
(7
Here, LayerNorm() represents the layer normal-
ization function. Finally, the revised representa-
tions are obtained by applying a transition func-
tion:

H; = LayerNorm(A; + Transition(4;))  (8)

The transition function Transition() applies non-
linear transformations to the attention output A;
and integrates it with the previous representation.
The resulting revised representations H; capture
the refined information at step ¢.

The UT encoder utilizes an iterative computa-
tion process, repeating for a total of 1" steps. This
iterative process progressively refines the represen-
tations of the input sequence, capturing intricate
dependencies. To determine the number of steps,
the Universal Transformer employs the Adaptive
Computation Time (ACT) mechanism. After un-
dergoing T’ steps, where each step updates all po-
sitions of the input sequence simultaneously, the
final output of the Universal Transformer encoder
is a matrix H” € R™*?, This matrix consists of
d-dimensional vector representations for the m to-
kens present in the input sequence.

By considering the hidden representation ob-
tained after " iterations, we obtain the contextual
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Figure 2: Model Architecture of Contextual Neural Stemmer Block

embeddings of the word tokens. Denoting the em-
beddings as E = [e1, eq, ..., ey], Wwe can equiva-
lently express F as E = H'. Therefore, the ma-
trix H” represents the contextual embeddings for
the sentence S.

3.3 Mean Pooling

Let £ = [ej,e2,...,6e,] be the input se-
quence S with embedding ¢; € R¢ that we
get from the universal transformer encoder block.
The sequence may contain padded values for
equal length. Define the mask vector M
[mask;, masks, . . ., mask,,] to indicate valid to-
kens. mask; = 1 for valid tokens and O for padded
values. The masked mean pooling operation is:

. 1 -
MeanPooling(X, M) = ST mask; ZZ; mask;-e;

)
After applying mean pooling to the sentence .S, the
sentence-level representation eg from the UT en-
coder are obtained. An MLP (Multi Layer Percp-
tron) is applied to the eg to get the final sentence
level representation eg.

3.4 Stemming Loss

We utilize a loss function called Stemming Loss in
the Neural Stemmer Block, as described in Sec-
tion 3.1. The main objective of this loss is that
the character based representations for the word
tokens should be similar with their word2vec rep-
resentation of their stemmed words. Given a sen-
tence S = [x1,9,...,Tn], we feed it into the
neural stemmer block, which generates character-
based representations v; for each word token x; in
the sentence S. Additionally, each token in sen-
tence S is passed through a rule-based stemmer to
obtain the root form, resulting in the stemmed ver-
sion S = [r1,72,...,Ty] of the sentence.

Subsequently, we input each root word r; into
a pre-trained word2vec model, which produces a
static embedding u; for the word ;. We didn’t
train the pre-trained word2vec model during train-
ing. To align the predicted embedding v; with the
static embedding u;, we employ Cosine Similarity
based loss as follows:

U; * U;

(10)

Stemming Loss(u;,v;) =1 — ———
[Jai [ v
This loss ensures that the representation from

the Neural Stemmer Block should be aligned

with the stemming representation from pre-trained
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Word2vec. If the word2vec representations of a
stemmed words is not found, we simply ignore the
word while calculating the stemming loss.

3.5 Dissimilarity Loss

During training our model, we also employ another
loss named Cosine Dissimilarity Loss. The objec-
tive to use the loss is that the contextual embed-
dings for a sentence from the UT encoder block
should be aligned with the pre-trained BERT con-
textual embeddings for that sentence. To calculate
the loss, we also feed our input text into the pre-
trained BERT and we get contextual embeddings
for that sentences S, E' = [e],¢e),... el ]. We
apply Mean Pooling described in Section 3.3 to
get the sentence level representation ey from the
pre-trained BERT for sentence S. The pre-trained
BERT model is not trained during the training pro-
cess.

On the other hand, we also get another sentence
level representation eg from UT encoder as de-
scribed in Section 3.3. Then, we apply the cosine
dissimilarity based loss as follows:

es - €g

Cosine_Dissimilarity(eg, €g) = 1 — ——>—
||€s||||€sl||1

3.6 Model Loss

To obtain high-quality contextual representations
from our model, we rely on the Stemming Loss
(Section 3.4) and cosine dissimilarity (Section 3.5).
The cosine dissimilarity is based on the pretrained
BERT representations, which face challenges such
as the subword problem and out-of-vocabulary
(OOV) problem. To ensure effective training of
our model, we adopt a guided training schema.
In this schema, we prioritize training our model
on samples where the BERT tokenizer yields a
lower number of OOV and subword tokens. Ad-
ditionally, we incorporate a penalty score based
on BERT tokenization techniques when calculat-
ing the final loss. Hence, our final training loss is
defined as:

Loss = v X Stemming Loss
b
+ (1 _at ) X B x Dissimilarity Loss
(12)

Her, a represent the number of subword tokens,
b denotes the count of unknown ([UNK]) tokens,
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and m indicate the total number of tokens. The
weights v and 5 determine the contribution of the
stemming loss and cosine dissimilarity loss, re-
spectively, to the main loss.

4 Experimental Setup

4.1 Experimental Design

Our model follows a two-step training process for
each experimental dataset. In the first step, we en-
gage in unsupervised training to learn contextual
representations between words. The primary ob-
jective of this unsupervised training is to transfer
the knowledge from the pre-trained BERT model
to our contextual neural stemmer. In the second
step, we conduct supervised fine-tuning, where we
further train our model in a supervised fashion, fo-
cusing solely on the classification loss. To prior-
itize the development of semantic/contextualized
representations for stemming words only, rather
than building a language model (LM), we opted
not to train our model extensively on a large cor-
pus during the unsupervised training phase.

To identify stemming words in Bangla, a rule-
based stemmer is employed, utilizing the Bangla
Stemmer library. In unsupervised training, we
choose Bangla-NLP Toolkit for find finding rep-
resentations of the stemmed words as Bangla Pre-
trained Word2vec. BanglaBERT (Bhattacharjee
et al., 2022) model is used as pre-trained BERT
algorithm in our model. Bangla-Word2vec pro-
vides 100-dimensional vector representations for
each word. Consequently, we set the character em-
bedding size to 100. For contextualized embed-
ding, we define an embedding dimension of 768
to align with the 768-dimensional word representa-
tions obtained from Bangla BERT. To convert the
100-dimensional vectors to 768 dimensions, we
employ a linear transformation block comprising a
single linear layer. If we don’t have the word2vec
representations of a stemmed word, we neglect the
word representations while calculating Stemming
Loss. We evaluated our model’s performance in
different evaluation metrics like accuracy, macro
fl score and roc-auc. The details can be found
about at Appendix B.

4.2 Model Training Setup and Training
Scheme

We choose AdamW (Loshchilov and Hutter, 2017)
optimizer for our training where 81 = 0.9 and
B2 = 0.99. Character embedding size is 100 dim


https://pypi.org/project/bangla-stemmer/
https://pypi.org/project/bangla-stemmer/
https://pypi.org/project/bnlp-toolkit/

Dataset Experiment Pretraining Performance Metrics
Perplexity | Accuracy Macro F1 =~ Weighted F1

Rule Based Stemmer - 88.1 87.2 91.1
BanFake News Neural Stemmer - 90.4 89.6 93.6
CNS 125.51 93.1 92.2 94.8
Rule Based Stemmer - 85.4 45.1 89.9
Sarcasm Detection Neural Stemmer - 87.8 46.0 914
CNS 117.47 90.3 48.7 95.6
Rule Based Stemmer - 64.5 60.8 64.1
SentNoB Neural Stemmer - 69.2 62.3 68.8
CNS 134.97 73.3 68.3 72.2
Rule Based Stemmer - 62.5 354 61.2
Emotion Detection Neural Stemmer - 64.6 39.7 62.1
CNS 87.38 68.4 40.26 64.41
Rule Based Stemmer - 48.5 31.7 324
Sentiment Classification Neural Stemmer - 50.1 322 32.8
CNS 103.49 52.3 345 359

Table 3: Experimental result for CNS in 5 different dataset. In every dataset, 3 different experiments along with CNS are done,
Rule Based Stemmer, Neural Stemmer, and CNS. In every dataset, our CNS method outperform rule based stemmer with a good

margin. Here, CNS means the Contextual Neural Stemmer

and contextual word representations has 768 dim
as described in Section 4.1. We use a learning rate
of 2 x 10~ for unsupervised training and 10~ for
supervised finetuning. A LSTM (Hochreiter and
Schmidhuber, 1997) based decoder with dropout
of 0.1 while finetuning the model. A batch size
of 32 is used for unsupervised training and 16 for
supervised finetuning. We also experiment with
the different combinations of v and 8 and found
that v = 0.7and 5 = 0.5 gives better perfor-
mance most of the cases. All the experiments run
with Python (version 3.8) and Pytorch with free
NVIDIA Tesla K80 GPU in Google Colab and sin-
gle Nvidia Tesla P100 GPU provided by Kaggle.
The training time for both unsupervised and super-
vised varies but on average it takes around 6 mins
on average for training one epoch in unsupervised
training and 4 mins in supervised training.

5 Result and Discussion

5.1 Effects in Different NLP Datasets

To measure the performance of our model, we con-
sider five different Bangla dataset. The dataset
tasks and information are listed in the Appendix

A. In every dataset, we run three different experi-
ment.

* Rule Based Stemmer: In this experiment,
we use a rule based stemmer to find the
stemmed word of a word in a sentence. We
consider the stemmed words as the tokens of
a sentence. Finding the embeddings of the
tokens a single LSTM layer is used to find
contextual representations. We consider last
Istm cell output as sentence representation
and passed it into MLP for classification.

* Neural Stemmer: Instead of rule based
stemmed word, we use Neural Stemmer
Block described in Section 3.1. After finding
neural stemming representations, we passed
them into a single LSTM layer and MLP lay-
ers for classifcation as same as Rule Based
Stemmer.

* CNS: CNS stands for Contextual Neural
Stemmer which is our proposed model as de-
scribed in Figure 2. We use last MLP layer
representations for classification. In every
dataset, we first pretrained our model in un-
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supervised fashion and then finetune it using
classification loss.

Table 3 shows the experimental result in five
different dataset. In every dataset Neural Stem-
mer slightly outperforms the rule based one. This
is because, sometimes the rule-based stemmer re-
sults in the stemmed words which may have no
meaning. In this case, character based word rep-
resentations improves model performance. In ev-
ery dataset, our method surpass both rule based
and neural stemmer based approaches by a good
margin (around 2 - 7% improvement on average in
different metrics). The reason behind this is, the
stemming word (either rule based or neural model
based) losses the contextual and semantic informa-
tion like tense, expression, grammatical context
which are very useful for a model to find a good
representations. CNS captures those information
along with the stemmed word and that’s why our
model surpassed the other methods.

Dataset Name Average Cosine
BanFake News 0.7014
Sarcasm Detection 0.7862
SentNoB 0.6776
Emotion Detection 0.7569
Sentiment Classification 0.7980

Table 4: Average Cosine Similarity from CNS Model in
Test Sentences between Word2vec of Stemming word
and Word Representations from Neural Stemmer Layer.

5.2 Preserving the Stemming Words in
Neural Stemmer

We also further investigate on how much stemming
information are captured by our model. To find
this, we consider the test dataset in aforementioned
datasets. We find the pretrained Word2vec pre-
sentations of the word in text sentences. We find
average cosine similarity between those stemmed
word’s pretrained word2vec representations and
the representations from Neural Stemmer layer.
The results are reported in Table 4. From this ta-
ble we can see our model is able to capture stem-
ming information. By tuning ~ we can control how
much stemming information should be captured by
our model.

Dataset Name Average Cosine
BanFake News 0.6572
Sarcasm Detection 0.7284
SentNoB 0.6397
Emotion Detection 0.7128
Sentiment Classification 0.7329

Table 5: Average Cosine Similarity from CNS Model in
Test Sentences between Token Representations of Pre-
Trained Bangla BERT and Contextual Word Represen-
tations from UT Encoder.

5.3 How Contextualized the Contextual
Neural Stemmer

We were also interested in experimenting how
much contextual information is capturing like
BERT. For doing this we reported two experiment.
For the first one, we average cosine similairties be-
tween the word representations of a sentence of
pretrained Bangla-BERT in the test samples and
the Universal Transformer (UT) encoder represen-
tations from CNS. The results are in Table 5. An-
other experiment is done on the sentence level rep-
resentations. We consider mean of the word rep-
resentations of pretrained model as sentence level
representations and measure a cosine similarities
with MLP representations from CNS in Tabale 6.
From this experiment, we can see that our CNS
model is also able to capture contextual informa-
tion.

Dataset Name Average Cosine
BanFake News 0.9563
Sarcasm Detection 0.9790
SentNoB 0.9227
Emotion Detection 0.9673
Sentiment Classification 0.9872

Table 6: Average Cosine Similarity of Sentences in
Test Sentences between Mean Pooling Output from Pre-
trained Bangla BERT Representations and Last Layer
MLP Representations from CNS.

6 Conclusion

In this research, we proposed a Contextual Bangla
Neural Stemmer to overcome the limitations of tra-
ditional rule-based stemmers. By obtaining vec-
tor representations for both stem words and un-
known vocabulary words, our method offers im-
proved word representations for Bangla language
processing tasks. The model leverages the Uni-
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versal Transformer encoder and Mean Pooling to
capture contextual word and sentence-level repre-
sentations. Our evaluation on five Bangla datasets
demonstrated significant performance gains, out-
performing the vanilla approach. Notably, our ap-
proach focuses on root word detection and address-
ing OOV and sub-word problems rather than re-
training the BERT.

Our findings suggest that a large corpus-based
language model incorporating our methodology
could further enhance NLP tasks and potentially
improve explainability. By addressing the limita-
tions of stemmers and providing better word repre-
sentations, our proposed approach opens new av-
enues for research in Bangla language processing
and contributes to advancing natural language un-
derstanding in the context of Bangla text.

Limitations

As we mentioned above, the proposed method
works well against the stemming method but it
can’t beat the finetuning BanglaBERT. (The per-
formance of BanglaBERT is reported in Appendix
C.) The reason behind this BanglaBERT is a lan-
guage model which was trained on huge corpus.
As our method isn’t trained on the huge corpus
so our model can’t beat the BanglaBERT. If we
trained our proposed model in a huge corpus, it
may be possible to beat BanglaBERT.
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A Dataset Description

* BanFake News - (Hossain et al., 2020) intro-
duces a dataset for detecting fake news. The
dataset is consisted of 48K authentic and 1k
fake news articles of different category. The
tasks is classification tasks to find if a news is
fake or not.

» Sarcasm Detection - This is Kaggle Com-
peition Dataset | where the organizer curated
a dataset comprised of around 50K news head-
lines labeled in two categories: Sarcastic (1)
or Not-Sarcastic (0).

* SentNoB - In SentNoB(Islam et al., 2021),
public comments on news and videos were
collected from social media for detecting the
sentiment. The sentiment were labeled as
Positive, Negative and Neutral. The training
dataset size is 13.5K where validation and test
dataset size is 1.5K

"https://www.kaggle.com/competitions/nlp-competition-
cuet-ete-day-2022/data

* Emotion Detection - (Tripto and Ali, 2018)
collected user emotion dataset from YouTube
user comments. The emotion detection
dataset has 5 types of emotion: anger/disgust,
joy, sadness, fear/surprise, and none.

Sentiment Classification - (Tripto and Alj,
2018) also find the sentiment of the comments
in the pervious dataset. We use five class
sentiment dataset in this case. The sentiment
were labeled as Strongly Positive ,Positive,
Strongly Negative, Negative and Neutral.

B Evaluation Metrics

In our experiment, we calculate Perplexity Score
(PPL Score) for evaluation the model performance.
It measures how well a probability distribution or
language model predicts a given sample.

Perplexity = 27% i, logy p(x:) (13)

Here, N represents the number of samples, and
p(x;) is the probability assigned by the language
model to the i-th sample x;. A lower perplexity in-
dicates better predictive performance, as the model
can more accurately predict the given samples.

For the downstream tasks, we trace down Accu-
racy, F1 Score and ROC-AUC Score. The ROC-
AUC metric measures the ability of a model to
distinguish between positive and negative classes
based on the area under the receiver operating char-
acteristic curve.

C BanglaBERT Baseline

For most of the dataset the performance of
BanglaBERT isn’t reported. For each dataset that
mentioned above we finetuned BanglaBERT. The
baseline result for BanglaBERT is reported below:

Model Name Acc T | Macro F1 1
BanFake 96.65 92.99
Sarcasm Detection | 93.30 49.00
SentNoB 74.46 69.55
Emotion Detection | 70.78 41.26
Sentiment Analysis | 54.11 42.59

Table 7: BanglaBERT baseline performance after fine-
tuning it on afermentioned datasets.
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Abstract

In this study, we examine and analyze the
behavior of several graph-based models for
Bangla text classification tasks. Graph-based
algorithms create heterogeneous graphs from
text data. Each node represents either a
word or a document and each edge indicates
the relationship between any two words or
word to document. We applied the BERT
and different graph-based models including
TextGCN, GAT, BertGAT, and BertGCN on
five different Bangla text datasets including
SentNoB, Sarcasm detection, BanFakeNews,
Hate speech detection, and Emotion detection
datasets. The performance with the BERT
model surpassed the TextGCN and the GAT
models by a large difference in terms of accu-
racy, Macro F1 score, and weighted F1 score.
On the other hand, BertGCN and BertGAT out-
performed the standalone graph models and the
BERT. BertGAT excelled in the Emotion de-
tection dataset and achieved a 1%-2% perfor-
mance boost in Sarcasm detection, Hate speech
detection, and BanFakeNews datasets from
BERT’s performance. Whereas BertGCN out-
performed BertGAT by 1% for SentNoB and
BanFakeNews datasets while beating BertGAT
by 2% for Sarcasm detection, Hate Speech, and
Emotion detection datasets. Furthermore, We
examined different variations in graph struc-
ture and analyzed their effects.

1 Introduction

Natural language processing (NLP) has become
very significant in recent years and text classifi-
cation is one of the most crucial tasks in this do-
main. Text classification is the process of classi-
fying text based on specific labels utilized in doc-
ument categorization. It has applications in many
diverse problems, including hate speech detection,
spam detection, sentiment analysis, topic model-
ing, question answering, intent recognition, medi-
cal text analysis, legal document classification, so-
cial media analysis, fake news detection, and many

more.(Zhou et al., 2020; Dwivedi and Arya, 2016;
Patel and Mistry, 2015)

Graph algorithms can capture complex relation-
ships and dependencies in various text structures
and represent better semantic and syntactic rela-
tionships. Thus graph algorithms help create a
more accurate understanding and interpretation of
the text. (Wang et al., 2023) Moreover, these
models can identify the grammatical relationship
and contextual information between words and
documents. By enabling these models to under-
stand how the meaning of words changes based
on context, for example, BertGCN performed
better than Bidirectional Encoder Representations
(BERT) (Devlin et al., 2018) and RoBERTa on dif-
ferent English datasets because of its contextual
understanding. Graph-based models (Lin et al.,
2021) can also identify sentiment-related relation-
ships between words in sentiment analysis and can
produce more accurate predictions based on sen-
timents. Furthermore, graph algorithms (Liang
et al., 2022) can capture user interactions, men-
tions, and relationships during social media text
analysis, hate speech detection, sentiment analysis,
influence identification, and community recogni-
tion tasks. (Patel and Mistry, 2015; Akhter et al.,
2018)

In recent times, extensive research has been
conducted on Bangla text using different machine
learning and deep learning models (Farhan et al.,
2023; Bitto et al., 2023; Sadat Aothoi et al., 2023).
However, graph-based Bangla text classification
has remained largely unexplored. On the con-
trary, numerous graph-based models and struc-
tures have been implemented worldwide, particu-
larly in English. The research works (Do et al.,
2022; Zhang et al., 2023; Wu et al., 2023) mo-
tivate us to conduct our study on how different
graph-based models with state-of-art models per-
form on Bangla datasets used for various tasks
BERT. In this study, the previous best-performing
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models for each dataset were also observed along-
side the implementation of various graph-based
methods. Graph methods include Graph Convo-
lutional Networks for text (TextGCN) (Yao et al.,
2019), Graph Attention Networks(GAT) (Velick-
ovic et al., 2017), BertGCN (Lin et al., 2021), and
BertGAT (Lin et al., 2021). These algorithms were
applied to five datasets containing SentNoB, Sar-
casm detection, BanFakeNews, Hate speech detec-
tion, and Emotion detection datasets.

In this study, BERT outperformed the previ-
ously leading models and demonstrated signifi-
cantly superior performance compared to GCN
and GAT across all the datasets. BertGAT sur-
passed BERT’s performance by 1%-5% for all
datasets except SentNoB. However, BertGCN
achieved better performance by 1%-2% over Bert-
GAT for all datasets, which was attributed to
BertGCN’s superior ability to comprehend local
contextual and global semantic relationships (Lin
et al.,, 2021). As part of the ablation study, us-
ing BERT embeddings as node features showed
better performance for GAT and GCN, while one-
hot embeddings performed better for the integrated
models. Two types of edge sets: document-word
only (d2w) and documenttoword + wordtoword
(d2w+w2w) were utilized for all the graph-based
models. The edge set d2w+w2w outperformed all
the models by 1%-2%. BertGCN outperformed
all other models in this study. This research also
aimed to find the right balance between graph mod-
els and BERT. BertGCN exhibited the highest per-
formance when A ranged from 0.3 to 0.7. BertGAT
showed better performance when A ranged from
0.1 to 0.5. Ultimately, this study was conducted to
demonstrate that graph-based models can outper-
form traditional models for Bangla text classifica-
tion and pave the way for future research in this
domain.

Our main contributions are:

* We compare different graph methods for text
classification and compare them with BERT.
This study might be the first to compare
graph-based models for Bangla text classifi-
cation.

* We analyze results with several benchmarks
of the datasets. We perform result analysis,
ablation study, and identify the best graph-
based models for Bangla text classification.

2 Related Work

Text classification is one of the classical problems
for NLP. Naive Bayes, SVM, and other ortho-
dox approaches for text classifications faced chal-
lenges in effectively learning meaningful text rep-
resentations. Addressing these constraints, the ap-
plication of deep learning models such as Convolu-
tional Neural Networks (CNNs) (Kim, 2014) and
Recurrent Neural Networks (RNNs) (Sherstinsky,
2020), materialized. These models demonstrated
the ability to capture intricate features from text
data.

BERT from Transformers achieves superior per-
formance on sentence-level and token-level tasks
(Devlin et al., 2018). Global structure refers to
the information of the whole document, and graph-
based models utilize an adjacency matrix to cap-
ture this information. To address the constraint of
BERT models, researchers explored the usage of
Graph Neural Networks (GNNs) and graph embed-
dings. Some of the most used GNNs are Graph
convolutional network (GCN)(Kipf and Welling,
2016), GAT, Graph Sample and Aggregated
(Hamilton et al., 2017), and, MoNet (Thekumpara-
mpil et al., 2018). One such model used for text
classification is the TextGCN. TextGCN focuses
on global word co-occurrence information. How-
ever, TextGCN has significant drawbacks, includ-
ing a small receptive field, a lack of edge charac-
teristics, over-smoothing, and an inability to ac-
commodate varying neighborhoods. GAT over-
came these restrictions by utilizing self-attentional
layers. The limitations associated with pretrain-
ing in GCN and GAT are noteworthy. To ad-
dress this, an innovative approach known as Bert-
GCN has been developed, strategically amalgamat-
ing the advantages of BERT and GCN. BertGCN
has the power of Large-scale pretraining on enor-
mous unrefined data. In addition, by spreading la-
bel influence through graph convolution, transduc-
tive learning concurrently learns representations
for training data and unlabeled test data.(Lin et al.,
2021)

In recent years, there has been a significant
amount of research conducted on Bangla text clas-
sification because of its importance. Inverse class
frequency along with TF-IDF (Dhar et al., 2018)
was proposed for Bangla text classification. Ma-
chine learning algorithms such as Naive Bayes,
J48, KNN, and SVM were also used for Bangla
texts (Akhter et al., 2018; Chy et al., 2014). Alam
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and Islam (2018) used Logistic Regression, SVM,
LIBLINEAR, and Neural Networks for a massive
volume of data with 300k samples in datasets.
Transformer was used on six different datasets
in Bangla by Alam et al. (2020). Ahmed et al.
(2022); Rahman and Chakraborty (2021) imple-
mented deep learning RNN attention layer and
RNN with BiLSTM. Furthermore, the BERT and
ELECTRA (Efficiently Learning an Encoder that
Classifies Token Replacements Accurately) mod-
els were tested by Rahman et al. (2020). However,
graph-based models are very rarely used in Bangla
text classification, which motivated our investiga-
tion to check how graph-based algorithms perform
on different Bangla text datasets.

3 Methodology

Graph-based models use graphs as the representa-
tion of textual information. These models build
their graphs based on specific criteria. Usually, in
these text-derived graphs, individual words and en-
tire documents serve as nodes, while connections
(edges) represent co-occurrences, semantic simi-
larity, grammatical dependencies, or any other rel-
evant relationship among the nodes.

3.1 Building Graph from Text

The construction of the graph serves as a pivotal
precursor, setting the stage for essential operations
like message passing and aggregation in the graph-
based framework. Textual data is transformed
into graph structures, establishing an organized for-
mat that graph-based models can directly process.
Graph-based models produce embedding vectors
for nodes by considering the characteristics of their
neighboring nodes within the graph. Similar to
figure 1, the graph-building process starts by pre-
processing the textual data. Then, unique words
and the entire document are converted into a set
of nodes V' for each document, while every node
is assumed to be connected to other nodes and it-
self (creating a self-loop), meaning that for any
node v there exists an edge (v,v) € FE in the
graph. The edges connect word nodes belonging
to the same document and that document’s docu-
ment node. The connections (edges) F represent
any relevant relationship between the nodes. For-
mally, a graph is denoted as G = (V| E), where
V(|]V| = N) represents the set of N number of
nodes and FE represents the set of edges within the
graph.

Next, the graph-based models take a few things
from the created graph. The models consider
nodes with their associated features, while the rela-
tionships or edges between nodes are captured by
the adjacency matrix A. Adjacency matrices rep-
resent relationships between nodes using a binary
matrix of size N X N for the size of N number of
nodes. During this time, edge weights (usually co-
occurrence for words and TF-IDF for documents)
of the graph are calculated. So, formally, the adja-
cency matrix is,

PMI(4, 7), if 4, j are words

TF-IDF (i, 5), ifiisdoc & j is word
Aij = e

1, ifi =3

0, otherwise

(1)

The co-occurrence between two words is calcu-

lated using the PMI value. The PMI value of a
word pair , j is computed as follows:

PMI(i, j) = max(log p?&@) 0 @)
plin) = FE) G

pli) = £ @

o) = £ ©

Where #W (i) is the number of sliding windows
in a corpus that contains word i, #W (j) is the
number of sliding windows in a corpus that con-
tains word j, #W (i, j) is the number of sliding
windows that contain both word 7 and j, and #W
is the total number of sliding windows in the cor-
pus. For the BertGCN and BertGAT, the adjacency
matrix is created almost similarly, and the only
change is positive pointwise mutual information
(PPMI) for word co-occurrence.

3.2 GCN

For TextGCN, an identity matrix X = I, 4n,.q
is the initial node feature, where ng4. is the num-
ber of document nodes and 7.yorq is the number of
word nodes. Once the graph construction is com-
plete, the initial input is then introduced to the pri-
mary GCN layer. Subsequently, this input under-
goes the ReLU activation function. The outcome
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Figure 1: The process of text classification using Graph-based models

of this activation function is then directed to an ad-
ditional GCN layer to ascertain logits. These log-
its are then transferred to the softmax function for
classification, similar to the approach followed by
the GCN model in the work by (Kipf and Welling,
2016),

7 = softmax (AReLU (AXWO> W1> 6)

Where A = D=3 AD™7 is the normalized sym-
metric adjacency matrix using degree matrix D,
where D;; = > j A;j (i,j represent row and column
of A,respectively) and Wy and W; are weight pa-
rameters that are trained via gradient descent.(Yao
et al., 2019) The loss function is defined as the
cross-entropy error over all labeled documents,

F

L==> YylnZy (7)

deYp f=1

Where d is the variable that iterates over the set
of document indices Yp, Y is the set of document
indices that have labels, F' is the dimension of the
output features, which is equal to the number of
classes, Y is the label indicator matrix, Yy is the
element of the label indicator matrix Y at row d,
and column f, and Z, is the predicted probabilities
or scores produced by the model for the document
d being in class f.

3.3 GAT

The GAT model primarily operates on a collec-
tion of node features as its input.(Velickovic et al.,
2017) The node features are expressed as:

h:{ﬁl,ﬁg,...,ﬁN},ﬁieRF (8)

Where ﬁl is the node features of i** node (i €
N), h is the set of node features, NV is the number
of nodes, and F' is the number of features in each

node. The model produces a new set of node fea-
tures (of potentially different cardinality, F’) as its
output,

! 7
h:{l,

Firstly, to calculate the final representation in
GAT, a weight matrix W, is applied to every initial
node. After that, a shared attentional mechanism
computes attention coefficients,

N WIS )

€ij = a (WEZ, WHJ) (10)

Here, a represents the self-attention of the nodes,
and the importance of node j’s features to node ¢
is calculated. Then, coefficients are normalized by

using a softmax function,

(11)

exp (e
a;j = softmax; (e;5) = S e(xgze'k)
eN; 2

Here, k is a neighboring node of ¢ from its neigh-
borhood N;. Finally, The attention coefficient c;;
for node 7 and its neighbor j is calculated using,

a;; = o (LeakyReLU (a” [Wh;|Why])) (12)

Where W is a learnable weight matrix, h;
and h; are the feature vectors of nodes 7 and
j, respectively, a is a learnable attention vector,
LeakyReLU is the leaky rectified linear unit acti-
vation function, || denotes concatenation, * repre-
sents transposition and o refers to the sigmoid func-
tion.

The feature representation of node 7 is up-
dated by aggregating the features of its neighbors,
weighted by the attention coefficients,

(+1) _ 0) 0
hy =" o) Whs
JEN )

(13)
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Where hEZH) is the updated feature vector of
§;>
cient between nodes ¢ and j in layer [, hg»l) is the
feature vector of node j in layer [, and N (i) rep-
resents the neighbors of node 7. Where each final
representation,

node ¢ in layer [ + 1, «;; is the attention coeffi-

K
- 1 k LT
k=1jeN;

(14)

Here, K depicts independent attention mecha-
nisms (heads). An output layer in GAT models
may translate the final node or graph representa-
tions into the required output format, such as class
probabilities for classification tasks.

3.4 BERT-GCN

The BERT model generates the document embed-
dings for BertGCN.(Lin et al., 2021) The initial
node feature matrix,

X = ( XSOC > (15)
(ndoc+nword )X d

Here, Xgoc € R™oc*? ig the document node
embeddings and d is the embedding dimension. X
is the input of the GCN model and the output fea-
ture matrix of the i-th GCN layer,

Lo = ( i L(z‘—nW(i)) (16)

Where L0~V is the output feature matrix of the
i — 1 layer, p is an activation function, A is the nor-
malized adjacency matrix, and W () € Rdi-1%di jg
a weight matrix of the layer ¢. Then, the outputs of
GCN are fed into the softmax layer Zgcn, similar
to 3.2 for classification.

In practice, improving BertGCN with an auxil-
iary classifier that directly acts on BERT embed-
dings leads to rapid convergence and improved out-
comes. An auxiliary classifier is created by di-
rectly feeding document embeddings (denoted by
X) to a dense layer activated using softmax:

ZBERT = softmax(W X) 17

The final training objective is the linear interpo-
lation of the prediction from BertGCN and the pre-
diction from BERT, which is given by:

Z =AxZgeN + (1 — X) * Zpgrr (18)

Where A is the balance between BertGCN
model and BERT module.

3.5 BERT-GAT

BertGAT(Lin et al., 2021) follows the structure
and implementation process specified in Section
3.4. Notably, it is fundamentally comparable to
BertGCN, comprising similar methodologies from
initial node embedding to final output generation.
The primary difference is that it uses the GAT
model, as described in Section 3.3, rather than the
GCN model, for its underlying graph modeling ar-
chitecture. In BertGAT, X is also used to control
the influence of GAT and BERT.

4 Experiment Setup

4.1 Dataset

* BanFake News - Hossain et al. (2020) intro-
duces a dataset for detecting fake news. The
dataset consists of 48K authentic and 1K fake
news articles from different categories. The
tasks are classification tasks to find out if
news is fake or not.

* Sarcasm Detection - This is Kaggle Compe-
tition Dataset | where the organizer curated a
dataset comprised of around 50K news head-
lines labeled in two categories: Sarcastic (1)
or Not-Sarcastic (0).

» HateSpeech Detection - Dataset provided by
Karim et al. (2020) has raw texts collected
from different sources with around 3k sam-
ples for training and 1k samples for testing.
This dataset categorized into political, per-
sonal, gender-abusive, geopolitical, and reli-
gious hates

* SentNoB - In SentNoB(Islam et al., 2021),
public comments on news and videos were
collected from social media to detect the sen-
timent. The sentiments were labeled as Pos-
itive, Negative, and Neutral. The training
dataset size is 13.5K, whereas the validation
and test dataset size are 1.5K.

* Emotion Detection - For the emotion de-
tection task, we use an emotion detection
dataset provided by Trinto and Ali (2018) on
which Bengali text data were extracted from

"https://www.kaggle.com/competitions/nlp-competition-
cuet-ete-day-2022/data
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YouTube comments in different kinds of Ben-
gali videos. The emotion dataset contains
around 3k samples and 5 classes represent-
ing different emotions such as anger/disgust,
fear/surprise, joy, sadness, and none.

4.2 Preprocessing & Setup

In this experiment, we preprocessed the datasets by
removing the number, URL, other language sym-
bols or words, punctuation, and emojis. Five dif-
ferent models were used in this experiment includ-
ing four graph-based models. BERT, BertGAT,
and BertGCN Model used csebuetnlp/banglabert
base (Bhattacharjee et al., 2022). BERT model
contains hidden dimension 768, learning rate 1 x
107, batch-size 16, and the maximum length of
each sequence considered was 128. For the GCN
model used in this experiment, the layers consid-
ered were 3, hidden dimension 200, drop-out rate
0.5, and learning rate considered 1 x 1073. GAT
was also used in this experiment and includes 8
heads, learning rate 1 x 1073, batch size 64, hid-
den dimension 200, and epochs used 200. On the
other hand, the BERT model in BertGCN and Bert-
GAT includes max length for inputs 128, batch
size 128, the learning rate of 1 x 107°, and 60
epochs. GCN model integrated into BertGCN in-
cludes layers 3, hidden dimension 200, drop-out
rate 0.5, and learning rate considered 1 x 1073,
Finally, the GAT model combined with BERT in
BertGAT contains 8 heads, learning rate 1 x 1073,
batch size 64, hidden dimension 200, and epochs
used 200. Different ablation studies were done to
find the right graph structures for GCN and GAT
in Table 3 and 4. This experiment was done using
Python 3.10 and experimented on Google Colab
with NVIDIA Tesla T4 GPU and Kaggle with a
single NVIDIA Tesla P100 GPU. To evaluate the
model performance we use Accuracy, Macro-F1
Score & Weighted F1 score matrices in this exper-
iment.

4.2.1 Computational Efficiency Analysis

Graph-based algorithms impose substantial com-
putational demands. The feasibility of deploying
these models at scale relies on several critical fac-
tors, encompassing model complexity, graph di-
mensions, and scalability considerations. Increas-
ing the complexity of BertGCN models, especially
through the enlargement of BERT embeddings, in-
evitably mandates a significant allocation of com-
putational resources. The size of the graph serves

as a pivotal determinant influencing computational
efficiency. Addressing very large graphs poses
significant challenges due to heightened computa-
tional and memory requirements, potentially lead-
ing to scalability issues. It’s worth noting that
graph-based models require a longer computation
time (more than 2 to 5 times) compared to the
BERT model.

4.2.2 Assessing Past Leading Models

In Table 1, an overview of the performance of pre-
vious state-of-the-art models is provided. These
outcomes offer valuable insights and establish a
foundation for performance bench marking.

Dataset Performance
Model Macro F1
SentNoB n-gram fusion 64.61
Sarcasm BERT 89.93
HateSpeech SVM 60.78
BanFakeNews SVM 91.00
Emotion LSTM 59.23

Table 1: Performance of Previous Leading Models

5 Result & Discussion

In this section, we measured performance metrics
across all five models for each of the five distinct
datasets, facilitating a comprehensive comparative
analysis. We evaluated edge features, where we as-
sessed the effects of d2w-only relationships exclu-
sively, as well as the d2w-+w2w relationships. Sub-
sequently, we turned our attention to a thorough in-
vestigation into the utilization of both one-hot em-
beddings and BERT embeddings, with a focus on
how these variations influenced the overall model
performance. Finally, we embarked on the quest to
identify the optimal values for the parameter \, par-
ticularly within the BertGCN and BertGAT mod-
els. Our pursuit aimed to unravel the intricacies
of their behavior and performance under varying
A values.

5.1 Performance Analysis of Graph NLP
Models

In the study, table 2 represents performance ma-
trices of different models and datasets. Models
include BanglaBert which is generally used for
Bangla language classification tasks. BanglaBert
is compared with various graph-based mod-
els including TextGCN, GAT, BanglaBertGAT,
and BanglaBertGCN. Different datasets including

109



Dataset Model Performance Metrics

Accuracy Macro F1 Score  Weighted F1

BanglaBERT 74.46 69.55 73.03

SentNoB GCN 41.60 29.66 33.69

GAT 42.03 33.98 36.97

BanglaBERT-GAT 74.65 70.65 74.65

BanglaBERT-GCN 75.66 71.70 74.72

BanglaBERT 93.30 49.00 98.31

Sarcasm Detection GCN 61.40 44.22 50.91

GAT 77.59 44.69 87.38

BanglaBERT-GAT 95.85 48.94 97.88

BanglaBERT-GCN 98.22 49.55 99.10

BanglaBERT 69.33 41.65 65.41

HateSpeech Detection GCN 44.07 14.57 30.87

GAT 47.37 25.63 42.58

BanglaBERT-GAT 71.44 57.05 70.32

BanglaBERT-GCN 73.33 60.80 72.81

BanglaBERT 96.65 92.99 96.51

BanFakeNews GCN 84.60 75.12 77.54

GAT 87.10 77.16 78.09

BanglaBERT-GAT 97.14 92.91 97.02

BanglaBERT-GCN 98.55 96.69 98.55

BanglaBERT 70.78 41.26 65.52

Emotion Detection GCN 46.68 14.79 34.97

GAT 47.29 16.96 35.42

BanglaBERT-GAT 75.30 45.67 71.63

BanglaBERT-GCN 76.81 46.70 72.67

Table 2: Performance of Graph base NLP Model in Different Bangla Text Classificaiton Dataset

SentNoB, Sarcasm detection, hate speech detec-
tion, BanFakeNews, Emotion detection, and sen-
timent analysis were used for text classification us-
ing these models. In table 2, BERT’s accuracy,
macro F1 score, and weighted F1 score are very
superior to TextGCN and GAT models for all the
datasets. BERT shows this excellence due to a
strong contextual understanding of text and pre-
training on a large number of data. GCN and
GAT perform well when the data is a graph. How-
ever, these models are not able to properly under-
stand and represent local contextual information.
Thus, they didn’t perform well in the classifying
task of the datasets. GAT was better compared to
TextGCN.

GAT was able to use attention mechanisms to

identify the importance of neighbors. This enables
GAT to capture complex relationships and local
sequences better than GCN. Bangla BertGAT out-
performed BERT by 1% to 5% for Sarcasm De-
tection, Hate speech detection, Emotion detection,
and Sentiment analysis datasets. For the SentNoB
dataset, BertGAT shows a very slight improvement
over BERT. The reason is BertGAT’s attention
mechanism of GAT and Bangla BERT’s pretrain-
ing. Finally, BanglaBertGCN bested all the mod-
els for the datasets. BanglaBertGCN outperformed
BanglaBertGAT and gained superior results by 1%
to 3% for all the datasets. Bangla BertGCN cap-
tures local contextual information as well as the
global relationship among all the words and doc-
uments. Which accounts for its greater accuracy,
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Figure 2: Attention heatmap for all models of the sen-
tence

macro F1 score, and weighted F1 score.

Figure 2 represents each model’s focus on in-
dividual word tokens from text "*/eTl ZI (MTS
1914 TS" for hate speech detection. The tokens
0: '[CLS]', 1: ™', 2: ', 3:'##®I', 4:'@ACS,
5901, 6:'#44", 7:'W©', 8: '[SEP]' are generated.
For graph models, the word tokens were also
considered as nodes. The BertGCN model pro-
vided more attention scores on the hate words
(highlighted by deeper colors).

5.2 Edge Features Effect in Graph based
Models

Table 3 depicts the effect of different edge
feature structures on the graph-based models.
Two types of edge features were evaluated: (1)
d2w only, which is the edges created from
only the word and document edges, and (2)
d2w+w2w, which contains edges from word and
document relationships as well as word and
word relationships. The effects are measured in
terms of accuracy. The d2w+w2w edge features
showed better performance than the d2w-only
structure for all the datasets in all four graph
models.

Word-word edge structure creates a similar
semantic cluster of similar words, providing
more information about the context.(Han et al.,
2022) Thus, an edge set containing a d2w+w2w
structure captures more contextual information
from a text, providing it with a greater perfor-
mance. BertGCN bested all the models for both
edge feature structures. BertGAT slightly lags
behind BertGCN in terms of performance.

5.3 Node Features Effect in Graph based
Models

One hot embedding is usually used to determine
node features for graph-based models. BERT
embedding was also used in this study to com-
pare with One hot embedding. BERT embedding
is learned during pretraining. In this study, the
evaluation of test accuracy for One-hot embed-
ding and BERT embeddings were used as initial
node features on five datasets for four differ-
ent Graph models. Specifically, In table 4 com-
parison between test accuracy against One hot
embedding and BERT embeddings for the Sent-
NoB dataset is shown. Firstly, TextGCN and
GAT models give better results with BERT em-
bedding than one-hot embedding. This may
be because sentiment analysis tasks gain better
leverage from the broader semantics knowledge
learned from an extensive external text.(Han
et al., 2022)

Model Name Edge Features
d2w only | d2w+w2w
TextGCN 41.31 41.60
GAT 41.55 42.03
BERT-GAT 74.46 74.65
BERT-GCN 74.84 75.66

Table 3: Comparing different SentNoB Edge Features
architecture

Model Name Node Features
One Hot | BERT
TextGCN 41.60 41.98
GAT 42.03 56.18
BERT-GAT 74.65 58.13
BERT-GCN 75.66 62.55

Table 4: Comparing different SentNob Node Features
architecture

Moreover, GCN and GAT aren't able to cap-
ture local semantic features with one hot em-
bedding. BERT provides local attention as
well as identifies long-term dependencies in
a text.(Devlin et al., 2018) Thus, BERT fea-
tures to improve the overall performance of
GCN and GAT. Secondly, BertGAT and BertGCN
show better performance in one hot embedding
than BERT embedding. This finding can be as-
cribed to the hypothesis that providing BERT
embedding results in additional redundancies
and complexity. Thus, resulting in poor per-
formance when compared with one hot embed-
ding. Finally, in this research endeavor edge
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Figure 3: Effects of A in BanglaBERT-GCN over accu-
racy for all datasets

BertGAT Accuracy over Lambda(}) for Datasets
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Figure 4: Effects of A\ in BanglaBERT-GAT over accu-
racy for all datasets

sets (d2w+w2w) were used because they gave
the best result in a full environment.

5.4 Effects of Lambda())

The values of lambda A have a significant ef-
fect on the overall performance of both Bert-
GCN and BertGAT models. A\ has values from 0
to 1. BertGCN/BertGAT's final output is deter-
mined by a linear interpolation of predictions
from BERT and BertGCN (or BertGAT), which
is defined by the parameter (\). The value of
A varies for different tasks. When X is set to
1, it represents sole dependence on BertGCN
or BertGAT, whereas a A value of 0 represents
exclusive reliance on the BERT model.

In this study, the A\ values were measured
against accuracy to determine the effects it has
on all five different datasets. In figure 3 and
figure 4, the curves represent the influence of A
on each dataset for BertGCN and BertGAT mod-
els. Each of the curves contains accuracy for A
value from 0.1 to 0.9. Usually, very high or very
low values of \ are ignored. Because it removes
a significant portion of either BERT or GCN (or

GAT) influence from the BertGCN (or BertGAT)
structure. In figure 4 we also examined similar
phenomena for the BERTGAT model. It is ob-
served in the study that the highest accuracy
values can be observed for A values from 0.3-
0.7. This is observed because of the balanced
performance of graph-based and BERT methods.
However, when the BertGAT model was con-
sidered, the picture was slightly different. In
figure 4, maximum accuracy was obtained for
BertGAT throughout a range of X\ values rang-
ing from 0.1 to 0.5. While the SentNoB, Hate
Speech, and Emotion datasets performed best at
A = 0.1. The overall behavior can be explained
by the high performance of the BERT method
in the integrated structure.

6 Conclusion

This study evaluates various graph-based mod-
els for Bangla text classification and assesses
their performance. TextGCN and GAT exhibit
comparatively lower performance when com-
pared to BERT. However, the integration of
these models with BERT yields superior results
in comparison to other models for classifica-
tion tasks. BertGCN incorporates BERT's large-
scale pretraining and fine-tuning, enhanced by
transductive learning. BertGCN and BertGAT
exhibit improved comprehension of local se-
mantics through their integration with BERT.
We advocate for the adoption of graph-based
models, particularly BertGCN and BertGAT, for
Bangla text classification, given their compara-
tively heightened predictive accuracy when con-
trasted with traditional text classification mod-
els.

In conclusion, it's noteworthy that the do-
main of Bangla text remains relatively unex-
plored in the context of graph-based algorithms
and concepts. Numerous unexplored avenues
including knowledge graphs and alternative
graph models beyond GCN and GAT demand
further exploration. However, it's essential to
acknowledge that graph-based models entail sig-
nificant computational resources, leading us to
consider these avenues for future research en-
deavors.

Limitations

Graph models exhibit certain limitations that
should be considered in academic research.

112



First, their scalability is often constrained, as
handling large-scale graphs can be computa-
tionally intensive. Additionally, these models
may struggle with sparse or incomplete data,
impacting their accuracy in real-world scenar-
ios. Interpretability can be challenging, making
it hard to discern the rationale behind their
predictions. Moreover, graph models may not
effectively capture temporal dynamics, limiting
their applicability in time-dependent problems.
Lastly, they may require significant domain-
specific expertise for effective deployment, pos-
ing a barrier to their widespread adoption in
diverse fields.
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A Accuracy & Loss Plots
A.1 Accuracy Plots

Figure 5 illustrates the training accuracy versus epochs for all the different datasets. Initially, the
training accuracy for these datasets applying all the models ranges from 0.1-0.9. GCN and GAT
show very low training accuracies compared to all the models for all the epochs. GAT shows
better performance due to its attention mechanism.

Hate Accuracy Plot

motion Dataset
e e
Y

BanFake Accuracy Plot Emotion Accuracy Plot

Figure 5: Accuracy Plots of Different Models in Aforementioned Datasets

BERT, BertGAT, and BertGCN show the highest accuracies. BertGCN and BertGAT outperform
the BERT model. One of the reasons for this outperformance is the fine-tuning of the BERT model
before integrating it with the graph-based model. In the fine-tuning phase, the model adapts
to the specific characteristics of each dataset. In this figure, a consistent increase in accuracy
can be seen as training continues until the highest training accuracy is achieved. It is crucial to
highlight that beyond this point, there is a risk of over-fitting.

A.2 Loss Plots

In figure 6, training loss versus epochs for each dataset was observed. The curves represent
different models used in this study. The training loss starts from a very high value initially. With
the increase of epochs, the training loss sharply decreases.

Then, the losses decrease and become steady until it reaches a point where the training
accuracy reaches its maximum value. If the training continues overfitting may occur resulting in
a large gap between training loss and test loss. For GAT and GCN, the loss curves are consistently
situated higher on the graph across all datasets.

The training loss for all the datasets for GCN as well as Sarcasm, BanFake, and Hate Speech for
GAT is not decreasing significantly, showing that the training loss may be not learning effectively
from the data. For SentNOB, BanFake, and Emotion datasets, GAT's loss curves decrease below
those of GCN, while Sarcasm detection and Hate speech datasets exhibit the opposite behavior.
Particularly, for the SentNOB dataset, the BERT loss decreases below BertGAT, and BertGCN's loss
curve decreases below BERT's.
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Figure 6: Loss Plots of Different Models in Aforementioned Datasets

On the other hand, in the Emotion and Hate Speech datasets, the loss curves decrease in the
following order: BERT, BertGAT, and BertGCN. Finally, Sarcasm and BanFake datasets, BertGAT and
BertGCN both exhibit decreased losses compared to BERT. But, overall BERT, BertGAT, and BertGCN
show a steep fall in the initial epochs suggesting that the model is learning quickly. However, as
training progresses, the pace of decline may drop, suggesting that the model is approaching an
ideal answer.
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Abstract

End-to-end Document Key Information Ex-
traction models require a lot of compute
and labeled data to perform well on real
datasets. This is particularly challenging for
low-resource languages like Bangla where
domain-specific multimodal document datasets
are scarcely available. In this paper, we
have introduced SynthNID, a system to gen-
erate domain-specific document image data
for training OCR-less end-to-end Key Infor-
mation Extraction systems. We show the
generated data improves the performance of
the extraction model on real datasets and the
system is easily extendable to generate other
types of scanned documents for a wide range
of document understanding tasks. The code
for generating synthetic data is available at
https://github.com/dv66/synthnid

1 Introduction

Document Key Information Extraction (KIE) is
a very crucial task to extract structured or semi-
structured information from printed documents and
images (Luo et al., 2023; Shi et al., 2023; Lee et al.,
2022). Numerous user-facing applications nowa-
days require scanning and extracting information
as key-value pairs from raw images of invoices,
receipts, ID cards etc. Previously, these types of
information extraction systems required a manda-
tory OCR engine and rule-based approaches in the
pipeline. However OCR-based systems become
error-prone easily because of the lack of contex-
tual understanding (Kim et al., 2022). Also, hand-
picked rule-based extraction systems cannot handle
all possible transformations and variations that can
be found in scanned documents.

Recently, a surge of pre-trained models has
been witnessed in the area of document under-
standing. These models overcome the problems
of OCR-powered Key Information Extraction sys-

* Equal contribution

tems by completely removing the need to apply
character-level recognition and information aggre-
gation. These models are essentially vision trans-
formers which are pre-trained on huge datasets
of scanned documents across multiple languages
(Kim et al., 2022). These pre-trained models
achieve state-of-the-art in various document un-
derstanding tasks on the particular languages they
were pre-trained on. It is possible to fine-tune these
models for downstream extraction tasks in other
languages with sub-optimal performances. In the
case of low-resource languages like Bangla, it is a
severe issue because there are almost no datasets
for the Document Key Information Extraction task
in Bangla. Although a number of works are found
in the literature regarding Bangla OCR and/or text
detection systems (Safir et al., 2021; Hossain et al.,
2022; Rabby et al., 2019; Alam et al., 2020), none
of them perform end-to-end Key Information Re-
trieval which is essential to retrieve necessary fields
from the scanned document.

Collecting annotated data for Document Key In-
formation Extraction is also quite expensive and
time-consuming. To reduce labelling effort and
cost of labelling, synthetic data is often used along-
side real data to train models for various Document
Understanding tasks (Gupta et al., 2016). Unfortu-
nately, general-purpose synthetic image generators
do not focus on Key Information Extraction only
but on general-purpose document understanding
tasks. Most of the state-of-the-art generators sup-
port only English or rich-resource corpus thus low-
resource languages like Bangla are completely ig-
nored. Also, the lack of availability of high-quality
Bangla corpus for Key Information Extraction tasks
is another reason for the absence of end-to-end
models in this area. The end-to-end Key Informa-
tion Extraction model requires huge datasets with
millions of samples (Kim et al., 2022) and hundreds
of GPU hours which also contributes to this issue.
One option is to fine-tune the pre-trained multi-
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lingual end-to-end models on the target language
e.g. Bangla to perform Key Information Extrac-
tion on real documents like the National ID card
of Bangladesh, License Plates etc. This approach
is particularly useful when the whole document
image is used as an information source and the tar-
get output is a structured data format like JSON.
Because then an extra field extraction or linking
stage is no longer required to add to the extraction
pipeline.

In this work, we propose a system SynthNID,
to generate domain-specific synthetic data which
improves the performance of end-to-end document
key information extraction tasks when fine-tuned
alongside real data. Our primary focus for this
work was to extract key values from the National
ID Card of Bangladesh which contains a mixture
of English and Bangla text in the document but
using our approach a wide range of scanned docu-
ments can also be generated for Key Information
Extraction tasks. We demonstrate the effectiveness
of the generated data by fine-tuning end-to-end Key
Information Extraction models. Our synthetic data
increases the model’s performance in extracting
key-value pairs from real datasets.

2 Related Work

Document Key Information Extraction is a widely
studied task in the literature. Most popular models
incorporate the output of an OCR engine and learn
to parse them from scanned documents (Hwang
et al., 2021b,a). (Hwang et al., 2019) and (Ma-
jumder et al., 2020) have applied Document Key
Information Extraction to various real-world ap-
plications. Most of these approaches introduce
a learning framework where the text is detected
separately using an off-the-shelf OCR engine and
a sequence model takes the input from the previ-
ous stage considering the text content and locality
of the information. Despite the convenience of
end-to-end models for KIE tasks, only a few are
available in the literature like OCR-free document
understanding transformer (Kim et al., 2022). This
model takes the whole document image as an in-
put and applies a visual attention mechanism to
learn the output sequence which is essentially a
key-value structure like JSON. However, the end-
to-end model variants are only pre-trained in Chi-
nese, Japanese, Korean and English.

Although there are a number of works present
in literature regarding Bangla OCR and a few in

Document Understanding, almost none of them
address end-to-end Key Information Extraction on
Bangla scanned documents or multilingual scanned
documents where Bangla is present. bbOCR is a
scalable document OCR that employs a Bangla
text recognition model using synthetic datasets
(Zulkarnain et al., 2023). BaDLAD is a large multi-
domain Bangla Document Layout Analysis dataset
which contains more than 33k manually labeled
documents from a wide range of sources including
books, magazines, newspapers etc. (Shihab et al.,
2023). (Ataullha et al., 2023) improves Document
Layout Analysis performance leveraging Mask R-
CNN architectures. They show competitive results
in segmenting Bangla Documents.

Most of the existing works in Bangla Docu-
ment Understanding have tackled problems like
text extraction or layout analysis by segmenting
the image components, whereas none of them con-
sidered extracting key information in a structured
format which can be easily used by independent
user-facing applications. In this effort, we have ad-
dressed this gap in the existing literature and aimed
to solve the issue by new approaches to generate
Bangla synthetic documents for domain-specific
KIE tasks.

3 Datasets

3.1 Synthetic Dataset Generation

Our synthetic data generation system depends on
named entities and random background images.
We have collected a dataset of Bangladeshi Bangla
first names, middle names and last names for males
and females. We developed an empty layout of
the ‘overlay’ which is proportionally similar to the
national ID card of Bangladesh. For this work, we
have skipped the image and signature part of the ID
card because we are only interested in the text here.
On the Bangladeshi national ID card’s front side,
the person’s name, mother’s name, father’s name,
date of birth, and identification number these fields
are dynamic. Other texts don’t change mostly. Our
tool picks random names from a dataset of names,
generates proper names, and fills the dynamic slots
on the overlay. The name dataset was collected
manually by labeling named entities from publicly
available Bangla corpus. Identification number and
date of birth fields are randomly generated accord-
ing to their standard formats and inserted. Then we
pick a random background image from an image
store and put the data-filled overlay on the back-
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Figure 1: Steps for preparing synthetic NID data for KIE fine-tuning.

ground image. While doing this, we ensured that
the overlay covered from 75% to 90% of the back-
ground after applying a rotational transformation.
Finally, we apply random blur noise effects using
(Jung et al., 2020).

With simple customization, this tool can be used
to generate a wide range of Bangla-scanned syn-
thetic documents for downstream document under-
standing tasks.

3.2 Real Dataset

In our experiments, we have used a real dataset of
11,390 images. From this, 10,890 are used for the
training and validation and 500 for testing. The end
users were provided with a mobile application for
data collection. The mobile application allows end
users to capture an image using a guiding rectangle
box. Users had the option to review the captured
image and, if necessary, retake it to ensure data
quality. Although most of the real data was of good

quality, there were some unavoidable noisy, faded,
and rotated or tilted images which made the real
data more challenging for the model than synthetic
data.

4 Experiments

For our end-to-end model, we used the OCR-free
document transformer (Kim et al., 2022) which is
the current state-of-the-art in KIE. The model out-
performs various other models like LayoutLM (Xu
et al., 2019), LayoutLMv2 (Xu et al., 2020), Lay-
outXLM (Xu et al., 2021), SPADE (Hwang et al.,
2021b), WYVERN (Hwang et al., 2020) in docu-
ment Key Information Extraction tasks. The model
is essentially a vision transformer (Dosovitskiy
et al., 2020) which is pre-trained on a huge dataset
containing real and synthetic data 13M in total. The
real dataset IIT-CDIP (Lewis et al., 2006) contains
around 11M samples of complex scanned English
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Performance

Training Dataset Real Test Data Acc. Synthetic Test Data Acc.
Bangla English  Overall Bangla English  Overall
Fields Fields Fields Fields
synth:real-50K:0K  25.96% 31.10% 25.02% 90.71% 94.55% 92.37%
synth:real-OK: 10K  76.55% 82.92% 79.28% 80.08% 92.8% 85.91%
synth:real-2K: 10K  78.76% 83.95% 81.14% 83.57% 96.54% 89.54%
synth:real-5K:10K  80.56% 83.79% 82.01% 85.58% 98.52% 91.55%
synth:real-10K: 10K 81.53% 83.73% 82.5% 85.79% 98.79% 91.59%
synth:real-50K: 10K 81.35% 84.6 % 82.74% 89.06 % 99.39 % 93.72%

Table 1: Performance of the models trained on different splits of the dataset in terms of TED

documents. They created a synthetic dataset gener-
ation system SynthDoG which generates synthetic
document samples in Chinese, Japanese, Korean,
and English 0.5M per language.

4.1 Fine-tuning Process

We fine-tune the Donut-base model (Kim et al.,
2022) for the Key Information Extraction (KIE)
task in a mixed scheme where we use splits of both
synthetic and real data in our fine-tuned training
set. The input resolution is set to 345 x 575 pixels
and the max length in the decoder is set to 100.
For the English and Bangla multilingual tokenizer,
we use the Banglabert-large model (Bhattachar-
jee et al., 2022). We finetune the model in early
stopping setup for a maximum epoch of 30, using
Pytorch-Lightning module (Falcon, 2019) and with
one NVIDIA RTX 3070 GPU. We use the Adam
(Kingma and Ba, 2014) optimizer, training and val-
idation batch size is set to 512 and 8 respectively
and the learning rate is set to 3 x 107°. We use a
number of 1,000 training samples per epoch. For
the evaluation of the models, we use the tree edit
distance (TED) metric (Zhang and Shasha, 1989),
by representing the extracted field values of the
NID as a tree.

4.2 Performance on Split Datasets

We evaluated 6 different models trained on differ-
ent splits of the dataset containing different mixes
of the real with synthetic data. Our dataset contains
a total of 10,890 (10K) real and 50,000 (50K) syn-
thetic NID images. The real dataset contains more
than one images from a user (but in a slightly differ-
ent orientation). An NID contains 3 Bangla fields
(name_bn, father_name and mother_name) and 3
English fields (name_en, dob and nid_no). For
establishing a baseline the first two models were

trained on only synthetic and real data respectively.
For the rest of the 4 models, we used a mix of the
10K real data with different quantities of synthetic
data for training. For the evaluation of the models,
we used an unseen test set containing 500 synthetic
and 500 real data across all the tests.

The results are shown in Table 1. The per-
formance over the Bangla fields (name_bn, fa-
ther_name and mother_name) and English fields
(name_en, dob and nid_no) are shown separately
along with the overall performance. For the mod-
els’ performance over each field please refer to Ap-
pendix A. We found that, although the first model
trained purely on the 50K synthetic data performs
well over the synthetic data it performs poorly over
real data. This suggests even with our different ap-
proaches to make the synthetic data represent real
data the model was not able to learn how to work
with real data. In the second model where we used
all of the 10K real data with no synthetic data, we
see a significant improvement in the performance
over real data. However, the performance was poor
over the Bangla fields where the second model only
achieved an accuracy of 76.55% over the Bangla
fields of real data.

We start to see performance improvement in the
third case where the model was trained on all of
the 10K real data along with 2K synthetic data. In
fact, the model outperformed the second model
where the train set contained only real data. This
proves that a mix of synthetic with real data indeed
improves the performance of the model. The per-
formance was more prominent in the case of the
Bangla fields where the accuracy improved from
76.55% to 78.76% over real data. The performance
improves consistently over the Bangla fields as
well as the English fields as more synthetic data is
mixed in the train set. Most of the improvement
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was found in the extraction of Bangla fields with
the addition of synthetic data and we were able to
achieve a best of 81.53% accuracy over the Bangla
fields of the real data in the fifth model. In the sixth
model where all 50K synthetic data is mixed with
the 10K real data, we start to see a slight drop in the
accuracy of the Bangla field extraction from real
data. This suggests a case of diminishing returns in
the performance over real data when there is more
synthetic data than real data in the mix.

5 Ethical Considerations

While developing our system we prioritized end
users’ privacy protection. The app was developed
and used to collect data inside the organization. In-
formed consent was obtained from the app users
and stringent data anonymization measures were
applied while using real data for testing the mod-
els’ performances. While generating the synthetic
data, every field is generated in a completely ran-
dom strategy. Our ethical framework was aimed to
develop high-quality Bangla KIE models while pro-
tecting user privacy, maintaining transparency, and
ensuring responsible data handling thus strengthen-
ing our commitment to conduct ethical Al research.

6 Conclusion

In this paper, we have introduced a scheme to gen-
erate high-quality domain-specific synthetic data
for the Key Information Extraction task on Bangla
scanned documents. We have shown the synthetic
data generated using our approach enhances the per-
formance of end-to-end KIE models. In future, we
will investigate the areas where effective labelling
strategies can be employed to learn good models
with a low amount of data using active learning
techniques.
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A Appendix

A.1 Models’ Performance Variation Across

Bangla Fields

Table 2 and 3 shows the performance of the mod-
els over the three Bangla fields: name_bn, fa-
ther_name and mother_name across the real and
synthetic test sets respectively. In the NID card of
Bangladesh, all of the three fields consist of only
Bangla letters. Although the models perform a
little worse than English fields across the Bangla
field which is due to the absence of Bangla data
in the pre-trained base Donut model, we can see a
steady increase in performance as more synthetic
data is used in the fine-tuning process. The perfor-
mance improvement was almost equal across the
real (Table 2) and synthetic test data (Table 3).

A.2 Models’ Performance Variation Across
English Fields.

Table 4 and 5 shows the performance of the models
over the 3 English fields: name_en, dob and nid_no
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synth:real-50K:0K  27.67% 30.03% 28.92%
synth:real-OK: 10K 77.23% 72.9% 81.2%
synth:real-2K: 10K 78.98% 75.69% 82.7%
synth:real-5K: 10K 81.23% 77.2% 84.59%

83.98%
83.55%

79.07%
79.98%

synth:real-10K:10K  82.02%
synth:real-50K:10K  81.9%

Table 2: Performance of the models over Bangla fields
in terms of TED across real test data
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synth:real-50K:0K  90.63% 90.57% 91.4%
synth:real-OK: 10K 82.1% 78.08% 81.05%
synthireal-2K: 10K 84.35% 82.54% 84.68%
synth:real-5K: 10K 85.57% 84.94% 86.92%

87.86%
90.25%

85.92%
89.31%

synth:real-10K: 10K 85.9%
synth:real-50K:10K  89.9%

Table 3: Performance of the models over Bangla fields
in terms of TED across synthetic data

across the real and synthetic test sets respectively.
In the NID card of Bangladesh, name_en consists
of only English letters, dob consists of a mix of En-
glish letters and numbers (DD Month YYYY) and
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synth:real-50K:0K  24.33% 52.42% 37.72%
synth:real-OK: 10K 78.84% 96.02% 77.87%
synth:real-2K: 10K 79.44% 96.67% 79.97%
synth:real-5K: 10K 82.11% 96.37% 76.09%

76.75%
79.85%

95.88%
95.85%

synth:real-10K:10K  81.71%
synth:real-50K:10K  81.49%

Table 4: Performance of the models over English fields
in terms of TED across real test data
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synth:real-50K:0K  99.41% 99.82% 81.82%
synth:real-OK: 10K 89.54% 97.23% 93.09%
synth:real-2K: 10K 92.19% 99.93% 99.36%
synth:real-5K: 10K 96.74% 99.98% 99.69%
synth:real-10K: 10K  97.74% 99.5% 99.73%
synth:real-50K: 10K  99.17% 99.45% 99.91%

Table 5: Performance of the models over English fields
in terms of TED across synthetic test data

nid_no consists of only English numbers. The base
Donut model being pre-trained on English data per-
forms better across the English fields, except for
the nid_no field of real test data where the model
seems to struggle more than any other fields. Like
before we see a steady increase in performance as
more synthetic data is used in the fine-tuning pro-
cess with equal performance improvement across
the real (Table 4) and synthetic test data (Table 5).
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Abstract

In the context of the dynamic realm of Bangla
communication, online users are often prone
to bending the language or making errors due
to various factors. We attempt to detect, cat-
egorize, and correct those errors by employ-
ing several machine learning and deep learn-
ing models. To contribute to the preserva-
tion and authenticity of the Bangla language,
we introduce a meticulously categorized or-
ganic dataset encompassing 10,000 authentic
Bangla comments from a commonly used so-
cial media platform. Through rigorous com-
parative analysis of distinct models, our study
highlights BanglaBERT"s superiority in error-
category classification and underscores the ef-
fectiveness of BanglaT5 for text correction.
BanglaBERT achieves accuracy of 79.1% and
74.1% for binary and multiclass error-category
classification while the BanglaBERT is fine-
tuned and tested with our proposed dataset.
Moreover, BanglaT5 achieves the best Rouge-
L score (0.8459) when BanglaTS5 is fine-tuned
and tested with our corrected ground truths.
Beyond algorithmic exploration, this endeavor
represents a significant stride in enhancing
the quality of digital discourse in the Bangla-
speaking community, fostering linguistic pre-
cision and coherence in online interactions.
The dataset and code is available at https:
//github.com/SyedT1/BaTEClaCor.

1 Introduction

The Bangla language is an Indo-Aryan language
with deep historical roots. It is spoken by approxi-
mately 230 million people globally and is the 6th
most spoken language in the world as stated by
the CIA World Factbook '. Bangla is renowned
for its intricate and unique style, holding cultural
and literary significance, and reflecting a rich her-
itage spanning generations. However, within the
* These authors contributed equally to this work.

"https://www.cia.gov/the-world-factbook/
countries/world/

contemporary world of communication, particu-
larly on platforms like social media, the fluidity of
making typographical errors often results in devi-
ations from the language’s original form. So, The
complexity of the Bangla script with its 50 letters
comprising 11 vowels and 39 consonants is often
reflected in the digital landscape .

Among the set of Bangla letters, certain complex
characters contribute to the challenge of writing
that results in a divergence between written and
spoken communication. Phonetically similar al-
phabets in Bangla share the same pronunciation or
phonetic utterance that allows interchangeability
and consequently leads to errors within words as
shown in Figure 1 (Mittra et al., 2019). For in-
stance, Figure 1 shows the interchange of letters
having similar phonetic qualities that generate error
words impacting the language’s authenticity and
coherence (Sifat et al., 2020).

Phonetically Similar Letters : "~"and ""; "*" and ">"

Vowel Characters of20 and "El T and "Co"
Consonant Clusters “&“and “®8” ; "8" and "¥"
Informal Style "YIRTSR" ; RIS

Figure 1: Examples of Different types of errors

In the realm of online platforms, such as
YouTube and other social media networks, users
frequently embrace an informal variant of the
Bangla language that is characterized by regional
speech patterns and influenced by local dialects or
colloquial expressions typical to the residents of
the area. This informal variant derived from the
original standard Bangla tends to deviate from its
roots and originality. This shift can be attributed to
the fast-paced and dynamic nature of online com-
munication where brevity, quickness, and informal

2https://en.wikipedia.org/wiki/Bengali_
alphabet
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expression often take precedence over traditional
linguistic norms as an example shown in Figure 1.

Textual error detection and correction of the
Bangla language hold significant importance as cor-
rected text preserves language integrity, promotes
literacy, and conveys professionalism. Online inter-
actions further underscore the necessity of Bangla
text correction as it enables clear communication
on a global scale, enhances brand reputation, facil-
itates cross-cultural communication, and reduces
the chances of misinterpretation. Notably, there
have been datasets used for similar purposes, pre-
dominantly consisting of samples collected from
Bangla newspapers, blogs, or synthetically gener-
ated.(Mridha et al., 2019) (Sifat et al., 2020). How-
ever, they may not fully represent the day-to-day
informal and formal interactions of Bangla lan-
guage speakers on various online platforms where
several types of errors can be more prevalent. To
address this gap in the existing resources, we in-
troduce a novel dataset for Bangla text error cor-
rection named BaTEClaCor: A Novel Dataset for
Bangla Text Error Classification and Correction.
The dataset is licensed under CC -BY-NC 4.0 (Cre-
ative Commons Attribution)

Through a comprehensive approach, this re-
search aligns itself with the larger goal of fostering
a digitally literate and linguistically precise digital
space for the Bangla community. Our contributions
are:

* Introduction of an expansive and authentic
dataset comprising 10k of diverse Bangla com-
ments from YouTube videos. The dataset
can enhance the generation capability of
transformer-based models by providing valu-
able insights into the informal and regionally
influenced Bangla language.

» Performance analysis of several advanced
machine learning and deep learning models
including BanglaBERT, LSTM, and XLM-
RoBERTa to detect errors within Bangla
YouTube comments and classify them based
on specific error categories while the models
are fine-tuned and tested with the proposed
dataset.

* Analyzing the performance of BanglaT5 to
correct different categories of textual errors
including phonetic and grammatical errors
while fine-tuning and testing with our pro-
posed dataset.

These contributions enhance the quality of lin-
guistic interactions online and pave the way for a
more precise and digitally literate environment for
Bangla speakers, fostering meaningful communi-
cation, and understanding in the digital realm.

2 Related Work

Numerous endeavors have been undertaken to en-
hance Bangla text correction despite its status as
a low-resource language. Notably, a Bangla spell-
checking technique was proposed and tested on
a dictionary consisting of pairs of 50,000 correct
and incorrect Bangla words. N-gram models were
generated for each candidate word. To identify
non-word errors, a comprehensive Bangla word
dictionary of around 600,000 words was compiled
from various online repositories, newspapers, So-
cial networking sites, and Bangla blogs (Mittra
et al., 2019). The study primarily addresses word-
level errors and may lack in encompassing the full
spectrum of errors, including contextual and infor-
mal errors

H.A.Z. Sameen presented a novel approach for
Bangla grammatical error detection using a T5
Transformer model. The training set comprised
9385 sentence pairs, while the testing set included
5,000 test sentences (Shahgir and Sayeed, 2023).
It’s mentionable that the incorrect sentences in the
paired samples were not explicitly categorized to
identify specific error types, and instead, errors
were indicated using a particular symbol without
detailed error categorization.

Chowdhury Rafeed introduced BSpell, a CNN-
blended BERT-based Bangla spell checker (Rah-
man et al., 2022). The synthetic dataset of The
Prothom-Alo 2017 online newspaper was used
for training, Additionally, 6,300 errorful sentences
from Nayadiganta online newspaper were anno-
tated for testing. It’s essential to note that the train-
ing data’s synthetic nature and the usage of news-
paper text may not effectively capture the nuances
of informal online interactions.

Another method for synthetic error dataset gen-
eration was presented using a few sets of popu-
lar newspapers mimicking Bangla writing patterns.
The study employed a Bangla corpus consisting of
6.5 million sentences. From this corpus, 8,637 fre-
quently occurring words were selected for analysis
(Sifat et al., 2020). The study’s outcomes revealed
the stochastic nature of error generation.

Although these studies collectively contribute
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significantly to the advancement of Bangla text cor-
rection techniques encompassing various method-
ologies and datasets, we aimed to address their
limitations by constructing a distinct dataset that
encompasses the specific error types and reflects
the real-world informality prevalent in online com-
munication.

3 Introducing A New Dataset

3.1 Motivation Behind Creation of a New
Dataset:

As discussed earlier, existing Bangla datasets used
for textual error correction mostly featured sam-
ples derived from newspaper articles, blogs and
bangla repositories or were synthetically generated.
Such sources often portray a formal, official use
of the language, which may deviate significantly
from its common application in online interactions.
Recognizing the need to capture the intricacies of
language as it is typically used, we turned to so-
cial platforms such as YouTube and Facebook. The
driving force behind crafting this new dataset arises
from the vital significance of linguistic precision,
coupled with the evolving digital environment that
defines modern communication particularly among
Bangla-speaking internet users of Bangladesh.

3.2 Source of Data Samples:

We selected YouTube as our primary source of
sample collection due to its immense popularity in
Bangladesh, boasting approximately 34.50 million
Bangladeshi users, according to Google’s advertis-
ing resource. This platform serves as a microcosm
of the country’s linguistic diversity attracting users
from various backgrounds, different levels of liter-
acy, and typing patterns.

To compile this unique dataset, we performed
web scraping utilizing YouTube’s API on randomly
listed videos as shown in Figure 3 and 2 having
more than 500k views within August 2023. The
random selection minimizes potential bias and en-
sures a variety of linguistic expressions and errors.
Around 60 comments per video were taken to col-
lect ample data for analysis from each video and
to provide a balanced dataset size. Selecting com-
ments with three or more words ensures that the
dataset contains substantial content for meaning-
ful analysis, and it also minimizes unnecessary
padding. This approach optimizes dataset effi-
ciency and is well-suited for machine learning and

Algorithm 1 Pseudocode for Comment Scrapping

1: Input: API KEY = Youtube's API,
video_list = ["video_id1", "video_id2", ...]

2: Output: comments

3: Initialize comments [ ]

4: Initialize existing_comments { }

5: For each video_id in video_list do:

6: Retrieve video details from(video_id, API KEY)

7:  Extract video title from video details

8: Initialize comments_counter = 0

9:  WHILE comments_counter < 60:

10: Retrieve comments

11: Preprocess comments

12: For each comment do:

13: IF comment (Is bengali = True) &&
(Length _of comment >=3) &&
comment NOT IN existing_comments{ }:

14: Append comment TO comments | ]

15: Add comment TO existing_comments{ }

16: comments_counter += 1

Figure 2: Pseudocode for data collection

deep learning models that require fixed-length in-
put sequences.

3.3 Labeling and Annotation:

The labeling and annotations in this dataset were
carried out by three of the authors through a careful
manual process, ensuring a high level of precision
and reliability. The team extensively referred to
linguistic references, particularly the authoritative
work Bangla Byakaran O Nirmiti by Dr. So-
laiman Kabir, and the Bangla Ovidhan dictionary.
These resources played a vital role in guarantee-
ing the accuracy and linguistic correctness of the
dataset, making it a valuable asset for the Bangla
language community. A detailed overview of the
labeling and annotation procedures is presented in
Figure 3.

3.4 Structure and Features of Dataset:

BaTEClaCor dataset aims to serve as a valuable
resource for researchers and practitioners seeking
to enhance the accuracy and performance of Bangla
typing error detection and correction models.

The dataset comprises 10,000 comments, metic-
ulously filtered to include only those written in
Bangla letters. Comments containing irrelevant
emojis and symbols were discarded, ensuring the
dataset’s quality and utility. In Table 1, the dataset’s
composition reflects its comprehensive nature. Of
the 10,000 entries, 4224 pertain to incorrect com-
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Created a list of
random videos of
different genres

'Web scrapping using
youtube's api

Fetched only bengali
comments

Along with their titles
Filtered out 60 bengali
comments of length >3

Y

Labelled as 1

\4
Defined the

Labelled as 0

Category of
error

Comment
correction
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Figure 3: Flowchart of data collection and annotation

ments, while the remaining 5,776 constitute accu-
rate comments. These comments span a diverse
array of video genres, including News, Entertain-
ment, Politics, Sports, and Miscellaneous as shown
in Table 2.

Label | No. of Comments
0 5776
1 4224

Table 1: Distribution of Labels in the Dataset

Table 2 shows that the selection of video cate-
gories for this dataset is carefully orchestrated to
encompass a broad spectrum of topics that hold
immense significance within the Bangla context.
While News, Entertainment, Politics, and Sports
constitute the bedrock of societal discourse, al-
lowing individuals to voice their opinions and
ideas through comments, the Miscellaneous cat-
egory transcends conventional boundaries, embrac-
ing topics such as Lifestyle, Philosophy, Nature,
etc to reflect the diverse interests and passions of

Bangladeshi people.
Genre No. of Comments
Entertainment 3450
News 2009
Miscellaneous 1932
Politics 1885
Sports 771

Table 2: Distribution of Comments by Genre

In Table 3, errors within the dataset are catego-
rized into four distinct and most prevalent types,
reflecting the intricate nature of the Bangla script
and its potential pitfalls.

* Spelling: Spelling being the most commonly
occurring category of errors, encompass in-
stances of incorrect spellings.

* Grammatical: Grammatical errors denote
mistakes related to the structural and syntacti-
cal aspects of the Bangla language.

* Code-Switching :Code-switching, often re-
ferred to as the mixing of English and Bangla
within a single comment, a phenomenon
known as Banglish. These instances may not
constitute conventional text errors in terms of
comprehension or meaning. However, their
categorization aims to maintain linguistic au-
thenticity by preserving the true essence of the
Bangla language, ensuring adherence to stan-
dard and widely accepted linguistic norms.

* Multiple Errors: Multiple errors encom-
pass comments featuring a combination of
error types, such as misspellings alongside
code switching or grammatical mistakes inter-
twined with spelling errors.

Error Category | No. of Comments
Spelling 2502
Code Switching 786
Grammatical 638
Multiple Errors 345

Table 3: Distribution of Comments by Error Category

Each record in the dataset features vital informa-
tion such as video title, genre, original comment,
label, and error category. We can see a sample data
in Table 4 which contains a comment with an error
under a sports video, more specifically a spelling
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error highlighted in red. The comment is corrected
precisely and marked where the correction was
made in green.

Comment 1 ECREFTE?@W
vdeo e | O St e S0
Genre Sports
Label Error
Error category Spelling
Correct WRINCHTR M ©IR (F Wiel
Comment (M4T® B1R

Table 4: Sample Data

This novel dataset presents an invaluable contri-
bution to the realm of Bangla NLP. By amalgamat-
ing accurate and erroneous comments from diverse
genres, our dataset provides a nuanced view of real-
world language usage and common typing errors.
It serves as a resource that can facilitate the devel-
opment and fine-tuning of typing error detection
models, ultimately improving the linguistic qual-
ity and effectiveness of online communication in
Bangla.

4 Baseline

4.1 Classification Models

4.1.1 Using ML Models

Initially, TF-IDF segments the text into words.
Then TF-IDF scores for each word are calculated
and utilized to construct a feature vector.

TF — IDF(w,d) = TF(w, d) - IDF(w)

Here, TF(w, d) represents the term frequency
of the word w in the dataset d. IDF(w) is the in-
verse document frequency of the word w. The
feature vectors x are calculated from the TF-IDF
score and then used to train the classifier models.
The SVM model makes predictions by finding the
class of the hyperplane that is closest to the sample
data(Dadgar et al., 2016). Random forest model
learns to predict the class of a sample by finding
the class with the highest probability utilizing the
class label and feature vector(Sjarif et al., 2019).
For an input feature vector, the XGBoost model
predicts the text’s class by selecting the class with
the highest predicted value(Qi, 2020).

4.1.2 Using DL Models

LSTM: LSTM processes an input sentence S =
xr1,x2,...x, from the dataset of x; words and
passes to an embedding layer to get embedded rep-
resentations F/ = ey, es,...,. These are taken as
input by LSTM model to find hidden representa-
tions H = hy,ho,...,. The last layer’s hidden
representations of LSTM model are passed to a
linear layer to perform classification (Hochreiter
and Schmidhuber, 1997).

LSTM with Attention: The resulting hidden
states h; from an input sequence processed by
LSTM are then used in the Attention mechanism
to calculate Attention score ;.

a; = Softmaz(Wy; + b)

n
C; = E aijhj
Jj=1

Here, the context vector for each sentence is
calculated by taking a weighted sum of the hidden
states (ﬁj) based on the attention weights (c;;) for
each time step (Vaswani et al., 2017). The context
vectors c are then used for classification.

CNN-LSTM: In the CNN with LSTM architec-
ture, the input sequence z is first processed by a
convolutional neural network (CNN), resulting in
feature maps f (Kim, 2014). These feature maps
are then used by the LSTM model to calculate hid-
den states h to be passed into a linear layer for
classification.

4.1.3 Using Transformer Models

BanglaBERT and XLM-RoBERTa: These deep-
learning transformer models are Pre-trained and
further fine-tuned. To obtain a fixed-size represen-
tation for an input sentence, we typically use the
special [CLS] token representation hcrs.

P = Pooling(H)

Global pooling is applied to obtain a fixed-size
representation P. The final hidden states H from
the transformer layers, capture the essence of the
input text. This pooled representation is used for
classification (Bhattacharjee et al., 2022) (?).

4.2 Error Corrector Model

Let X represent the set of input sequences (com-
ments) and Y represent the set of target sequences
(corrected forms of the comments). For each input
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sequence z; € X, which is a sequence of tokens,
the sequence-to-sequence model f, specifically the
TS5 base model fine-tuned for error correction, gen-
erates an output sequence ;. This output sequence
yi corresponds to the corrected version of the in-
put comment x;. Mathematically, the task can be
defined as follows:

yi = f(i)

The primary objective of this task is to train the
model f in such a way that it minimizes a suit-
able loss function (e.g., cross-entropy loss) that
quantifies the dissimilarity between the predicted
sequence y; and the actual target sequence y;. The
training dataset with input comments and their cor-
responding corrected forms, allows the model to
learn the mapping from erroneous comments to
their accurate versions(Bhattacharjee et al., 2022).

5 Experimental Design

5.1 Preprocessing & Settings

Our initial focus was on text preprocessing to en-
sure data quality. For binary classification using
machine learning models, we explored text encod-
ing techniques paired with specific classifiers. Such
as TF-IDF with Random Forest and with XGBoost
with 6000 max features and 100 decision trees.
For deep learning models, we investigated LSTM
networks on a batch size of 100 with varying con-
figurations and optimization using the Adam opti-
mizer. The LSTM model featured an embedding
layer of 6 dimensions. Additionally, we explored
LSTM with Attention, utilizing an embedding size
of 128. LSTM with CNN with an embedding di-
mension of 300 including a convolutional layer
with 128 filters and a kernel size of 5. In addition,
we also explored transformer-based models like
XLM-RoBERTa and BanglaBert, employing tok-
enization with a maximum sequence length of 128.
These models were trained with batch sizes of 16.

For multiclass classification, The ML models
were applied similarly to binary classification. DL
model LSTM was incorporated with an embed-
ding layer with dimensions of 50000x100, an input
length of 3000, and an LSTM layer of 100 units
operated on a batch size of 64. We also explored
LSTM with attention and with CNN employing
an LSTM layer of 64 units on a batch size of 16.
LSTM with CNN included a convolutional layer
with 128 filters and a kernel size of 5. In paral-
lel, the transformer models BanglaBert and XLM-

Roberta employed tokenization with a maximum
sequence length of 128. Both the models utilized
the Adam optimizer with a learning rate of 1 x 107>
and operated over a batch size of 16.

For error correction, we used two pre-trained
models named BanglaT5 and BanglaT5-small re-
spectively, and fine-tuned them in our dataset. The
batch size for training and evaluation was set to
16. The learning rate used for training the model
was set to 2e-5. The weight-decay parameter helps
prevent overfitting which is set to 0.01. We also
used fp16 which speeds up training and reduces
memory usage while maintaining training stability.

5.2 Evaluation Metrics

To compare the model performance on the pre-
dictions, we use the following performance-based
metrics:

* Accuracy: This metric measures the propor-
tion of correctly classified samples over the
total number of samples.

* Macro Precision: This metric measures the
average of the calculation of precision of each
class. It treats all the classes equally regard-
less of their size or prevalence in the dataset.

* Macro Recall: This metric calculates the av-
erage of the calculation of the recall for each
class.

* Rouge-1: This metric calculates the number
of overlapping unigrams (single words or to-
kens) between the generated text and the ref-
erence text.

* Rouge-2: Rouge-2 calculates the number of
overlapping bigrams (two-word sequences)
between the generated text and the reference
text. Similar to Rouge-1, its score ranges from
Oto 1.

* Rouge-L: This metric calculates the length of
the longest common subsequence between the
generated text and the reference text.

The chosen metrics were selected for their suitabil-
ity in evaluating text error detection and correction
tasks. Accuracy is a fundamental metric for clas-
sification tasks, while macro precision and macro
recall account for class imbalances. On the other
hand, Rouge-1, Rouge-2, and Rouge-L are widely
used in assessing the quality of the generated text,
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and their usage here reflects the nature of the cor-
rection task, aligning closely with real-world appli-
cations.

6 Result and Analysis

6.1 Binary Classification

6.1.1 Machine Learning Models:

Table 5 shows that among the ML. models we ap-
plied, the TF-IDF with XGBoost model demon-
strated a slight advantage in both accuracy and
macro precision compared to the TF-IDF with
SVM model due to the capability to handle non-
linear relationships effectively through its ensem-
ble learning approach. In contrast, the TF-IDF
approach used by both models tends to exhibit lim-
itations in capturing complex linguistic patterns
present in Bangla text. On the other hand, the TF-
IDF with Random Forest model displayed slightly
inferior results, suggesting its struggle with captur-
ing the intricacies of textual data.

6.1.2 Deep Learning Models:

In DL models, LSTM showed considerable results
as shown in as shown in Table 5. When compared
to the LSTM model, LSTM with Attention demon-
strated a 4% higher accuracy, 2% higher macro
precision, and 1% higher macro recall highlighting
its ability to capture more complex dependencies
in the text. Additionally, the hybrid model, CNN-
LSTM, outperformed the LSTM model by almost
6% in accuracy, 3% in macro precision, and 4% in
macro recall, showcasing its prowess in identifying
patterns in sequences of text.

Originally, some of the models were not sub-
jected to fine-tuning. Subsequently, these models
were refined based on specific parameters, leading
to enhanced results.

6.1.3 Transformer Models:

BanglaBert demonstrated remarkable accuracy and
macro precision, outshining the LSTM model by a
significant margin as shown in Table 5. In compar-
ison, XLLM - Roberta Base, a versatile multilingual
Transformer, delivered competitive results, albeit
falling slightly short of BanglaBert’s performance.
These Transformer models capitalized on their ad-
vanced architecture and pre-trained representations
to effectively handle the intricacies of Bangla text.

6.2 Multiclass Classification
6.2.1

For the multiclass classification for error categories,
the TF-IDF with SVM model showcased moderate
performance with TF-IDF as the feature extrac-
tion method and Support Vector Machines (SVM)
as the classifier. The TF-IDF with Random For-
est model displayed results on par with the SVM
model, both sharing the TF-IDF feature extraction
approach. Conversely, the TF-IDF with XGBoost
model showed a marginal improvement, perform-
ing around 1.6% better than the SVM model.

6.2.2 Deep Learning Models:

The DL models displayed varying degrees of profi-
ciency in multiclass classification. Remarkably,
LSTM with Attention emerged as the top per-
former, showcasing a significant 5.3% higher accu-
racy than the LSTM model. This notable lead can
be attributed to the enhanced sequence modeling
capabilities of LSTM with Attention. Addition-
ally, CNN + LSTM delivered promising results,
outperforming the LSTM model by approximately
3.7% in accuracy. This outcome underscores CNN
+ LSTM’s ability to detect intricate patterns within
text sequences, making it a valuable asset for mul-
ticlass classification tasks.

Machine Learning Models:

6.2.3 Transformer Models:

Once again, BanglaBert emerged as the best per-
former, showcasing a notable 9.5% higher accuracy
compared to the LSTM model. This substantial
lead can be attributed to BanglaBert’s deep learning
architecture and its prowess in capturing complex
linguistic patterns and semantic meanings, which
are crucial for multiclass classification tasks. While
XLM - Roberta Base followed closely, performing
around 3.7% better than the LSTM model, it still
trailed BanglaBert in accuracy Table 5.

During the sample collection process, we en-
countered a relatively lower number of instances
for the grammatical and multiple error categories
compared to code-switching and spelling. As a
result, we observed that the model is comparatively
less proficient in sentences where these categories
of errors are present. From our extensive evalua-
tion, we observed that DL. models outperformed the
ML models, underscoring their ability to capture
essential linguistic nuances and long-term depen-
dencies within the text, crucial for classification
tasks. Transformer models, including BanglaBert
and XLM-RoBERTa Base, further exemplify the

130



Classification Types Model Name Performance Metrics
Accuracy  Macro Precision  Macro Recall
TF-IDF + SVM 62.8 62.4 58.3
TF-IDF + RandomForest 62.7 61.4 59.3
TF-IDF + XGBoost 63.7 66.8 58.0
LSTM 64.0 65.0 64.0
Binary Classification LSTM + Attention 68.0 67.0 65.0
CNN + LSTM 69.7 68.0 68.0
XLM-Roberta 74.2 73.6 73.8
BanglaBERT 79.1 79.7 77.1
TF-IDF + SVM 60.8 59.5 30.1
TF-IDF + RandomForest 60.3 53.1 329
TF-IDF + XGBoost 61.1 60.5 29.6
LSTM 62.7 55.2 46.7
Multiclass Classification LSTM + Attention 59.4 44.0 39.2
CNN + LSTM 554 41.2 40.0
XLM-Roberta 69.4 37.6 43.2
BanglaBERT 74.1 70.7 52.4

Table 5: Performance of different models in Error Classification

power of deep learning in enhancing classification
accuracy.

6.3 Corrector Model

The performance of the error corrector model is
reported in Table 6 where BanglaT5 and BanglaT5-
Small were experimented. Both models perform
better in the dataset. BanglaT5 gives 1% improve-
ment rather than BanglaT5 small.

Best Predicted

Comment FTO(F F AT (8 FAT
ST =S 2T
Predicted FTE(F B AT (8 FAET
Si@ 20O T
Ground Truth FIOCF BB AT (T8 FAET
SR TS 2T |
‘Worst Predicted
Comment ooy AN caIEeT fF® (A
(<2 BB
Predicted Grer MY (e /@ AT
==
Ground Truth : Grerg Y (AT 5@ AT

Figure 4: Best predicted and worst predicted input

We obtained better scores in ROUGE-1 and
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ROUGE-L because the dataset we created con-
sisted of single-word errors mostly. Due to this
reason, the best 5 predicted sentences of the dataset
have a ROUGE-L score of 1.0 and the worst 5 have
ROUGE-L scores between the range of 0.2667 and
0.7500. In Figure 4, we can see how sentences with
multiple errors performed poorly. More insights
on the ROUGE-L scores can be found in Appendix
A3.

In training the BanglaT5 (Bhattacharjee et al.,
2022) model, it took 2.25 minutes per epoch. The
average inference time on the test dataset was about
0.2614 seconds. We used another pretrained model
BanglaT5 Small for training on the dataset which
took almost 0.79 minutes per epoch. The average
inference time was about 0.1281 seconds which
is almost half of the inference time of BanglaT5
model.

Model Rouge-1 | Rouge-2 | Rouge-L
BanglaT5 0.8461 0.4430 0.8459
BanglaT5 Small 0.8343 0.4246 0.8344

Table 6: ROUGE Scores(F1)

When comparing the two models numerically,
BanglaT5 consistently outperforms BanglaT5-
small in all three Rouge metrics: Rougel, Rouge?2,
and RougeL.. However, the differences between the



models are relatively small, with BanglaT5 hav-
ing only a slight edge in terms of these specific
evaluation scores.

7 Conclusion

In this study, we embarked on a comprehensive
journey to address the critical challenge of Bangla
text correction leveraging both traditional machine
learning and deep learning techniques along with
Transformer models. A pivotal milestone was the
creation of a novel dataset from Youtube comments
that was meticulously curated and annotated. The
dataset serves as the cornerstone for our investiga-
tion.

We conducted a rigorous evaluation of machine
learning models and deep learning models includ-
ing transformer models for binary and multiclass
error-category classification. The standout perfor-
mance of BanglaBert showcased its ability to nav-
igate complex linguistic semantics. Additionally,
the experimental results underscore the potential of
BanglaT5 for improving the accuracy and robust-
ness of correction systems in Bangla user-generated
text. BanglaBERT achieves accuracy of 79.1% and
74.1% for binary and multiclass error classifica-
tion while the BanglaBERT is fine-tuned and tested
with our proposed dataset. Moreover, BanglaT5
achieves the best Rouge-L score (0.8459) while
BanglaT5 is fine-tuned and tested with our cor-
rected ground truths. Our findings underscored the
transformative potential of deep learning models
and emphasized the importance of dataset curation.
The proposed dataset stands as a unique resource
set apart from its predecessors, offering a represen-
tation of language use in online settings that are
more aligned with the language patterns of Bangla
speakers in digital communication.

Limitations

The primary constraint of this study lies in the size
of the dataset. While being valuable for Bangla
textual error detection and correction tasks, it re-
mains insufficient for broader applications such as
classification, complex NLP tasks, and large-scale
error correction. Additionally, it would have been
advantageous to have more incorrect samples com-
pared to correct ones for enhanced model training.
We have excluded comments with an excessive
number of emojis, potentially leading to the loss of
crucial context in informal communication. we will
consider incorporating emojis and special symbols

in our future data collection endeavor. Moreover,
The dataset’s focus remains rooted in the specific
linguistic context of Bangladesh. It may not com-
prehensively represent the linguistic patterns and
variations found in other regions where Bangla is
spoken.

Future Plan

We look ahead to exploring advanced NLP tech-
niques with an expanded dataset containing more
errorful samples to enhance correction systems in
Bangla user-generated text. It may have the po-
tential to address a previously underrepresented
aspect of Bangla language correction, filling a gap
in traditional language model training, especially
for generative tasks. Our future plans also involve
broadening the scope to accommodate variations
in Bangla language as spoken in different regions.
We also would like to incorporate the Elo rating
system in our experiments.

Ethical Considerations

BaTEClaCor dataset is licensed under CC -BY-
NC 4.0 (Creative Commons Attribution). It is im-
portant to note that the comments are solely col-
lected for research purposes, in compliance with
YouTube’s Terms of Service. The anonymity of
the commenters was rigorously maintained, with
no personal information related to the commenters
being captured or stored.
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A Accuracy & Loss Plots

A.1 Accuracy Plots

Accuracy over Epochs for Binary Classification of Comments in Youtube Comments Dataset Accuracy over Epochs for Multiclass Classification of Errors in Youtube Comments Dataset

—e— 1sTM
—=- LSTM with Attention
085 —4— CNN with LSTM

— Bangla BERT
~4~ XLM-ROBERTa

o LsTM
—m— LSTM with Attention

—4— CNN with LSTM
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Epochs Epochs

Binary Classification Accuracy Plot Multiclass Classification Accuracy Plot

Figure 5: Accuracy Plots of Different Models

The accuracy plots show, in case of binary classification of comments, we see that BanglaBERT
outperformed all the other models with about 88 percent accuracy towards the 3rd epoch. We can also
see that, CNN with LSTM had a steady increase of accuracy per epoch i.e from 59.6% in the 1st epoch to
85.2% by the end of 3rd epoch . We see that LSTM with attention had less improvement over the epochs.

In case of multiclass classification of errors, we see that BanglaBERT has better accuracy than other
models which is almost 80.35% . CNN with LSTM also gets around 70% accuracy by the end of 3rd
epoch. Both LSTM and LSTM with attention’s accuracy has minimal improvement over the epochs.

A.2 Loss Plots

Loss over Epochs for Binary Classification of Comments in Youtube Comments Dataset Loss over Epochs for Multiclass Classification of Errors in Youtube Comments Dataset

—— LSTM ) —— L5TM
LSTM with Attention LSTM with Attention

—4— CNN with LSTM —&— CNN with LSTM
—s Bangla BERT 11 — Bangla BERT
—— XLM-ROBERTa

—#— XLM-ROBERTa

04

Binary Classification Loss Plot Multiclass Classification Loss Plot

Figure 6: Loss Plots of Different Models

The loss plots show, during the training session of models for binary classification of comments, CNN
with LSTM’s loss decreasing significantly after each epoch. The change in loss was almost similar for
LSTM with Attention and LSTM. A minor reduction in loss was observed for BanglaBERT by the end of
3rd epoch.

Furthermore, during the training session of models for multiclass classification of comments, we see
BanglaBERT’s loss decreasing significantly in every epoc upto 63 percent after the 3rd epoch. We also
see the same for LSTM where there is a significant decrease of loss. The most minimal loss was observed
here for LSTM with attention.
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A.3 Corrector Model Prediction Analysis
A.3.1 Top 5 Best Predicted Outputs

From top 5 best predicted outputs, we see that common single-word errors were predicated properly which
is indicated by the ROUGE-L score of 1.0.

Comment Predicted Ground Truth Rouge-L
T1R (F12 A M AN IS GIHT OIR T2 NS NI AT O Gl T12 T2 AT I AN F© GBI 1.0
CERURLY R [T (AR R T T EY Kisany ST AR RIR I SATF Y [ RF AR 1.0
ILHATATRR N7 O (F TETAITT AR o (& ot AR N IO (F ST 1.0
Y I AT ALF 26 WAH Y SICE AT NNCH Y SICE AT G AANH 1.0
AT P31 AIFOI NACF (FAN | JF6I AP AP (FAA | IFOI VT WIR0! NIP (P 10
(T BT 1Y BT (O OITNIF G W12 | (3T HUeT [ BT (O WINIF Gl W12 | (30 BT J1X BT (9T SINIF Gl W12 :

Figure 7: The Top 5 Best Predicted Outputs

A.3.2 Top 5 Worst Predicted Outputs

Comment Predicted Ground Truth Rouge-L
ISR 16 GHUNBIR ST SIS 16 BT SR (6 ©23T5d HITwe 0.7419
G 3T ([ ([ 2] ST (@ (@ 23R STEET Tl ([ ([ *RR 0.7407
IR 1R F gFET EREICEE TR O fF WO 0.6667
O 558 wItar 512 fare g fofe B2 fore N o8 w 1R e 0.5821
Ao (F MR (PR ST & IR ST MBI (3 RCT TR W& 0.5240

Figure 8: The Top 5 Worst Predicted Outputs
There were certain words which were inadequately present in the dataset. Due to which the prediction

scores tend to fall for such samples containing those words. We can see that the range of ROUGE-L score
lies between 0.5240 and 0.7419 for the worst 5 predicted outputs.
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Abstract

The promise of Large Language Models
(LLMs) in Natural Language Processing has
often been overshadowed by their limited per-
formance in low-resource languages such as
Bangla. To address this, our paper presents
a pioneering approach that utilizes cross-
lingual retrieval augmented in-context learn-
ing. By strategically sourcing semantically
similar prompts from high-resource language,
we enable multilingual pretrained language
models (MPLMs), especially the generative
model BLOOMZ, to successfully boost per-
formance on Bangla tasks. Our extensive
evaluation highlights that the cross-lingual re-
trieval augmented prompts bring steady im-
provements to MPLMs over the zero-shot per-
formance.

1 Introduction

In recent years, the field of Natural Language Pro-
cessing (NLP) has witnessed transformative ad-
vancements, especially with the advent of deep
transformer techniques (Vaswani et al., 2017; De-
vlin et al., 2019; Radford et al., 2019). The in-
troduction of Large Language Models (LLMs),
such as GPT-3 (Brown et al., 2020b) and GPT-
4 (OpenAl, 2023), has further revolutionized the
landscape. These models showcase unparalleled
prowess in tasks like text classification and gen-
eration, unified under the umbrella of in-context
learning, and cater to a plethora of applications
across diverse languages (Conneau et al., 2020;
Raffel et al., 2020; Radford et al., 2019). While
comprehensive benchmarks like XTREME (Hu
et al., 2020) and BUFFET (Asai et al., 2023) un-
derscore their capabilities, languages such as En-
glish remain the primary beneficiaries. In stark
contrast, several low-resource languages, Bangla
being a prime example, grapple with challenges,
notably the scarcity of pretraining corpora (Artetxe

t Corresponding author.

Cross-Lingual
Retriever

~

Top k retrieved English samples:

-

JARE (T GEIT AT GRS
A T 9T I FT 4 ({©
.

Bangla input:

I met a kid like that a day ago
and hearing his opinion on gay
marriage made me cringe also
the fact that he lost his v card

(I don't know if my son is lucky or
unlucky, he couldn't go to school
because of fever. )

\>e/
l

‘ Negative

in 6th grade.

Figure 1: PARC pipeline using decoder-only Multilin-
gual Pretrained Language Models.

and Schwenk, 2019; Hangya et al., 2022; Sazzed,
2020).

Despite having a significant number of na-
tive speakers, Bangla remains underrepresented in
the NLP arena due to linguistic intricacies, lim-
ited labeled datasets, and prevalent issues like
data duplication (Das and Bandyopadhyay, 2010;
Das and Gambéck, 2014). Although there have
been commendable strides using conventional ma-
chine learning techniques in Bangla NLP tasks,
the untapped potential of the latest LLMs is ev-
ident (Bhowmick and Jana, 2021; Wahid et al.,
2019; Hoq et al., 2021).

In the evolving landscape of in-context learn-
ing with LLMs, the concept of retrieval augmen-
tation, which emphasizes sourcing semantically
rich prompts, has gained traction (Shi et al., 2023).
However, when it comes to multilingual in-context
learning, previous works like MEGA (Ahuja et al.,
2023) often limit their scope to task instructions
and lack deeper semantic insights due to their
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approach of random prompt selection. In con-
trast, strategies like PARC (Nie et al., 2023) pave
the way for a more comprehensive methodology,
fetching semantically aligned prompts from high-
resource languages.

Our work draws inspiration from these method-
ologies but introduces novel perspectives. While
MEGA offers task-level instructions, we infuse
semantic understanding into our approach. Sim-
ilar to PARC, our approach is cross-lingual, en-
suring a broader application spectrum. Diverg-
ing from PARC’s focus on masked language mod-
els like mBERT and XLMR, as shown in Fig-
ure 1, we venture into uncharted territories by
employing larger, decoder-only multilingual pre-
trained language models (MPLMs) — BLOOM
and BLOOMZ — to tackle Bangla NLP tasks in
a generative style (Muennighoff et al., 2023; Scao
et al., 2022).

In this paper, we explore the application of cross-
lingual retrieval augmented in-context learning to
Bangla text classification and summarization tasks.
Our main contributions encompass:

* An extensive evaluation of cross-language re-
trieval augmented in-context learning meth-
ods in Bangla, achieving steady improve-
ments over the zero-shot performance of
MPLMs.

* A pioneering exploration to extend PARC
to the generative models, BLOOM and
BLOOMZ, providing insights for a unified
pipeline of cross-lingual retrieval augmented
in-context learning.

2 Related Work

Bangla Natural Language Processing Bangla
is a morphologically rich language with various
dialects that belongs to the Indo-Aryan branch of
the Indo-European language family. With roughly
270 million speakers concentrating in Bangladesh
and some regions of India, Bangla is ranked as the
7th most widely spoken language in the world!.
However, Bangla is still considered as a low-
resource language in the NLP research due to the
scarcity of digital text resources and annotated cor-
pora.

Research on Bangla NLP has covered a vari-
ety of common NLP subfields since 1990s, such

'https://www.ethnologue.com/insights/
ethnologue200/

as POS tagging (Dandapat et al., 2004; Ekbal and
Bandyopadhyay, 2008b), stemming and lemmati-
zation (Islam et al., 2007; Paik and Parui, 2008),
named entity recognition (Ekbal and Bandyopad-
hyay, 2007, 2008a), sentiment analysis (Das and
Bandyopadhyay, 2010; Wahid et al., 2019), news
categorization (Mansur, 2006; Mandal and Sen,
2014), etc. However, the research in different
areas of Bangla NLP still remains sparse. In
the era of deep learning, further progress has
been made in Bangla NLP, particularly in terms
of the development datasets (Rahman and Ku-
mar Dey, 2018; Islam et al., 2021, 2023) and
models (Tripto and Ali, 2018; Ashik et al., 2019;
Karim et al., 2020). Pretrained language models
have achieved decent performance in a large va-
riety of NLP downstream tasks through the fine-
tuning. Under this background, Bhattacharjee
et al. (2022) pretrained the BanglaBERT model,
a BERT-based language understanding model pre-
trained on Bangla language corpora. With the ad-
vent of the large language models (LLMs), zero-
and few-shot prompting methods have gradually
gained prominence. Hasan et al. (2023) compared
the zero- and few-shot prompting performance of
LLMs with the finetuned models for the Bangla
sentiment analysis task. Our work explores the
application of the retrieval-augmented prompting
method in Bangla violence detection and sentiment
analysis tasks.

Multilingual In-context Learning Brown et al.
(2020a) demonstrated that LLMs like GPT-3 can
acquire task-solving abilities by incorporating
input-output pairs as context. The in-context
learning approach involves concatenating input
with randomly selected examples from the training
dataset, which is also called the prompting method.
Recent research (Gao et al., 2021; Liu et al., 2022,
2023; Shi et al., 2023) has expanded on this idea by
enhancing prompts for pretrained models through
the inclusion of semantically similar examples.
The effectiveness of prompting methods for En-
glish models extends to multilingual models in
cross-lingual transfer learning as well. Zhao and
Schiitze (2021) and Huang et al. (2022) investi-
gated the prompt-based learning with multilingual
PLMs. Nie et al. (2023) incorporated augmented
the prompt with cross-lingual retrieval samples in
the multilingual understanding and proposed the
PARC pipeline. Tanwar et al. (2023) augmented
the prompt with not only cross-lingual semantic
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Consider the following English
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Sentiment:

What is the sentiment for the

Bengali text: | _bn

Negative, Neutral, or Positive?

What is the sentiment for

the text:

Negative, Neutral, or

Positive?

— E3

Consider the following English examples:
Example: | met a kid like that a day ago and
hearing his opinion on gay marriage made me
cringe also the fact that he lost his v card in 6th
grade.

Sentiment: Neutral

Example: If I don't go to school tomorrow then
it's Carters fault #TurnUpWithCarter.
Sentiment: Negative

What is a possible sentiment for/
the Bengali text: QUNIT (RETH GoI51 T G151y

1

ST I 99 ST FT @ @ . Negativ
e, Neutral, or Positive?

Figure 2: Detailed overview of the PARC pipeline for LRLs using cross-lingual retrieval: (a) An LRL input is
used as a query for the cross-lingual retriever, which then retrieves the most semantically similar HRL sample from
the HRL corpus. The associated label is either taken directly from the corpus (labeled setting) or determined by
self-prediction (unlabeled setting). (b) Next, this HRL sample, its label, and the original input are combined to

create a retrieval-enhanced prompt for MPLM prediction.

information but also additional task information.
However, previous studies mainly concentrated on
the multilingual encoder or encode-decoder mod-
els, while our work extend the PARC pipeline to
the decoder-only multilingual LLMs.

Multilingual LLMs In the era of LLMs,
BLOOMZ and mTO (Muennighoff et al., 2023)
are two representative newly emerging multi-
lingual models. These two multilingual LLMs
are finetuned on xP3, a multilingual multitask
finetuning dataset, and based on the pretrained
models BLOOM (Scao et al., 2022) and mT5 (Xue
et al., 2021), respectively. Six different sizes of
BLOOMZ models are released from 560M to
176B and 5 different sizes of mTO models are
released from 300M to 13B. These multilingual
LLMs open up the possibility for conducting few-
and zero-shot cross-lingual in-context learning,
as demonstrated by recent benchmarking efforts,
for example MEGA (Ahuja et al., 2023) and
BUFFET (Asai et al., 2023).

3 Methodology

Our research extends the work of Nie et al. (2023)
by focusing on improving multilingual pre-trained
language models (MPLMs) for low-resource lan-

guages in a zero-shot setting, specifically using re-
trieved content from high-resource languages such
as English.

The backbone of our research approach is a
two-stage pipeline consisting of a cross-lingual re-
triever and a prompt engineering process as shown
in Figure 2. This pipeline aims to build on the
strengths of MPLMs while mitigating their limita-
tions, especially when dealing with low-resource
languages. The first stage of the pipeline uses a
cross-lingual retriever that maps the input Bangla
text g to a vector gempeq In a shared embedding
space and uses it as a query. Using semantic sim-
ilarities with gempeq, the retriever returns the most
similar k examples from high-resource languages
either with or without their labels:

k
max

R =ar
gie{l,...,\d\}

COS(Qembeda dz)

where d; means each document in the high-
resource language corpus and |d| is the number of
documents. If there’s no label, it suggests a self-
prediction step.

The second stage of the pipeline is the prompt
engineering. The input Bangla text and the re-
trieved pattern are subjected to this process. A pre-
fix prompt template P is used to reformulate the
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input to facilitate the model’s prediction y:
y = MPLM(P(q, )

Depending on the architecture of the chosen
MPLM, for decoder-only models, the answer is
generated by the model directly. For encoder mod-
els, the answer is obtained by first mapping each
label to its predefined word using the verbalizer
and then deducing the label word using mask to-
ken prediction.

By integrating cross-lingual content retrieval
with prompt-guided prediction, we aim to improve
the ability of MPLMs to handle low-resource lan-
guages. This synergy not only extracts rich lin-
guistic insights from high-resource languages, but
also uses them to improve performance on low-
resource language tasks.

4 Experiments

In this study, we focused on the tasks of classifica-
tion and summarization. We refer to our research
approach, which uses k retrieved samples for cross-
lingual augmented in-context learning methods, as
the main method in the following sections.

4.1 Baselines

Zero-shot The template, when populated with
the input sample, is fed directly into the MPLM
for prediction. This process bypasses the use of
cross-lingual context.

Lead64 The first 64 tokens of the input text are
taken as a summary of the text (For summarization
tasks only).

4.2 Tasks

4.2.1 Classification

Vio-Lens The Vio-Lens dataset (Saha et al.,
2023) contains YouTube comments related to vi-
olent incidents in the Bengal region, with the goal
of highlighting potential threats that could incite
further violence. The prompt templates for both
main method and zero-shot baseline are defined as
follows:

*+ BLOOMZ-3b and BLOOM-3b:
Reflecting on the statement
"{text}", which aggressive
level does it resonate with:
non-aggressive, slightly
aggressive, or highly aggressive?

* mBERT: The underlying theme in
{text} is [MASK].
with the verbalizer:
v(Direct Violence) = assaultive,
v(Passive Violence) = indirect,
v(Non-Violence) = peaceful

The English Sentiment Analysis dataset (Rosen-
thal et al., 2017), which consists of tweets anno-
tated for sentiment on 2-, 3-, and 5-point scales
with labels positive, negative, and neutral, serves
as the HRL corpora in our study. We use the la-
beled training set for our experimental sentence
pool.

SentNoB Designed to capture the sentiment
within text, SentNoB classifies content as posi-
tive, negative or neutral (Islam et al., 2021). The
prompt templates for both main method and zero-
shot baseline are defined as follows:

*+ BLOOMZ-3b and BLOOM-3b:
Text: {text} What is a possible
sentiment for the text given the
following options?

* mBERT: {text} Sentiment: [MASK]
with the verbalizer:
v(0) = positive, v(1) = neural,

v(2) = negative

We use the ETHOS (onlinE haTe speecH de-
tectiON dataSet) (Mollas et al., 2020) as sentence
pool in our experiments. This repository provides
a dataset designed to identify hate speech on social
media. We use the binary variants of the dataset,
which contains 998 comments, each labeled for
the presence or absence of hate speech. Since the
labels are inconsistent, we use the self-prediction
method to predict the labels.

4.2.2 Summarization

XL-Sum is a large and varied dataset consisting
of 1.35 million pairs of articles and their corre-
sponding summaries (Hasan et al., 2021). These
pairs have been expertly annotated by the BBC
and meticulously extracted through a series of care-
fully designed heuristic methods. The dataset in-
cludes 45 languages, from low to high resource,
many of which do not currently have publicly avail-
able datasets. The prompt template is defined for
all models as follows:

* Main method:
{text} Generate a concise summary
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of the above text using the same
language as the original text
({target_lang}):

 Zero-shot baseline:
{text} Generate a concise summary
of the given text:

4.3 Models

BLOOM is an autoregressive Large Language
Model trained on a diverse corpus to generate text
based on prompts (Scao et al., 2022). It is capable
of generating coherent text in 46 languages.

BLOOMZ takes anovel approach in the MPLM
landscape by applying Bloom filters in the con-
text of language models (Muennighoff et al., 2023).
This allows the model to use high-resource lan-
guages to improve embeddings for low-resource
languages, effectively bridging the gap between
languages with different levels of available re-
sources.

mBERT is an early MPLM that extends the orig-
inal BERT model (Devlin et al., 2018). It is pre-
trained on a corpus of 104 languages, using shared
WordPiece vocabularies and a unified architecture
for all languages.

mT5 or Multilingual TS5 (Xue et al., 2021), is an
extension of the TS5 (Text-to-Text Transfer Trans-
former) model (Raffel et al., 2020) designed specif-
ically for multilingual capabilities. Pre-trained on
mC4, a large multilingual dataset, mT5 demon-
strates multilingual capabilities by transforming in-
put text sequences into output sequences.

Cross-Lingual Retriever We followed Nie
et al. (2023) to use the multilingual sentence
transformer “paraphrase-multilingual-mpnet-
base-v2” (Reimers and Gurevych, 2019). This
transformer maps sentences and paragraphs into
a 768-dimensional dense vector space. Such a
high-dimensional embedding facilitates tasks
such as clustering and semantic search. In our
experiments, the number of retrieval samples
k is 1 and 3 for classification task and 1 for
summarization task.

5 Results

5.1 Results of classification tasks

Table 1 provides an overview of the results of clas-
sification. With the instructions of k = 3 retrieval

Vio-Lens zero shot =1 k=3
bloomz-3b 0.19 02 024
bloom-3b 0.00 0.00 0.00
mbert 0.21 0.28 0.29
SentNoB zero shot k=1 k=3
bloomz-3b 0.34 044 044
bloom-3b 0.00 0.00 0.00
mbert 0.30 0.36 0.37

Table 1: Fl-scores of the two classification tasks:
Bangla zero-shot baseline and with k retrieval aug-
mented prompts.

augmented English prompts, we enhance the F1-
scores of Bloomz-3b on the two tasks by 5% and
10% respectively. While Bloom-3b, without in-
struction tuning compared to Bloomz-3b, cannot
generate any meaningful result, suggesting that in-
struction tuning has a strong impact on retrieval
augmented in-context learning. The traditional
masked MLM, mBERT, also gained improvement
by 8% and 7%.

To facilitate a comprehensive understanding of
the performance and discrepancies associated with
each task, we present confusion matrices for anal-
ysis as follows. Given the confusion matrix in Ta-
ble 2 , we find that:

1) With a general assessment across micro,
macro, and weighted F1 scores, Bloomz-3b and
mBERT gained improvement from the retrieval
prompts. 2) Compare the two models, Bloomz-
3b’s zero-shot setting tends to misclassify “non-
violence” and “Neutral”, and has a reduced macro
F1 compared to its weighted F1, while mBERT
has a more balanced distribution of confusion be-
tween “non-violence” (“Neutral”) and the other
classes. This may indicate that for classification
tasks, the text generation struggles more with mi-
nority classes compared to masked prediction.

5.2 Results of summarisation task

The Table 3 compares several models and methods
for summarization task.

LEAD-64 As an extractive method, it performs
well across all metrics. This indicates that in many
cases the first few sentences or tokens of an article
or document provide a fairly informative summary.
As expected, LEAD-64 outperforms the mt5 base
model in the zero-shot setting, but is outperformed
by the Bloomz models in the same scenario.
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zero shot k=1 k=3
bloomz-3b precision recall fl-score precision recall fl-score precision recall fl-score
accuracy 0.33 0.35 0.36
macro avg 0.15 0.33 0.20 0.18 0.34 0.20 0.26 0.26 0.17
weighted avg 0.14 0.33 0.19 0.15 0.35 0.20 0.42 0.36 0.24
mbert precision recall fl-score precision recall fl-score precision recall fl-score
accuracy 0.22 0.32 0.33
macro avg 0.31 0.30 0.18 0.52 0.29 0.21 0.18 0.28 0.21
weighted avg 0.40 0.22 0.21 0.62 0.32 0.28 0.26 0.33 0.29

zero shot k=1 k=3
bloomz-3b precision recall fl-score precision recall fl-score precision recall fl-score
accuracy 0.61 0.60 0.61
macro avg 0.31 0.37 0.34 0.48 0.48 0.44 0.47 0.48 0.44
weighted avg 0.51 0.61 0.55 0.53 0.60 0.54 0.53 0.61 0.54
mbert precision recall fl-score precision recall fl-score precision recall fl-score
accuracy 0.35 0.37 0.39
macro avg 0.38 0.34 0.30 0.40 0.38 0.36 0.42 0.39 0.37
weighted avg 0.43 0.35 0.34 0.47 0.37 0.39 0.48 0.39 0.41

Table 2: Confusion matrix of main method in Vio-Lens (top) and SentNoB (bottom) test set of BLOOMZ-3b and

mBERT.
R-1 R-2 R-L R-LSum
LEAD-64 18.17 523 12.73 12.74
zero shot
mt5-base 501 084 4.83 4.84
bloomz-1b1 22.08 7.11 18.43 18.44
bloomz-3b  22.36 7.88 18.60 18.58
k=1
mt5-base 097 0.13 091 0.92
blommz-1bl 10.84 2.80 9.11 9.12
blommz-3b 6.61 1.52  5.56 5.55

Table 3: Rouge scores of Bangla summarization.

Zero-Shot Models mt5-base produces the low-
est scores across all metrics, suggesting that it
struggles to produce satisfactory summaries with-
out domain-specific fine-tuning or data augmenta-
tion. Both bloomz-1bl and bloomz-3b show sig-
nificantly better performance, with bloomz-3b hav-
ing a slight edge over bloomz-1bl, especially in
bigram capture (R-2).

Retrieval augmentation with k=1 Retrieval
augmentation seems to drastically affect the per-
formance of mt5-base, reducing its score consid-
erably. This could be due to noise introduced
by the retrieved sample or ineffective use of the
additional information. For the Bloomz mod-
els, bloomz-1b1 still retains decent performance,
although there’s a drop when compared to its
zero-shot performance. Surprisingly, blommz-3b

shows a sharper drop, suggesting that the addi-
tional retrieval data may be more of a distraction
than an advantage for this model configuration in
the summarization task.

5.3 Analysis and Discussion

When examining the performance of different
models on different tasks, several key observations
emerge that are related to linguistic nuances, the
underlying language models, and resource alloca-
tion.

For classification tasks, it’s clear that models
with a strong grasp of complex sentence struc-
ture and deeper semantics, such as the Bloomz-
3b, are more adept at distinguishing nuanced cat-
egories like “passive violence” or the more am-
biguous “neutral” sentiment. This aptitude likely
stems from their ability to understand context bet-
ter than their simpler counterparts. In parallel, the
critical role of zero-shot learning becomes appar-
ent. The ability of a model to generalize a task
without specific fine-tuning speaks volumes about
its robustness. For example, in our studies, models
such as the Bloomz-3b showed commendable per-
formance in a zero-shot setting. Furthermore, as
we played around with the variable k (representing
the number of samples retrieved), it was instructive
to see that a larger value didn’t always translate
into better performance. This underscores the nu-
anced ability of a model to sift through information
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Figure 3: Model performance over differences between zero-shot (represented as ‘0’ on the y-axis) and main method
with k=1 and k=3 demonstrations for Vio-Lens test set using bloomz-3b (left) and mbert (right).The y-axis shows
the deviations of the main method from the zero-shot values. The statistics are based on 8 and 6 templates, shown

in Appendix Table 5 and Table 6, respectively.

and potentially eliminate noise.

Turning to the summarization task, coherence
and relevance seem to be the pillars of excellence.
Advanced models are more adept at weaving sen-
tences that are not only structurally coherent, but
also rich in information. This finesse is evident
in the superior Rouge scores of the models. The
dichotomy between generative and extractive ap-
proaches is also evident. While generative mod-
els, including mt5-base and Bloomz-1b1, outper-
formed the extractive model (LEAD-64) in a zero-
shot framework, they seemed a bit sensitive when
retrieval augmentation came into play.

Finally, when it comes to resource distribution,
there’s an undeniable correlation between perfor-
mance and computational resources. The stel-
lar performance of models like Bloomz-3b likely
comes at the cost of intense computational de-
mands. However, one must consider the cost-
benefit ratio. In addition, the drop in performance
of these models with retrieval augmentation at k=1
suggests a potential sensitivity to the balance or di-
versity of the dataset.

For the summarization task, an interesting ob-
servation is that more extensive models don’t al-
ways outperform on all metrics, suggesting that we
need to be more discriminating in our resource al-
location. The significant performance drop with
retrieval augmentation further supports this argu-
ment.

To conclude this analysis, while modern lan-
guage models are capable of handling complex
tasks, they require careful configuration and
thoughtful resource distribution. Unraveling the

complexity of these models can pave the way for
optimized solutions in both classification and sum-
marization.

6 Ablation Study
6.1 The Stability across Templates

In our experiment for Vio-Lens, we compared the
performance of Bloomz-3b and mbert, in terms
of their ability to classify text samples into cate-
gories. In order to assess the effectiveness of the re-
trieval augmented prompting method compared to
the zero-shot baseline, we conduct a statistic across
different templates.

For Bloomz-3b and mBERT, we test different
prompt templates , and created a boxplot (Figure 3)
to visualize the difference of F1 scores from our
main method to the zero-shot baseline across tem-
plates. It’s shown that with the retrieval augmented
English prompts under different templates, both
model achieved a stable improvement compared
to the Bangla zeroshot baseline. Aso it’s clear that
mBERT, on average, shows greater improvements
in F1 scores when transitioning from the zero-shot
baseline to retrieval augmented prompting, com-
pared to Bloomz-3b.

6.2 Impact of Bangla and Hindi Prompt
Template

Instead of English, we further explore applying
Bangla itself and its linguistically similar high-
resource language Hindi as the language of the
prompt template , as shown in Table 4.

Main method with English prompt: This config-
uration yields the highest macro average F1 score
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k=1

precision  recall  fl-score

k=3

precision recall  fl-score

bangla prompt

"A1SS: {text} fRfARG Rea@fer et 1o S@s 81T Sqgho $ 2"

accuracy 0.14 0.45
macro avg 0.34 0.09 0.13 0.32 0.28 0.29
weighted avg 0.51 0.14 0.21 0.49 0.45 0.46
hindi prompt "q13: {text} AR el @ S@d gu uis & oG FaTfre re = &2
accuracy 0.39 0.54
macro avg 0.34 0.28 0.29 0.34 0.34 0.34
weighted avg 0.51 0.39 0.43 0.52 0.54 0.53

Table 4: Results of prompt template in bangla and hindi of main method in SentNoB test of bloomz-3b.

of all three prompt templates.

Hindi Prompt Template: While the Hindi
prompt template leads to significant improvements
in precision and recall for individual categories
such as “Neutral”, the macro average F1 score is
still lower than that of the main method with the
English prompt.

Bangla prompt template: The Bangla prompt
template, while showing some improvements in
precision for specific categories such as “positive”,
experiences a decrease in recall and overall accu-
racy. As aresult, the macro average F1 score is the
lowest of the three templates.

This means that while the Bangla prompt tem-
plate may improve performance for specific cat-
egories, it has an overall negative impact on the
model’s ability to generalize across all categories
in the SentNoB test. Conversely, the Hindi prompt
template’s improvements in precision and recall
for individual categories don’t translate into a
higher macro average F1 score compared to the
main method with the English prompt.

In summary, the macro average Fl-score re-
sults show that the main method with the English
prompt template remains the most effective over-
all. However, the choice of prompt template can
significantly affect performance for specific cate-
gories, as demonstrated by the Hindi and Bangla
templates. This nuanced understanding under-
scores the need to balance category-specific and
overall performance when selecting prompt tem-
plates in cross-lingual retrieval augmentation.

6.3 Impact of Hindi sentence pool

Comparing the results in Table 7 with the previous
experiments, we observe that the Hindi retrieval
dataset generally improves the model’s ability to
retrieve “Neutral” content in the mBERT model.
However, the model continues to struggle with the

“Neutral” category, with low recall and F1 scores,
regardless of the sentence pool used. This sug-
gests that further refinements may be needed to
improve retrieval accuracy for neutral sentiment
sentences. The studies with Hindi retrieval data
show that both bloomz-3b and mbert don’t show
any improvements compared to the main method
with the English prompt template. This suggests
that while using alternative retrieval datasets can
improve performance for specific sentiment cate-
gories, the choice of retrieval data may need to
be carefully considered to maximize overall perfor-
mance across categories in cross-lingual sentiment
analysis tasks.

7 Conclusion

In this paper, we have introduced a novel approach
to address the challenges of applying Large Lan-
guage Models to low-resource languages, with
a focus on Bangla. Our methodology employs
cross-lingual retrieval-augmented in-context learn-
ing, thereby enriching the capabilities of MPLMs,
specifically BLOOM and BLOOMZ. We have ex-
tensively tested our approach on two classification
tasks and one summarization task.

Our experimental results demonstrate the effec-
tiveness of our approach in achieve superior F1
scores for classification tasks.

Upon further analysis, the cross-lingual retrieval
mechanism contributes significantly to the model’s
performance.

This work lays the foundation for further stud-
ies on the application of cross-lingual retrieval and
in-context learning methods in low-resource lan-
guages. Future work could extend this approach
to even more underrepresented languages and po-
tentially adapt it to more complex NLP tasks such
as question answering or machine translation.
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Limitations

While our study has yielded promising results, it
is not without limitations. The effectiveness of re-
trieval augmentation is also tied to the model ar-
chitecture, and its impact on different models re-
mains largely unexplored. In addition, the avail-
ability of specific language datasets for sentence
retrieval and resource constraints remain practi-
cal challenges. Further exploration of prompt de-
sign and consideration of external factors could
improve our methodology. Acknowledging these
limitations is essential for a full interpretation of
our results and the direction of future research.
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zero-shot k=1 k=3

prompt {text} Direct Aggression, Indirect Aggression, or No Aggression?

accuracy 0.53 0.54 0.54

macro avg 0.17 0.18 0.18

weighted avg 0.38 0.38 0.38

prompt Evaluate the text: ’{text}’. Would you categorize it as absence of aggression, mild aggression,

or strong aggression?

accuracy 0.18 0.23 0.23

macro avg 0.17 0.15 0.15

weighted avg 0.13 0.16 0.16

In the context of ’{text}’, which category best captures its aggression level: absence of aggression,

prompt mild aggression, or strong aggression?
accuracy 0.12 0.15 0.16
macro avg 0.1 0.15 0.16
weighted avg 0.06 0.11 0.12
For the text: *{text}’, ascertain its aggression scale: absence of aggression, mild aggression, or
prompt strong aggression?
accuracy 0.19 0.21 0.21
macro avg 0.13 0.14 0.14
weighted avg 0.14 0.16 0.15
From the following choices, which resonates with the theme of ’ {text}’? Options: No Intensity,
prompt Low Intensity, High Intensity
accuracy 0.13 0.24 0.19
macro avg 0.1 0.17 0.15
weighted avg