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Main Components of Spoken Dialogue Systems

Semantic decoding and belief tracking require different type of
labelled data
Combining these two units, reduces the amount of labelled
data required and avoid possibility of information loss in the SD
stage.
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Limitations of Current Belief Trackers

1. The model parameters increase with the size of the ontology
2. Many approaches rely on the delexicalization except for Neural

Belief Tracker (NBT), Mrkšić et al 2017
3. Current multi‑domain models do not handle mixed domains
within a single dialogue

This causes a bottleneck in scaling the belief tracker to larger
domains and complex dialogues
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Problem Formulation

1. What is in the dialogue ontology?
2. What does the system output refer to?

3. What does the user input refer to?
4. How do we track the dialogue context?
5. How do we handle many domains?
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Datasets

Wizard of Oz framework for collecting data for belief tracking
Amazon MTurk users given tasks to complete, access to the
database
They produce dialogues and annotate them
Single‑domain dataset WOZ 2.0 (Wen et al 2016)

New multi‑domain dataset MultiWOZ
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2. Multi‑Domain Dialogues:
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The data collection was funded through Google Faculty Award


