
Towards Multimodal Vision-Language Models Generating
Non-Generic Text — Supplementary Material

Wes Robbins
Montana State University

wesley.robbins10@gmail.com

Zanyar Zohourianshahzadi & Jugal Kalita
University of Colorado, Colorado Springs
{zzohouri,jkalita}@uccs.edu

Figure 1: More samples from the Politicians and Ath-
letes Dataset. Well-known individuals can be seen in a
variety of scenes.



Figure 2: The The Special Approach allows zero-shot
adaptation for individuals never seen in training by the
captioning model. All individuals in the below images
are not present in the PAC training set, yet our model
(M4C+ST) is able to integrate the names into the cap-
tions at inference.

Figure 3: Captions on PAC images. The special token
model offers richer captions by utilizing person names.
The vanilla M4C model and weights used below come
from the MMF repository (Singh et al., 2020)

.



Table 1: M4C+ST model performance on both PAC and TextCaps (extension of table in main paper). We find
that by training on both datasets, we can get good performance of both PAC which focuses on person names and
TextCaps which focuses on OCR tokens. In the training column, a → between datasets indicates one dataset was
trained on before the other where as a comma in between datasets indicates they were trained on simultaneously.
Datasets trained on simultaneously are followed by a sampling ratio between datasets(e.g PAC,TextCaps[1:8] is 1
batch of PAC per 8 batches of TextCaps).

Metrics

# Training Test B-4 M R C S

1 a. TextCaps PAC 0.7 5.1 11.7 10.4 3.0
b. TextCaps 22.9 22.1 46.0 89.7 15.3

2 a. PAC PAC 8.6 13.3 29.1 98.9 17.6
b. TextCaps 2.0 7.5 22.0 8.5 2.6

3 a. TextCaps→PAC PAC 9.1 14.8 30.4 102.6 18.7
b. TextCaps 20.7 20.1 43.0 80.4 13.4

4 a. PAC,TextCaps[1:8] PAC 8.4 14.5 30.3 103.7 17.5
b. TextCaps 22.1 20.9 45.3 84.5 24.0

5 a. TextCaps→PAC,TextCaps[1:1] PAC 5.1 12.8 25.7 73.0 14.8
b. TextCaps 23.2 22.0 46.2 91.0 15.1

B-4: BLEU-4; M: METEOR; R: ROUGUE; C: CIDEr, S: SPICE
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