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Machine Translation Hype
Crash-Tested by Translation Students

Since 2016 I have been treating the last four weeks of my 
Translation Technology course as a testing laboratory...
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So what to test next?

¯\_(ツ)_/¯
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What is the sweet spot in the hybrid process,
what is the ideal cutoff point where translation 

memory is no longer efficient, and machine 
translation should take over?

- TAUS DQF BI Bulletin - Q1 2019; March 28, 2019

Classroom Laboratory

When should we 
ditch TM and take an 
MT generated 
segment instead?

1. At what point does MTPE require the same amount of editing as a 
“fuzzy” TM match on average?

2. Which requires more editing overall: 
a full text of MT generated segments OR
a full text of “fuzzy” TM matches in the 89%-69% range (“low fuzzies”)?

What’s the relation 
between edit-
distance and actual 
time spent in a TM 
vs. MT scenario?

1. When editing the content, which takes less time: 
“fuzzy” TM edits OR MTPE?

2. Is there a matching correlation between edit-distance and time spent 
fixing segments for “low fuzzies” and MTPE?

A

B
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<75%?
<80%?
<90%?

Experiment A
When should we ditch TM and take 
an MT generated segment instead?

Methodology
› 8 students; en-US > 3 target language groups 

(es-419 (es-LA), zh-CN, zh-TW)

› There are 22 source segments in total split 
equally into “Set A” and “Set B”

› All are full sentences from older (2015 or earlier) 
Apple iOS documentation (pulled from PDFs) 
with an average length of 15 wds

› For TM, pre-populate with fuzzy matches in the 
89%-69% range 
(avg. match across Set A = 79%; Set B = 78%)

› For MT, pre-populate with Google Translate 
generated sentences

› One student per language will complete Set A 
with a “fuzzy match TM” and Set B as MTPE; the 
other student will do the reverse. Then they will 
switch.

› Edit distance will be measured for every segment

› NOTE: Students can be unpredictable on 
occasion, so the official Apple translations were 
added as a “control group” to minimize this risk

MT

Set A
(165 wds; 

11 sentences)
Set B

Fuzzies TM

Set B
(161 wds; 

11 sentences)
Set A

Set B
- 161 wds
- 11 sentences;
avg. 15 wds long

Set A

Set A
- 165 wds
- 11 sentences; 
avg. 15 wds long

Set B

Set B Set A
Set B

Set A Set A
Set B

For every language…
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At what point does MTPE require the same amount of 
editing as a fuzzy TM match on average?

2 3 7 3 5 8 5 2 2 3 5 2 3 5

Organized by TM Fuzzy Segment Match Category

Sample size per 
graphed point

› Organize segments by original 
TM match categories

› Calculate location of point 
based on average edit-
distance for total sampled 
segments by language

› Do this both for fuzzy TM 
edited & MTPE segments

› Plot the trendlines for both

› Find intersection

❶

Fuzzy TM edits and 
MTPE met at around a 

~85% match level

Spanish (LatAm)

At what point does MTPE require the same amount of 
editing as a fuzzy TM match on average?

Chinese (China)

Chinese (Taiwan)

~81%

~77%
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Which requires more editing overall: 
MT generated segments OR

“fuzzy” TM matches in the 89%-69% range?

Spanish (LatAm) Chinese (China) Chinese (Taiwan)

❷
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Experiment B
What’s the relation between edit-
distance and actual time spent in a 
TM vs. MT scenario?
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Why this test?

Less editing… Less time…

Our “knee jerk” reaction when seeing less edit distance is…
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The reasoning is that fewer edits indicate less effort 
on the post-editor ’s part – and hence the 

payment should be less, so as to only pay for 
work completed.

- Edit Distance: Not a Miracle Cure; March 28, 2019, Izabella Iizuka, March 13, 2019

My one advantage in measuring for time…

Classroom Home
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Methodology
› Begin stopwatch at start of translation 

with each set

› Pause timer and call instructor over 
when…
› All segments confirmed
› All terminology checks against the term 

database were cleared out (or personally 
verified as a “non-error”)

› All other automated quality checks that 
could be cleared out were completed 
(capitalization, punctuation, number 
mismatches, etc).

› If issue was spotted, unpause the 
timer and call instructor over again 
when fixed.

› Instructor writes down time of 
completion

› NOTE: there is no “control group” for 
this experiment

Every student has a stopwatch 
(i.e., phone) so easy to accommodate

Set A Set B

Start 00:00 00:00

Stop 12:32 14:53

Set A Set B

00:00 00:00

11:35 10:17

Set A Set B

Start 00:00

Stop 12:32

Set A Set B

00:00

11:35

Set A Set B

Start 00:00

Stop

Set A Set B

00:00

When editing ~160 
wds / 11 sentences of 
content, which takes 

less time: 
“fuzzy” TM edits 

(89%-69%)
or MTPE?

❶
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When asked “why” they spent more time on MTPE than TM edits…

“spent a lot of time looking up the proper terms for Taiwan since the MT 
kept giving Chinese for mainland China, but in traditional characters.”

“TM was easier because the sections to change are clearly marked so I 
only needed to cut out minor sections.”

ESP3

ZHT1 & 
ZHT2

TM MT
.20 .22

TM MT
.26 .23
.26 .25

More time… More editing?

Is there a matching correlation between edit-distance and 
time spent fixing segments for both “low fuzzies” and MTPE?❷
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Nearly flat
Pitched

No matter the level of editing, the time spent 
is fairly constant. Conclusion: It’s faster to 
figure out what to edit with TM fuzzies. 

..whereas with MT, time spent does goes up 
with increasing edit-distance.

Ed
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ng
 ti

m
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TE
R

TM Edits MTPE
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Subjective Experiments
What’s the “experience” 
when working with MT?

What did you prefer? 
PE of wholly generated raw MT output OR

a trained “adaptive” MT system where you had control over the output

Nearly 50/50 in a show of hands every year since 2016

…those who prefer “adaptive MT” are nearly always 
Romance language speakers
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I’ve mixed the reference translations in with raw MT from 4 major engines. 
Which do you think is human?

Students are given homework the week before to provide multiple sentences of 
human-made content (bilingual) that they believe will be “tough” for MT.

Fall 2019 = 1st time students in a language group (Spanish) chose 
MT generated output over the human reference text

I’m looking for your ideas…
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Q&A
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