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h0: “When we have finalised our proposal on
the new rules and decided on the most
suitable legal form, I will be happy to present
our viewpoint to you.”

h2: “Once we have finalized our proposal on
the new rules and decided on the most
appropriate legal form, I will be pleased to
present our point of view.”

h4: Once we have finalized our proposal on
the new rules and decided on the most
appropriate legal form, I will be happy to
present our point of view.

h6: Once we have finalized our proposal on
the new rules and decided on the most
appropriate legal form, I will be happy to
present our point of view.



191

m0: “Quand nous aurons mis au point notre
proposition sur les nouvelles règles et choisi la
forme juridique la plus adaptée, je me ferai un
plaisir de vous exposer nos vues.”

h0 (human-written text): “When we have
finalised our proposal on the new rules and
decided on the most suitable legal form, I will be
happy to present our viewpoint to you.”

m1 (machine-translated text): “When we have
finalized our proposal on the new rules and
chosen the most appropriate legal form, I will be
happy to share our views.”

h2: “Once we have finalized our proposal on the
new rules and decided on the most appropriate
legal form, I will be pleased to present our point
of view.”

m3: “Once we have finalized our proposal on
the new rules and chosen the most appropriate
legal form, I will be happy to share our views.”



192

Input
Step 1: Generate 
back-translation

Back-translation

Step 2: Calculate similarity

Similarity features

Step 3: Classify the input

Original/Translated text



193

��
� (English)=��

� : “One of the best examples
of how to treat a subject, you're not fully
aware is being examined, much like a photo of
yourself you didn't know was being taken.”

��
� (Japanese): “

1
”

��
� (English)=��

� : “One of the best examples of how
to treat a subject, you're not fully aware is being
examined, much like a photo of yourself you didn't
know was being taken.”

��
� (English): “One of the best examples of

how to deal with the subject is that you are
not completely aware.”

��
� (Chinese): “

”

��
� (Chinese): “

”

��
� (English): “One of the best examples of how to

treat a topic is that you have not been completely
examined, just like a photo you don't know.”

��
� (English): “One of the best examples of

how to deal with this problem is that you are
not completely clear.”

Translation detection (Figure 2)

��ℎ0, ℎ2� :0.73;0.67;0.61;0.55;0.62;0.50;0.41
� �1,�3 :0.96;0.96;0.96;0.96;0.95;0.96;0.96

Back-translation detection (Figure 4)

��ℎ0
� , ℎ2

� � :0.62;0.48;0.40;0.34;0.37;0.27;0.22
���2

� ,�4
� � :0.85;0.79;0.75;0.70;0.73;0.67;0.58
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