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Abstract 

This report presents the results from the 
Named Entity Transliteration Shared Task 
conducted as part of The Seventh Named Enti-
ties Workshop (NEWS 2018) held at ACL 
2018 in Melbourne, Australia. Similar to pre-
vious editions of NEWS, the Shared Task fea-
tured 19 tasks on proper name transliteration, 
including 13 different languages and two dif-
ferent Japanese scripts. A total of 6 teams 
from 8 different institutions participated in the 
evaluation, submitting 424 runs, involving dif-
ferent transliteration methodologies. Four per-
formance metrics were used to report the eval-
uation results. The NEWS shared task on ma-
chine transliteration has successfully achieved 
its objectives by providing a common ground 
for the research community to conduct com-
parative evaluations of state-of-the-art tech-
nologies that will benefit the future research 
and development in this area.        

1 Introduction 

Names play an important role in the performance 
of most natural language processing and infor-
mation retrieval applications. They are also criti-
cal in cross-lingual applications such as machine 
translation and cross-language information re-
trieval, as it has been shown that system perfor-
mance correlates positively with the quality of 
name conversion across languages (Demner-
Fushman and Oard 2002, Mandl and Womser-
Hacker 2005, Hermjakob et al. 2008, Udupa et 
al. 2009). Bilingual dictionaries constitute the 
traditional source of information for name con-
version across languages, however they offer 
very limited support as in most languages names 
are continuously emerging and evolving.  

All of the above points to the critical need for 
robust machine transliteration methods and sys-
tems. Significant efforts has been conducted by 
the research community to address the problem 
of machine transliteration (Knight and Graehl 
1998, Meng et al. 2001, Li et al. 2004, Zelenko 
and Aone 2006, Sproat et al. 2006, Sherif and 
Kondrak 2007, Hermjakob et al. 2008, Al-
Onaizan and Knight 2002, Goldwasser and Roth 
2008, Goldberg and Elhadad 2008, Klementiev 
and Roth 2006, Oh and Choi 2002, Virga and 
Khudanpur 2003, Wan and Verspoor 1998, Kang 
and Choi 2000, Gao et al. 2004, Li et al. 2009a, 
Li et al. 2009b). These efforts fall into three main 
categories: grapheme-based, phoneme-based and 
hybrid methods. Grapheme based methods (Li et 
al. 2004) treat transliteration as a direct ortho-
graphic mapping and only uses orthography-
related features while phoneme-based methods 
(Knight and Graehl 1998) make use of phonetic 
correspondences to generate the transliteration. 
The hybrid approach refers to the combination of 
several different models or knowledge sources to 
support the transliteration generation process.  
Recently, neural network approaches have been 
explored with varying successes, depending on 
the size of the training data.  

The first machine transliteration shared task 
(Li et al. 2009a, Li et al. 2009b) was organized 
and conducted as part of NEWS 2009 at ACL-
IJCNLP 2009. It was the first time that common 
benchmarking data in diverse language pairs was 
provided for evaluating state-of-the-art machine 
transliteration. While the focus of the 2009 
shared task was on establishing the quality met-
rics and on setting up a baseline for translitera-
tion quality based on those metrics, the 2010 
shared task (Li et al. 2010a, Li et al. 2010b) fo-
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cused on expanding the scope of the translitera-
tion generation task to about a dozen languages 
and on exploring the quality of the task depend-
ing on the direction of transliteration. 

In NEWS 2011 (Zhang et al. 2011a, Zhang et 
al. 2011b), the focus was on significantly in-
creasing the hand-crafted parallel corpora of 
named entities to include 14 different language 
pairs from 11 language families, and on making 
them available as the common dataset for the 
shared task.  

The NEWS 2018 Shared Task on Named Enti-
ty Transliteration has been a continued effort for 
evaluating machine transliteration performance 
following the NEWS edition of 2012 (Zhang et 
al. 2012), 2015 (Zhang et al. 2015) and 2016 
(Duan et al. 2016). 

In this paper, we present in full detail the re-
sults of NEWS 2018 Named Entity Translitera-
tion Shared Task. The rest of the paper is struc-
tured as follows. Section 2 provides as short re-
view of the main characteristics of the machine 
transliteration task and the corpora used for it. 
Section 3 reviews the four metrics used for the 
evaluations. Section 4 reports specific details 
about participation in the shared task, and section 
5 presents and discusses the evaluation results. 
Finally, section 6 presents our main conclusions 
and future plans. 

2 Shared Task on Transliteration 

Transliteration, sometimes also called Romaniza-
tion, especially if Latin Scripts are used for target 
strings (Halpern 2007), deals with the conversion 
of names between two languages and/or script 
systems. Within the context of this transliteration 
shared task, we are aiming not only at addressing 
the name conversion process but also its practical 
utility for downstream applications, such as ma-
chine translation and cross-language information 
retrieval.  

In this context, we adopt the same definition 
of transliteration as proposed during NEWS 2009 
(Li et al. 2009a): transliteration is understood as 
the conversion of a given name in the source 
language (a text string in the source writing sys-
tem or orthography) to a name in the target lan-
guage (another text string in the target writing 
system or orthography) conditioned to the fol-
lowing specific requirements regarding the name 
representation in the target language:  
• it is phonetically equivalent to the source 

name, 

• it conforms to the phonology of the target 
language, and 

• it matches the user intuition on its equiva-
lence with respect to the source language 
name.   

Following previous editions of NEWS some 
back-transliteration tasks are considered. Back-
transliteration attempts to restore transliterated 
names back into their original source language. 
NEWS 2018 included a total of six back-
transliteration tasks.  

2.1 Shared Task Description 

As in previous editions of the workshop series, 
the shared task in NEWS 2018 consists of devel-
oping machine transliteration systems in one or 
more of the specified language pairs. Each lan-
guage pair of the shared task consists of a source 
and a target language, implicitly specifying the 
transliteration direction. Training and develop-
ment data in each of the language pairs was 
made available to all registered participants for 
developing their transliteration systems. 

At the evaluation time, hand-crafted test sets 
of source names were released to the partici-
pants, who were required to produce a ranked list 
of transliteration candidates in the target lan-
guage for each source name. The system outputs 
were tested against their corresponding reference 
sets (which may include multiple correct translit-
erations for some source names). The perfor-
mance of a system is quantified using multiple 
metrics (defined in Section 3). 

In this edition of the workshop, only standard 
runs (restricted to the train and development data 
provided) were considered. No other data or lin-
guistic resources were allowed for standard runs. 
This ensures parity between systems and enables 
meaningful comparison of performance of vari-
ous algorithmic approaches in a given language 
pair. Participants were allowed to submit one or 
more standard runs for each task they participat-
ed in. If more than one standard runs were sub-
mitted, it was required to select one as the “pri-
mary” run by publishing it into the leaderboard. 
The primary runs are the ones used to compare 
results across different systems.  

The NEWS 2018 Shared Task was run on Co-
daLab (http://codalab.org/).  

2.2 Shared Task Corpora 

Two specific constraints were considered when 
selecting languages for the shared task: language 
diversity and data availability. To make the 
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shared task interesting and to attract wider partic-
ipation, it is important to ensure a reasonable 
variety of linguistic diversity, orthography and 
geography. Following NEWS 2016, the tasks 
were grouped into five categories based on the 
specific organizations providing the datasets. The 
19 tasks for NEWS 2018 are shown in Tables 
1.a-e. In addition to the 14 tasks from NEWS 
2016, five new tasks (highlighted in italics) have 
been included this year. This year, new evalua-
tion data was generated and used.  

 
Task ID Type Origin Source Target 
T-EnTh Trans. Western English Thai 
B-ThEn Back. Western Thai  English 

Table 1.a: NEWS 2018 Dataset_01 
 

Task ID Type Origin Source Target 
T-EnPe trans. western English Persian 
B-PeEn back. western Persian English 

Table 1.b: NEWS 2018 Dataset_02 
 

Task ID Type Origin Source Target 
T-EnCh trans. western English Chinese 
B-ChEn back. western Chinese English 
T-EnVi trans. western English Vietnamese 

Table 1.c: NEWS 2018 Dataset_03 
 

Task ID Type Origin Source Target 
M-EnHi mixed mixed English Hindi 
M-EnTa mixed mixed English Tamil 
M-EnKa mixed mixed English Kannada 
M-EnBa mixed mixed English Bangla 
T-EnHe trans. western English Hebrew 
B-HeEn back. western Hebrew English 

Table 1.d: NEWS 2018 Dataset_04 
 

Task ID Type Origin Source Target 
T-EnJa trans. western English Katakana 
B-JnJk back. japanese English Kanji 
T-EnKo trans. western English Hangul 
T-ArEn trans. arabic Arabic English 
T-PeEn trans. persian Persian English 
T-EnPe back. persian English Persian 

Table 1.e: NEWS 2018 Dataset_05 
 

In Tables 1.a-e, Type refers to the type of task 
(transliteration, back-transliteration or mixed); 
Origin refers to the origin of the names; and 
Source/Target refer to the source/target scripts. 

3 Evaluation Metrics and Rationale 

The participants have been asked to submit 
standard and, optionally, non-standard runs. One 

of the standard runs must be named as the prima-
ry submission, which was the one used for the 
performance summary. Each run must contain a 
ranked list of up to ten candidate transliterations 
for each source name. The submitted results are 
compared to the ground truth (reference translit-
erations) using four evaluation metrics capturing 
different aspects of transliteration performance. 
The four considered evaluation metrics are  
• Word Accuracy in Top-1 (ACC),  
• Fuzziness in Top-1 (Mean F-score) (Powers 

2011),  
• Mean Reciprocal Rank (MRR) (Voorhees 

1999), and  
• Mean Average Precision (MAPref) (Powers 

2011). 
 

In the next subsections, we present a brief de-
scription of the four considered evaluation met-
rics. The following notation is further assumed: 
• N: Total number of names (source words) in 

the test set, 
• ni: Number of reference transliterations for i-

th name in the test set (ni ≥ 1), 
• ri,j: j-th reference transliteration for i-th name 

in the test set, 
• ci,k: k-th candidate transliteration (system 

output) for i-th name in the test set (1 ≤ k ≤ 
10), 

• Ki: Number of candidate transliterations pro-
duced by a transliteration system. 

3.1 Word Accuracy in Top-1 (ACC) 

Also known as Word Error Rate, it measures cor-
rectness of the first transliteration candidate in 
the candidate list produced by a transliteration 
system. ACC = 1 means that all top candidates 
are correct transliterations; i.e. they match one of 
the references, and ACC = 0 means that none of 
the top candidates are correct. 

𝐴𝐶𝐶 = !
!

  1  𝑖𝑓  ∃𝑟!,! ∶ 𝑟!,! = 𝑐!,!  ;
  0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                

!
!!!   (Eq.1) 

3.2 Fuzziness in Top-1 (Mean F-score) 

The Mean F-score measures how different, on 
average, the top transliteration candidate is from 
its closest reference. F-score for each source 
word is a function of Precision and Recall and 
equals 1 when the top candidate matches one of 
the references, and 0 when there are no common 
characters between the candidate and any of the 
references. 
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Precision and Recall are calculated based on 
the length of the Longest Common Subsequence 
(LCS) between a candidate and a reference: 

𝐿𝐶𝑆 𝑐, 𝑟 = !
!

𝑐 + 𝑟 − 𝐸𝐷 𝑐, 𝑟   (Eq.2) 

where ED is the edit distance and |x| is the length 
of x. For example, the longest common subse-
quence between “abcd” and “afcde” is “acd” and 
its length is 3. The best matching reference, i.e. 
the reference for which the edit distance has the 
minimum, is taken for calculation. If the best 
matching reference is given by  

𝑟!,! = arg𝑚𝑖𝑛! 𝐸𝐷 𝑐!,!, 𝑟!,!   (Eq.3) 

the Recall, Precision and F-score for the i-th 
word are calculated as:  

𝑅! =
!"# !!,!,!!,!

!!,!
  (Eq.4) 

𝑃! =
!"# !!,!,!!,!

!!,!
  (Eq.5) 

𝐹! = 2 !!×!!
!!!!!

  (Eq.6) 

The lengths are computed with respect to dis-
tinct Unicode characters, and no distinctions are 
made for different character types of a language 
(e.g. vowel vs. consonant vs. combining diere-
ses).  

3.3 Mean Reciprocal Rank (MRR) 

Measures traditional MRR for any right answer 
produced by the system, from among the candi-
dates. 1/MRR tells approximately the average 
rank of the correct transliteration. MRR closer to 
1 implies that the correct answer is mostly pro-
duced close to the top of the n-best lists.  

𝑅𝑅! =
  𝑚𝑖𝑛!

!
!
  𝑖𝑓  ∃𝑟!,! , 𝑐!,!: 𝑟!,! = 𝑐!,!  ;  

0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                
  (Eq.7) 

𝑀𝑅𝑅 = !
!

𝑅𝑅!!
!!!   (Eq.8) 

3.4 Mean Average Precision (MAPref) 

This metric measures tightly the precision in the 
n-best candidates for i-th source name, for which 
reference transliterations are available. If all of 
the references are produced, then the MAP is 1. 
If we denote the number of correct candidates for 
the i-th source word in k-best list as num(i,k), 
then MAPref is given by:  

𝑀𝐴𝑃!"# =
!
!

!
!!

𝑛𝑢𝑚(𝑖, 𝑘)!!
!!!

!
!!!   (Eq.9) 

4 Participation in the Shared Task 

A total of six teams from eight different institu-
tions participated in the NEWS 2018 Shared 
Task. More specifically, the participating teams 
were from University of Alberta (UALB), Uni-
versity of Edinburgh (EDI), University of Jadav-
pur and Universitat des Saarlandes (UJUS), Uni-
versite du Quebec a Montreal (UQAM), and 
team SINGA (from National University of Sin-
gapore and Singapore University of Technology 
and Design) and WIPO (World Intellectual Prop-
erty Organization)1.  

In total, we received 424 standard runs. Table 
2 summarizes the number of standard runs and 
the teams participated in each task. 

 
Task Std Teams Participating 

T-EnPe 13 UALB, EDI, UJUS, SINGA 
B-ThEn 30 UALB, EDI, SINGA 
T-EnTh 31 UALB, EDI, UJUS, SINGA 
T-EnHe 27 UALB, EDI, UJUS, SINGA 
M-EnBa 27 UALB, EDI, UJUS, SINGA 
M-EnKa 29 UALB, EDI, UJUS, SINGA 
M-EnTa 28 UALB, EDI, UJUS, SINGA 
M-EnHi 30 UALB, EDI, UJUS, SINGA 
T-ArEn 14 UALB, SINGA 
B-JnJk 6 UALB 
T-EnJa 17 UALB, SINGA 
T-EnKo 15 UALB, SINGA 
B-ChEn 29 UALB, EDI, UJUS, SINGA 

T-EnCh 27 
UALB, EDI, UJUS, WIPO, 
SINGA 

T-PeEn 16 UALB, EDI, UJUS, SINGA 

T-EnVi 29 
UQAM, UALB, EDI, UJUS, 
SINGA 

B-HeEn 29 UALB, EDI, UJUS, SINGA 
B-EnPe 17 UALB, EDI, UJUS, SINGA 
B-PeEn 10 EDI, SINGA 
Overall 424 - 

Table 2: Number of standard (Std) runs submit-
ted, and teams participating in each task. 

Table 2 shows that the most popular task contin-
ues to be the transliteration from English to Chi-
nese (Zhang et al. 2012), followed by Chinese to 
English, English to Hindi, and English to Tamil.  

5 Task Results and Analysis 

In this section, we present the official results of 
the shared task along with brief descriptions of 
                                                
1 This last team did not submit a system paper, but we are includ-
ing their submission result for the sake of completeness.  
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the different participant systems and some rec-
ommendations for future improvements.  

5.1 Shared Task Results 

Figure 1 summarizes the results of the NEWS 
2018 Shared Task. In the figure, only F-scores 
over the NEWS 2018 evaluation test set for all 
primary standard submissions are depicted. A 
total of 66 primary standard submissions were 
received. 

Most language pairs are able to achieve close 
to 80% or more in terms of F-score for at least 
some systems. An intriguing observation from 
Figure 1 is that for the language pair English-
Chinese, the back-transliteration task from Chi-
nese to English performs at least 15% better than 
the transliteration task from English to Chinese.  

It also can be observed from the table that re-
sults for the T-EnPe and the B-PeEn tasks (west-
ern names) are significantly low. This resulted 
from a mismatch on scripting conventions used 
for the Persian language between the original 
train and development sets and the newly devel-
oped test set. 

A much more comprehensive presentation of 
results for the NEWS 2018 Shared Task is pro-
vided in the Appendix at the end of this paper, 
where the resulting scores are reported for all 
received submissions for all four metrics, includ-
ing non-primary submissions. All results are pre-
sented in 19 tables, each of which reports the 
scores for one transliteration task. In the tables, 
all primary standard runs are highlighted in bold-
italic fonts. 

5.2 Participant Systems 

This year, the SINGA team (Snigdha et al. 2018) 
provided two baseline systems using Sequitur 
and Moses (phrase-based machine translation). 
All other systems used some version of neural 
modeling. It is interesting to note that non-neural 
systems by SINGA, while not the highest in per-
formance, are generally comparable to neural 
systems or system combinations which include 
neural models. 

Regarding the systems participating in this 
year evaluation, the UALB’s system (Najafi et al. 
2018) was based on multiple system combina-
tions. They presented experimental results in-
volving five different well-known transliteration 
approaches: DirecTL+ (Jiampojamarn et al. 2009), 
Sequitur (Bisani and Ney 2008), OpenNMT 
(Klein et al. 2017), BaseNMT (Sutskever et al. 
2014), and RL-NMT (Najafi et al., 2018). They 

showed improvements of up to 8% absolute over 
a baseline system by using system combination. 

 
Figure 1: Mean F-scores (Top-1) on the evalua-
tion set for all primary submissions and tasks. 

The UJUS system (Kundu et al. 2018) used an 
RNN-based NMT framework and a CNN-based 
NMT framework, where both byte-pair encoding 
and character-based segmentation were em-
ployed for both cases. They also adopted an en-
semble method to choose the hypothesis that has 
the highest frequency of occurrence to further 
improve accuracy.  

The EDI system (Grundkiewicz et al. 2018) 
system uses a deep attention RNN encoder de-
coder model, which employed neural machine 
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translation techniques such as dropout regulari-
zation, model ensembling, and re-scoring with 
right-left models. The EDI system is competitive, 
outperforming other teams in most of the tasks it 
participated in.  

The UQAM system (Le et al. 2018) aligned 
the sequences in the English Vietnamese lan-
guage pair before an RNN based machine trans-
literation system was trained.   

5.3 Issues and Recommendations 

In this section, we report some issues encoun-
tered during the shared task execution along with 
recommendations for future improvement of the 
Shared Task on Named Entity Transliteration.2 
• As mentioned in section 5.1, scripting dis-

crepancies between the train/dev data and the 
test data occurred for Persian characters in 
the T-EnPe and B-PeEn tasks. Specifically, 
the newly developed test set happens to con-
tain a mixture of the Persian and Arabic 
scripts, which includes visually similar char-
acters that have distinct encodings. This da-
taset will be revised to resolve this problem 
for the next evaluation campaign.  

• Some of the datasets for the shared task are 
available under specific licensing agreements 
that have to be undertaken directly by the 
participants from the data providers. The or-
ganizing team will explore alternative means 
to offer all the datasets in the shared task un-
der a unique centralized licensing agreement, 
which should be ideally free of cost for the 
participants. 

• Some of the participants experienced failures 
and delays during submissions to the Co-
daLab system. Most of these problems are 
due to server overloads. The organizing team 
will contact CodaLab support to see how 
these problems can be fully resolved, or at 
least minimized, in the future editions of the 
shared task. 

• Participants also believe that better publicity 
for the shared task would result in increased 
participation in the task. NEWS workshop 
organizers receive a significant number of 
request for dataset and information about the 
shared task throughout the year. However, 
the total number of participants in the shared 
task does not reflect such actual interests 
from the research community on the data and 

                                                
2 The organizers would like to thank all the participants, especially 
the University of Alberta team, for their valuable feedback and 
suggestions. 

the tasks. Publicity strategies and shared task 
timelines will be revised accordingly.  

6 Conclusions 

The Shared Task on Named Entity Translitera-
tion in NEWS 2018 has shown that the research 
community has a continued interest in this area. 
This report summarizes the results of the NEWS 
2018 Shared Task.  

We are pleased to report a comprehensive set 
of machine transliteration approaches and their 
evaluation results from 6 teams from 8 different 
institutions that participated in the shared task. 
This year, we received 424 runs in total. Most of 
the current state-of-the-art in machine translitera-
tion is represented in the systems that have par-
ticipated in the shared task. 

Encouraged by the continued success of the 
NEWS workshop series, we plan to continue this 
event in the future to further promoting machine 
transliteration research and development. 
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Appendix: Evaluation Results 
 
Team Test Set Accuracy F-score MRR MAP 
EDI NEWS18 0.0010 (1) 0.2111 (4) 0.0044 (3) 0.0010 (1) 
EDI NEWS18 0.0010 (1) 0.2063 (5) 0.0041 (4) 0.0010 (1) 
UALB NEWS18 0.0010 (1) 0.2056 (6) 0.0010 (5) 0.0010 (1) 
UALB NEWS18 0.0010 (1) 0.2042 (7) 0.0051 (1) 0.0010 (1) 
UALB NEWS18 0.0010 (1) 0.2034 (8) 0.0051 (1) 0.0010 (1) 
UALB NEWS18 0.0010 (1) 0.2012 (9) 0.0044 (2) 0.0010 (1) 
SINGA NEWS18 0.0010 (1) 0.2167 (1) 0.0010 (5) 0.0010 (1) 
SINGA NEWS18 0.0010 (1) 0.2167 (1) 0.0010 (5) 0.0010 (1) 
SINGA NEWS18 0.0010 (1) 0.2167 (1) 0.0010 (5) 0.0010 (1) 
UJUS NEWS18 0.0010 (1) 0.2145 (2) 0.0010 (5) 0.0010 (1) 
UJUS NEWS18 0.0010 (1) 0.2137 (3) 0.0010 (5) 0.0010 (1) 
UJUS NEWS18 0.0010 (1) 0.1928 (11) 0.0010 (5) 0.0010 (1) 
UJUS NEWS18 0.0000 (2) 0.1987 (10) 0.0000 (6) 0.0000 (2) 

Table A1: Results for the English to Persian transliteration task (T-EnPe) on Evaluation Test. Num-
bers in parentheses refer to the ranking of the submitted system. 
 
Team Test Set Accuracy F-score MRR MAP 
EDI  NEWS18 0.0033 (2) 0.3590 (2) 0.0086 (2) 0.0030 (2) 
EDI  NEWS18 0.0022 (3) 0.3235 (4) 0.0053 (3) 0.0019 (3) 
EDI  NEWS18 0.0000 (4) 0.0014 (8) 0.0000 (4) 0.0000 (4) 
SINGA NEWS18 0.0000 (4) 0.0098 (5) 0.0000 (4) 0.0000 (4) 
SINGA NEWS18 0.0000 (4) 0.0077 (6) 0.0000 (4) 0.0000 (4) 
SINGA NEWS18 0.0000 (4) 0.0074 (7) 0.0000 (4) 0.0000 (4) 
SINGA NEWS18 0.0000 (4) 0.0074 (7) 0.0000 (4) 0.0000 (4) 
UJUS NEWS18 0.0088 (1) 0.3662 (1) 0.0088 (1) 0.0078 (1) 
UJUS NEWS18 0.0000 (4) 0.3573 (3) 0.0000 (4) 0.0000 (4) 
UJUS NEWS18 0.0000 (4) 0.3573 (3) 0.0000 (4) 0.0000 (4) 

Table A2: Results for the Persian to English transliteration task (B-PeEn) on Evaluation Test. Num-
bers in parentheses refer to the ranking of the submitted system. 
 
Team Test Set ACC F-score MRR MAPref 

EDI  NEWS1
8 0.0010 (12) 0.4817 (12) 0.0022 (13) 0.0012 (13) 

EDI  NEWS18 0.0000 (13) 0.0014 (13) 0.0000 (14) 0.0000 (14) 
EDI  NEWS18 0.0000 (13) 0.0000 (14) 0.0000 (14) 0.0000 (14) 

UALB NEWS1
8 0.6880 (1) 0.9515 (1) 0.7755 (3) 0.6081 (1) 

UALB NEWS18 0.6820 (2) 0.9498 (3) 0.7777 (2) 0.6050 (2) 
UALB NEWS18 0.6800 (3) 0.9508 (2) 0.7780 (1) 0.6049 (3) 
UALB NEWS18 0.6450 (6) 0.9462 (5) 0.7476 (6) 0.5786 (4) 
UALB NEWS18 0.6440 (7) 0.9429 (7) 0.7546 (4) 0.5748 (5) 
UALB NEWS18 0.6380 (8) 0.9420 (8) 0.7516 (5) 0.5721 (6) 
UALB NEWS18 0.5070 (9) 0.9174 (9) 0.5070 (10) 0.4368 (9) 
UALB NEWS18 0.3930 (10) 0.9094 (10) 0.5075 (9) 0.3486 (10) 

SINGA NEWS1
8 0.6580 (4) 0.9476 (4) 0.6580 (7) 0.5701 (7) 

SINGA NEWS18 0.6560 (5) 0.9437 (6) 0.6560 (8) 0.5663 (8) 
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SINGA NEWS18 0.6560 (5) 0.9437 (6) 0.6560 (8) 0.5663 (8) 
SINGA NEWS18 0.2460 (11) 0.9019 (11) 0.4812 (11) 0.2363 (11) 
SINGA NEWS18 0.2460 (11) 0.9019 (11) 0.2460 (12) 0.2060 (12) 
Table A3: Results for the Persian to English transliteration task (T-PeEn) on Evaluation Test. Num-
bers in parentheses refer to the ranking of the submitted system. 
 
Team Test Set Accuracy F-score MRR MAP 
EDI NEWS18 0.2367 (1) 0.8405 (1) 0.3291 (1) 0.2367 (1) 
EDI NEWS18 0.2155 (2) 0.8361 (2) 0.3148 (2) 0.2155 (2) 
EDI NEWS18 0.0544 (21) 0.4591 (26) 0.0687 (23) 0.0544 (21) 
EDI NEWS18 0.0504 (22) 0.4577 (27) 0.0658 (24) 0.0504 (22) 
UALB NEWS18 0.2135 (3) 0.8348 (3) 0.3078 (3) 0.2135 (3) 
UALB NEWS18 0.2105 (4) 0.8314 (5) 0.3016 (5) 0.2105 (4) 
UALB NEWS18 0.2064 (5) 0.8332 (4) 0.3019 (4) 0.2064 (5) 
UALB NEWS18 0.1974 (6) 0.8271 (7) 0.2873 (6) 0.1974 (6) 
UALB NEWS18 0.1934 (7) 0.8304 (6) 0.2638 (9) 0.1934 (7) 
UALB NEWS18 0.1853 (8) 0.8175 (11) 0.2700 (8) 0.1853 (8) 
UALB NEWS18 0.1813 (11) 0.8217 (9) 0.1813 (13) 0.1813 (11) 
UALB NEWS18 0.1793 (12) 0.8159 (13) 0.2586 (10) 0.1793 (12) 
SINGA NEWS18 0.1833 (9) 0.8260 (8) 0.1833 (11) 0.1833 (9) 
SINGA NEWS18 0.1833 (9) 0.8260 (8) 0.1833 (11) 0.1833 (9) 
SINGA NEWS18 0.1833 (9) 0.8173 (12) 0.1833 (11) 0.1833 (9) 
SINGA NEWS18 0.1823 (10) 0.8126 (14) 0.2735 (7) 0.1823 (10) 
SINGA NEWS18 0.1813 (11) 0.7996 (20) 0.1813 (13) 0.1813 (11) 
SINGA NEWS18 0.1601 (16) 0.8176 (10) 0.1601 (18) 0.1601 (16) 
SINGA NEWS18 0.1581 (17) 0.7930 (23) 0.1581 (19) 0.1581 (17) 
SINGA NEWS18 0.0000 (23) 0.7668 (24) 0.0000 (25) 0.0000 (23) 
UJUS NEWS18 0.1823 (10) 0.8076 (17) 0.1823 (12) 0.1823 (10) 
UJUS NEWS18 0.1793 (12) 0.8100 (16) 0.1793 (14) 0.1793 (12) 
UJUS NEWS18 0.1702 (13) 0.8039 (18) 0.1702 (15) 0.1702 (13) 
UJUS NEWS18 0.1641 (14) 0.8109 (15) 0.1641 (16) 0.1641 (14) 
UJUS NEWS18 0.1631 (15) 0.7954 (22) 0.1631 (17) 0.1631 (15) 
UJUS NEWS18 0.1541 (18) 0.8006 (19) 0.1541 (20) 0.1541 (18) 
UJUS NEWS18 0.1460 (19) 0.7995 (21) 0.1460 (21) 0.1460 (19) 
UJUS NEWS18 0.1339 (20) 0.7591 (25) 0.1339 (22) 0.1339 (20) 
Table A4: Results for the English to Tamil transliteration task (M-EnTa) on Evaluation Test. Numbers 
in parentheses refer to the ranking of the submitted system. 
 
Team Test Set Accuracy F-score MRR MAP 
EDI NEWS18 0.3333 (2) 0.8515 (1) 0.4455 (1) 0.3333 (2) 
EDI NEWS18 0.3283 (3) 0.8501 (2) 0.4426 (2) 0.3283 (3) 
EDI NEWS18 0.0400 (25) 0.4488 (27) 0.0568 (26) 0.0400 (25) 
UALB NEWS18 0.3243 (4) 0.8472 (4) 0.4287 (4) 0.3243 (4) 
UALB NEWS18 0.3233 (5) 0.8472 (5) 0.3935 (8) 0.3233 (5) 
UALB NEWS18 0.3223 (6) 0.8474 (3) 0.4291 (3) 0.3223 (6) 
UALB NEWS18 0.3193 (7) 0.8438 (6) 0.4235 (5) 0.3193 (7) 
UALB NEWS18 0.3033 (11) 0.8374 (16) 0.4083 (7) 0.3033 (11) 
UALB NEWS18 0.2943 (15) 0.8407 (12) 0.2943 (18) 0.2943 (15) 
UALB NEWS18 0.2683 (19) 0.8347 (20) 0.3873 (9) 0.2683 (19) 
UALB NEWS18 0.2543 (21) 0.8290 (21) 0.3741 (10) 0.2543 (21) 
UALB NEWS18 0.0000 (27) 0.0509 (29) 0.0000 (28) 0.0000 (27) 
SINGA NEWS18 0.3343 (1) 0.8383 (14) 0.3343 (11) 0.3343 (1) 
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SINGA NEWS18 0.3333 (2) 0.8426 (8) 0.3333 (12) 0.3333 (2) 
SINGA NEWS18 0.3153 (8) 0.8417 (9) 0.3153 (13) 0.3153 (8) 
SINGA NEWS18 0.3143 (9) 0.8407 (11) 0.4167 (6) 0.3143 (9) 
SINGA NEWS18 0.3113 (10) 0.8369 (17) 0.3113 (14) 0.3113 (10) 
SINGA NEWS18 0.3013 (12) 0.8377 (15) 0.3013 (15) 0.3013 (12) 
SINGA NEWS18 0.3013 (12) 0.8377 (15) 0.3013 (15) 0.3013 (12) 
SINGA NEWS18 0.0010 (26) 0.3856 (28) 0.0010 (27) 0.0010 (26) 
SINGA NEWS18 0.0000 (27) 0.7784 (26) 0.0000 (28) 0.0000 (27) 
UJUS NEWS18 0.2993 (13) 0.8401 (13) 0.2993 (16) 0.2993 (13) 
UJUS NEWS18 0.2963 (14) 0.8429 (7) 0.2963 (17) 0.2963 (14) 
UJUS NEWS18 0.2923 (16) 0.8408 (10) 0.2923 (19) 0.2923 (16) 
UJUS NEWS18 0.2833 (17) 0.8359 (18) 0.2833 (20) 0.2833 (17) 
UJUS NEWS18 0.2773 (18) 0.8347 (19) 0.2773 (21) 0.2773 (18) 
UJUS NEWS18 0.2553 (20) 0.8195 (24) 0.2553 (22) 0.2553 (20) 
UJUS NEWS18 0.2502 (22) 0.8275 (22) 0.2502 (23) 0.2502 (22) 
UJUS NEWS18 0.2472 (23) 0.8223 (23) 0.2472 (24) 0.2472 (23) 
UJUS NEWS18 0.2312 (24) 0.7982 (25) 0.2312 (25) 0.2312 (24) 
Table A5: Results for the English to Hindi transliteration task (M-EnHi) on Evaluation Test. Numbers 
in parentheses refer to the ranking of the submitted system. 
 
Team Test Set Accuracy F-score MRR MAP 
EDI NEWS18 0.3404 (1) 0.8673 (1) 0.4588 (1) 0.3404 (1) 
EDI NEWS18 0.3343 (2) 0.8638 (2) 0.4504 (2) 0.3343 (2) 
EDI NEWS18 0.0251 (23) 0.4087 (28) 0.0361 (25) 0.0251 (23) 
EDI NEWS18 0.0221 (24) 0.4091 (27) 0.0342 (26) 0.0221 (24) 
UALB NEWS18 0.3042 (3) 0.8569 (3) 0.4198 (3) 0.3042 (3) 
UALB NEWS18 0.3022 (4) 0.8563 (4) 0.4152 (4) 0.3022 (4) 
UALB NEWS18 0.2912 (5) 0.8528 (5) 0.4077 (5) 0.2912 (5) 
UALB NEWS18 0.2831 (8) 0.8486 (6) 0.4043 (6) 0.2831 (8) 
UALB NEWS18 0.2510 (15) 0.8391 (11) 0.3433 (10) 0.2510 (15) 
UALB NEWS18 0.2369 (16) 0.8405 (10) 0.3691 (8) 0.2369 (16) 
UALB NEWS18 0.2339 (17) 0.8385 (12) 0.2339 (20) 0.2339 (17) 
UALB NEWS18 0.2199 (19) 0.8362 (14) 0.3502 (9) 0.2199 (19) 
SINGA NEWS18 0.2851 (6) 0.8453 (7) 0.2851 (11) 0.2851 (6) 
SINGA NEWS18 0.2851 (6) 0.8422 (9) 0.3899 (7) 0.2851 (6) 
SINGA NEWS18 0.2841 (7) 0.8439 (8) 0.2841 (12) 0.2841 (7) 
SINGA NEWS18 0.2841 (7) 0.8439 (8) 0.2841 (12) 0.2841 (7) 
SINGA NEWS18 0.2781 (9) 0.8279 (20) 0.2781 (13) 0.2781 (9) 
SINGA NEWS18 0.2711 (10) 0.8313 (18) 0.2711 (14) 0.2711 (10) 
SINGA NEWS18 0.2691 (11) 0.8362 (13) 0.2691 (15) 0.2691 (11) 
SINGA NEWS18 0.0000 (25) 0.7809 (26) 0.0000 (27) 0.0000 (25) 
UJUS NEWS18 0.2671 (12) 0.8298 (19) 0.2671 (16) 0.2671 (12) 
UJUS NEWS18 0.2651 (13) 0.8338 (17) 0.2651 (17) 0.2651 (13) 
UJUS NEWS18 0.2641 (14) 0.8345 (16) 0.2641 (18) 0.2641 (14) 
UJUS NEWS18 0.2369 (16) 0.8192 (21) 0.2369 (19) 0.2369 (16) 
UJUS NEWS18 0.2239 (18) 0.8087 (24) 0.2239 (21) 0.2239 (18) 
UJUS NEWS18 0.2179 (20) 0.8346 (15) 0.2179 (22) 0.2179 (20) 
UJUS NEWS18 0.2108 (21) 0.8169 (23) 0.2108 (23) 0.2108 (21) 
UJUS NEWS18 0.1867 (22) 0.8169 (22) 0.1867 (24) 0.1867 (22) 
UJUS NEWS18 0.1867 (22) 0.7911 (25) 0.1867 (24) 0.1867 (22) 
Table A6: Results for the English to Kannada transliteration task (M-EnKa) on Evaluation Test. Num-
bers in parentheses refer to the ranking of the submitted system. 
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Team Test Set Accuracy F-score MRR MAP 
EDI NEWS18 0.4610 (1) 0.9006 (1) 0.5927 (1) 0.4610 (1) 
EDI NEWS18 0.4560 (2) 0.8994 (2) 0.5907 (2) 0.4560 (2) 
EDI NEWS18 0.4560 (2) 0.8994 (2) 0.5907 (2) 0.4560 (2) 
UALB NEWS18 0.4120 (3) 0.8812 (5) 0.5312 (3) 0.4120 (3) 
UALB NEWS18 0.4080 (4) 0.8840 (3) 0.5295 (4) 0.4080 (4) 
UALB NEWS18 0.4070 (5) 0.8827 (4) 0.5284 (5) 0.4070 (5) 
UALB NEWS18 0.3780 (10) 0.8701 (9) 0.5093 (7) 0.3780 (10) 
UALB NEWS18 0.3580 (12) 0.8680 (13) 0.4511 (10) 0.3580 (12) 
UALB NEWS18 0.3400 (14) 0.8714 (7) 0.4746 (8) 0.3400 (14) 
UALB NEWS18 0.3350 (15) 0.8701 (10) 0.4698 (9) 0.3350 (15) 
UALB NEWS18 0.3270 (17) 0.8635 (14) 0.3270 (20) 0.3270 (17) 
UALB NEWS18 0.3270 (17) 0.8635 (14) 0.3270 (20) 0.3270 (17) 
SINGA NEWS18 0.4070 (5) 0.8793 (6) 0.4070 (11) 0.4070 (5) 
SINGA NEWS18 0.4060 (6) 0.8682 (12) 0.4060 (12) 0.4060 (6) 
SINGA NEWS18 0.3950 (7) 0.8684 (11) 0.5126 (6) 0.3950 (7) 
SINGA NEWS18 0.3950 (7) 0.8684 (11) 0.3950 (13) 0.3950 (7) 
SINGA NEWS18 0.3930 (8) 0.8626 (16) 0.3930 (14) 0.3930 (8) 
SINGA NEWS18 0.3820 (9) 0.8713 (8) 0.3820 (15) 0.3820 (9) 
SINGA NEWS18 0.0010 (20) 0.3629 (24) 0.0010 (23) 0.0010 (20) 
SINGA NEWS18 0.0000 (21) 0.8215 (22) 0.0000 (24) 0.0000 (21) 
UJUS NEWS18 0.3820 (9) 0.8618 (18) 0.3820 (15) 0.3820 (9) 
UJUS NEWS18 0.3780 (10) 0.8621 (17) 0.3780 (16) 0.3780 (10) 
UJUS NEWS18 0.3760 (11) 0.8606 (19) 0.3760 (17) 0.3760 (11) 
UJUS NEWS18 0.3430 (13) 0.8631 (15) 0.3430 (18) 0.3430 (13) 
UJUS NEWS18 0.3340 (16) 0.8540 (20) 0.3340 (19) 0.3340 (16) 
UJUS NEWS18 0.2550 (18) 0.8291 (21) 0.2550 (21) 0.2550 (18) 
UJUS NEWS18 0.1180 (19) 0.7507 (23) 0.1180 (22) 0.1180 (19) 
Table A7: Results for the English to Bangla (Bengali) transliteration task (M-EnBa) on Evaluation 
Test. Numbers in parentheses refer to the ranking of the submitted system. 
 
Team Test Set Accuracy F-score MRR MAP 
UQAM NEWS18 0.0260 (16) 0.7831 (15) 0.0311 (18) 0.0260 (16) 
UQAM NEWS18 0.0240 (17) 0.7502 (17) 0.0292 (20) 0.0240 (17) 
UQAM NEWS18 0.0240 (17) 0.7480 (18) 0.0309 (19) 0.0240 (17) 
UQAM NEWS18 0.0120 (19) 0.7423 (19) 0.0195 (23) 0.0120 (19) 
EDI NEWS18 0.5020 (1) 0.8893 (1) 0.6046 (1) 0.5020 (1) 
EDI NEWS18 0.5020 (1) 0.8893 (1) 0.6046 (1) 0.5020 (1) 
EDI NEWS18 0.4940 (2) 0.8858 (3) 0.5935 (3) 0.4940 (2) 
EDI NEWS18 0.4900 (3) 0.8885 (2) 0.5967 (2) 0.4900 (3) 
UALB NEWS18 0.4540 (5) 0.8719 (5) 0.5447 (4) 0.4540 (5) 
UALB NEWS18 0.4360 (7) 0.8641 (7) 0.5345 (6) 0.4360 (7) 
UALB NEWS18 0.4280 (9) 0.8605 (8) 0.5266 (7) 0.4280 (9) 
UALB NEWS18 0.4200 (10) 0.8592 (9) 0.5228 (8) 0.4200 (10) 
UALB NEWS18 0.3960 (11) 0.8533 (12) 0.4952 (9) 0.3960 (11) 
UALB NEWS18 0.3960 (11) 0.8525 (13) 0.4897 (10) 0.3960 (11) 
UALB NEWS18 0.3400 (12) 0.8448 (14) 0.4047 (14) 0.3400 (12) 
UALB NEWS18 0.0080 (20) 0.6021 (24) 0.0080 (24) 0.0080 (20) 
SINGA NEWS18 0.4580 (4) 0.8583 (11) 0.4580 (11) 0.4580 (4) 
SINGA NEWS18 0.4500 (6) 0.8730 (4) 0.4500 (12) 0.4500 (6) 
SINGA NEWS18 0.4500 (6) 0.8730 (4) 0.4500 (12) 0.4500 (6) 
SINGA NEWS18 0.4500 (6) 0.8658 (6) 0.5377 (5) 0.4500 (6) 
SINGA NEWS18 0.4500 (6) 0.8658 (6) 0.4500 (12) 0.4500 (6) 
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SINGA NEWS18 0.4340 (8) 0.8587 (10) 0.4340 (13) 0.4340 (8) 
SINGA NEWS18 0.0260 (16) 0.6764 (22) 0.0260 (21) 0.0260 (16) 
SINGA NEWS18 0.0220 (18) 0.6690 (23) 0.0220 (22) 0.0220 (18) 
UJUS NEWS18 0.2000 (13) 0.7560 (16) 0.2000 (15) 0.2000 (13) 
UJUS NEWS18 0.1780 (14) 0.7399 (20) 0.1780 (16) 0.1780 (14) 
UJUS NEWS18 0.0940 (15) 0.6774 (21) 0.0940 (17) 0.0940 (15) 
UJUS NEWS18 0.0080 (20) 0.5863 (25) 0.0080 (24) 0.0080 (20) 
UJUS NEWS18 0.0080 (20) 0.5088 (26) 0.0080 (24) 0.0080 (20) 
Table A8: Results for the English to Vietnamese transliteration task (T-EnVi) on Evaluation Test. 
Numbers in parentheses refer to the ranking of the submitted system. 
 
Team Test Set Accuracy F-score MRR MAP 
EDI NEWS18 0.1670 (1) 0.7740 (4) 0.2547 (2) 0.1670 (2) 
EDI NEWS18 0.1650 (3) 0.7728 (6) 0.2533 (3) 0.1650 (4) 
EDI NEWS18 0.1640 (5) 0.7760 (1) 0.2487 (4) 0.1640 (5) 
EDI NEWS18 0.1610 (6) 0.7712 (8) 0.2479 (5) 0.1610 (6) 
UALB NEWS18 0.1660 (2) 0.7740 (5) 0.2352 (6) 0.1660 (3) 
UALB NEWS18 0.1660 (2) 0.7654 (9) 0.2310 (9) 0.1660 (3) 
UALB NEWS18 0.1640 (5) 0.7712 (7) 0.2340 (7) 0.1640 (5) 
UALB NEWS18 0.1610 (6) 0.7745 (2) 0.2335 (8) 0.1610 (6) 
UALB NEWS18 0.1600 (7) 0.7606 (13) 0.2306 (10) 0.1600 (7) 
UALB NEWS18 0.1550 (8) 0.7596 (15) 0.1550 (16) 0.1550 (8) 
UALB NEWS18 0.1530 (9) 0.7627 (10) 0.2242 (11) 0.1530 (9) 
UALB NEWS18 0.1480 (10) 0.7615 (11) 0.2000 (15) 0.1480 (10) 
UALB NEWS18 0.1450 (11) 0.7586 (17) 0.2177 (12) 0.1450 (11) 
UALB NEWS18 0.1450 (11) 0.7578 (19) 0.1450 (17) 0.1450 (11) 
UALB NEWS18 0.1400 (16) 0.7590 (16) 0.2076 (14) 0.1400 (16) 
SINGA NEWS18 0.1430 (13) 0.7578 (18) 0.2115 (13) 0.1430 (13) 
SINGA NEWS18 0.1430 (13) 0.7578 (18) 0.1430 (19) 0.1430 (13) 
SINGA NEWS18 0.1420 (14) 0.7542 (21) 0.1420 (20) 0.1420 (14) 
SINGA NEWS18 0.1410 (15) 0.7604 (14) 0.1410 (21) 0.1410 (15) 
SINGA NEWS18 0.1390 (17) 0.7511 (22) 0.1390 (22) 0.1390 (17) 
SINGA NEWS18 0.1380 (18) 0.7481 (24) 0.1380 (23) 0.1380 (18) 
SINGA NEWS18 0.0380 (26) 0.4580 (29) 0.0380 (31) 0.0380 (26) 
UJUS NEWS18 0.1450 (11) 0.7610 (12) 0.1450 (17) 0.1450 (11) 
UJUS NEWS18 0.1440 (12) 0.7551 (20) 0.1440 (18) 0.1440 (12) 
UJUS NEWS18 0.1350 (19) 0.7484 (23) 0.1350 (24) 0.1350 (19) 
UJUS NEWS18 0.1300 (20) 0.7449 (25) 0.1300 (25) 0.1300 (20) 
UJUS NEWS18 0.1270 (21) 0.7383 (26) 0.1270 (26) 0.1270 (21) 
UJUS NEWS18 0.1080 (22) 0.7164 (27) 0.1080 (27) 0.1080 (22) 
UJUS NEWS18 0.0760 (23) 0.6632 (28) 0.0760 (28) 0.0760 (23) 
UJUS NEWS18 0.0750 (24) 0.3984 (30) 0.0750 (29) 0.0750 (24) 
UJUS NEWS18 0.0700 (25) 0.3947 (31) 0.0700 (30) 0.0700 (25) 
Table A9: Results for the English to Thai transliteration task (T-EnTh) on Evaluation Test. Numbers in 
parentheses refer to the ranking of the submitted system. 
 
Team Test Set Accuracy F-score MRR MAP 
UALB NEWS18 0.3400 (1) 0.7113 (1) 0.4301 (1) 0.3400 (1) 
UALB NEWS18 0.3400 (1) 0.7110 (2) 0.4273 (2) 0.3400 (1) 
UALB NEWS18 0.3190 (2) 0.6954 (3) 0.4106 (3) 0.3190 (2) 
UALB NEWS18 0.2790 (6) 0.6775 (5) 0.3688 (5) 0.2790 (6) 
UALB NEWS18 0.2780 (7) 0.6822 (4) 0.3669 (6) 0.2780 (7) 
UALB NEWS18 0.2680 (9) 0.6672 (8) 0.3368 (7) 0.2680 (9) 
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UALB NEWS18 0.2450 (11) 0.6286 (9) 0.3329 (8) 0.2450 (11) 
UALB NEWS18 0.2450 (11) 0.6286 (9) 0.3329 (8) 0.2450 (11) 
UALB NEWS18 0.0070 (12) 0.2646 (13) 0.0070 (14) 0.0070 (12) 
SINGA NEWS18 0.3110 (3) 0.6093 (10) 0.3788 (4) 0.3110 (3) 
SINGA NEWS18 0.3110 (3) 0.6093 (10) 0.3110 (9) 0.3110 (3) 
SINGA NEWS18 0.2910 (4) 0.5877 (11) 0.2910 (10) 0.2910 (4) 
SINGA NEWS18 0.2860 (5) 0.5836 (12) 0.2860 (11) 0.2860 (5) 
SINGA NEWS18 0.2730 (8) 0.6770 (6) 0.2730 (12) 0.2730 (8) 
SINGA NEWS18 0.2590 (10) 0.6747 (7) 0.2590 (13) 0.2590 (10) 
Table A10: Results for the English to Korean Hangul transliteration task (T-EnKo) on Evaluation 
Test. Numbers in parentheses refer to the ranking of the submitted system. 

      Team Test Set ACC F-score MRR MAPref 
UALB NEWS18 0.3904 (1) 0.8098 (1) 0.5157 (1) 0.3893 (1) 
UALB NEWS18 0.3844 (2) 0.8078 (3) 0.5116 (2) 0.3825 (2) 
UALB NEWS18 0.3814 (3) 0.8093 (2) 0.5110 (3) 0.3815 (3) 
UALB NEWS18 0.3684 (4) 0.8029 (5) 0.4979 (4) 0.3688 (4) 
UALB NEWS18 0.3644 (5) 0.8030 (4) 0.4977 (5) 0.3625 (5) 
UALB NEWS18 0.3594 (6) 0.8009 (7) 0.4924 (6) 0.3583 (6) 
UALB NEWS18 0.3504 (7) 0.8024 (6) 0.4897 (7) 0.3490 (7) 
UALB NEWS18 0.3463 (8) 0.7936 (8) 0.3463 (11) 0.3428 (8) 
UALB NEWS18 0.3293 (11) 0.7803 (15) 0.4258 (10) 0.3296 (11) 
UALB NEWS18 0.3203 (12) 0.7828 (12) 0.4602 (8) 0.3209 (13) 
UALB NEWS18 0.3033 (15) 0.7806 (14) 0.3033 (16) 0.3003 (16) 
SINGA NEWS18 0.3393 (9) 0.7829 (11) 0.3393 (12) 0.3363 (9) 
SINGA NEWS18 0.3313 (10) 0.7851 (9) 0.3313 (13) 0.3286 (12) 
SINGA NEWS18 0.3313 (10) 0.7848 (10) 0.4536 (9) 0.3322 (10) 
SINGA NEWS18 0.3183 (13) 0.7807 (13) 0.3183 (14) 0.3153 (14) 
SINGA NEWS18 0.3043 (14) 0.7745 (16) 0.3043 (15) 0.3008 (15) 
SINGA NEWS18 0.2913 (16) 0.7737 (17) 0.2913 (17) 0.2880 (17) 

Table A11: Results for the English to Japanese Katakana transliteration task (T-EnJa) on Evaluation 
Test. Numbers in parentheses refer to the ranking of the submitted system. 

      Team Test Set ACC F-score MRR MAPref 
EDI NEWS18 0.1836 (1) 0.8042 (1) 0.2855 (1) 0.1807 (1) 
EDI NEWS18 0.1778 (2) 0.8033 (2) 0.2776 (2) 0.1750 (2) 
UALB NEWS18 0.1702 (4) 0.7983 (6) 0.1702 (12) 0.1663 (6) 
UALB NEWS18 0.1702 (4) 0.7983 (6) 0.1702 (12) 0.1663 (6) 
UALB NEWS18 0.1683 (5) 0.7952 (12) 0.2741 (3) 0.1673 (5) 
UALB NEWS18 0.1683 (5) 0.7946 (13) 0.2600 (6) 0.1659 (7) 
UALB NEWS18 0.1683 (5) 0.7940 (14) 0.2555 (7) 0.1659 (7) 
UALB NEWS18 0.1625 (8) 0.7965 (9) 0.2627 (5) 0.1611 (13) 
UALB NEWS18 0.1606 (9) 0.7969 (8) 0.2636 (4) 0.1587 (15) 
UALB NEWS18 0.1530 (10) 0.7962 (11) 0.2211 (9) 0.1501 (17) 
UALB NEWS18 0.1530 (10) 0.7962 (11) 0.2211 (9) 0.1501 (17) 
SINGA NEWS18 0.1778 (2) 0.7982 (7) 0.1778 (10) 0.1740 (3) 
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SINGA NEWS18 0.1759 (3) 0.8000 (4) 0.1759 (11) 0.1721 (4) 
SINGA NEWS18 0.1683 (5) 0.7986 (5) 0.1683 (13) 0.1649 (9) 
SINGA NEWS18 0.1683 (5) 0.7964 (10) 0.1683 (13) 0.1654 (8) 
SINGA NEWS18 0.1644 (7) 0.8002 (3) 0.2484 (8) 0.1620 (11) 
SINGA NEWS18 0.1644 (7) 0.8002 (3) 0.1644 (15) 0.1611 (13) 
SINGA NEWS18 0.0000 (15) 0.7373 (24) 0.0000 (22) 0.0000 (22) 
UJUS NEWS18 0.1663 (6) 0.7884 (15) 0.1663 (14) 0.1630 (10) 
UJUS NEWS18 0.1644 (7) 0.7825 (17) 0.1644 (15) 0.1611 (13) 
UJUS NEWS18 0.1644 (7) 0.7812 (18) 0.1644 (15) 0.1616 (12) 
UJUS NEWS18 0.1625 (8) 0.7843 (16) 0.1625 (16) 0.1592 (14) 
UJUS NEWS18 0.1606 (9) 0.7789 (19) 0.1606 (17) 0.1573 (16) 
UJUS NEWS18 0.1453 (11) 0.7519 (23) 0.1453 (18) 0.1424 (18) 
UJUS NEWS18 0.1377 (12) 0.7560 (22) 0.1377 (19) 0.1348 (19) 
UJUS NEWS18 0.1300 (13) 0.7746 (20) 0.1300 (20) 0.1286 (20) 
UJUS NEWS18 0.1205 (14) 0.7691 (21) 0.1205 (21) 0.1185 (21) 
Table A12: Results for the English to Hebrew transliteration task (T-EnHe) on Evaluation Test. Num-
bers in parentheses refer to the ranking of the submitted system 

      Team Test Set ACC F-score MRR MAPref 
WIPO NEWS18 0.2820 (4) 0.6686 (4) 0.4040 (4) 0.2820 (4) 
EDI NEWS18 0.3040 (1) 0.6791 (1) 0.4364 (2) 0.3040 (1) 
EDI NEWS18 0.3030 (2) 0.6776 (3) 0.4267 (3) 0.3030 (2) 
EDI NEWS18 0.3010 (3) 0.6785 (2) 0.4383 (1) 0.3010 (3) 
UALB NEWS18 0.2820 (4) 0.6680 (5) 0.3854 (5) 0.2820 (4) 
UALB NEWS18 0.2750 (5) 0.6634 (6) 0.3771 (6) 0.2750 (5) 
UALB NEWS18 0.2750 (5) 0.6634 (6) 0.3771 (6) 0.2750 (5) 
UALB NEWS18 0.2710 (6) 0.6627 (7) 0.2710 (12) 0.2710 (6) 
UALB NEWS18 0.2600 (12) 0.6516 (10) 0.3664 (8) 0.2600 (12) 
UALB NEWS18 0.2560 (13) 0.6513 (12) 0.3646 (9) 0.2560 (13) 
UALB NEWS18 0.2460 (14) 0.6435 (19) 0.3108 (10) 0.2460 (14) 
UALB NEWS18 0.2280 (18) 0.6288 (21) 0.2280 (21) 0.2280 (18) 
SINGA NEWS18 0.2750 (5) 0.6512 (13) 0.2750 (11) 0.2750 (5) 
SINGA NEWS18 0.2700 (7) 0.6515 (11) 0.3736 (7) 0.2700 (7) 
SINGA NEWS18 0.2700 (7) 0.6515 (11) 0.2700 (13) 0.2700 (7) 
SINGA NEWS18 0.2670 (8) 0.6461 (17) 0.2670 (14) 0.2670 (8) 
SINGA NEWS18 0.2630 (9) 0.6489 (15) 0.2630 (15) 0.2630 (9) 
SINGA NEWS18 0.2620 (10) 0.6509 (14) 0.2620 (16) 0.2620 (10) 
UJUS NEWS18 0.2610 (11) 0.6603 (8) 0.2610 (17) 0.2610 (11) 
UJUS NEWS18 0.2610 (11) 0.6566 (9) 0.2610 (17) 0.2610 (11) 
UJUS NEWS18 0.2440 (15) 0.6443 (18) 0.2440 (18) 0.2440 (15) 
UJUS NEWS18 0.2400 (16) 0.6475 (16) 0.2400 (19) 0.2400 (16) 
UJUS NEWS18 0.2370 (17) 0.6358 (20) 0.2370 (20) 0.2370 (17) 
UJUS NEWS18 0.1870 (19) 0.6086 (22) 0.1870 (22) 0.1870 (19) 
UJUS NEWS18 0.1590 (20) 0.3497 (24) 0.1590 (23) 0.1590 (20) 
UJUS NEWS18 0.1540 (21) 0.3495 (25) 0.1540 (24) 0.1540 (21) 
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UJUS NEWS18 0.0410 (22) 0.4569 (23) 0.0410 (25) 0.0410 (22) 
Table A13: Results for the English to Chinese transliteration task (T-EnCh) on Evaluation Test. Num-
bers in parentheses refer to the ranking of the submitted system. 
 
Team Test Set ACC F-score MRR MAPref 
UALB NEWS18 0.3940 (1) 0.9087 (1) 0.3940 (9) 0.0586 (9) 
UALB NEWS18 0.3910 (2) 0.9029 (2) 0.4949 (2) 0.1880 (1) 
UALB NEWS18 0.3900 (3) 0.9029 (3) 0.5012 (1) 0.1822 (2) 
UALB NEWS18 0.3730 (5) 0.9007 (4) 0.4688 (3) 0.1816 (3) 
UALB NEWS18 0.3730 (5) 0.8995 (5) 0.4632 (4) 0.1787 (5) 
UALB NEWS18 0.3630 (6) 0.8972 (7) 0.4559 (5) 0.1797 (4) 
UALB NEWS18 0.3520 (7) 0.8936 (9) 0.4413 (7) 0.1707 (6) 
UALB NEWS18 0.3300 (9) 0.8817 (10) 0.4167 (8) 0.1366 (8) 
SINGA NEWS18 0.3750 (4) 0.8976 (6) 0.4552 (6) 0.1671 (7) 
SINGA NEWS18 0.3750 (4) 0.8976 (6) 0.3750 (10) 0.0561 (10) 
SINGA NEWS18 0.3380 (8) 0.8964 (8) 0.3380 (11) 0.0507 (11) 
SINGA NEWS18 0.2910 (10) 0.8656 (12) 0.2910 (12) 0.0442 (12) 
SINGA NEWS18 0.2740 (11) 0.8645 (13) 0.2740 (13) 0.0413 (13) 
SINGA NEWS18 0.2620 (12) 0.8762 (11) 0.2620 (14) 0.0390 (14) 
Table A14: Results for the Arabic to English transliteration task (T-ArEn) on Evaluation Test. Num-
bers in parentheses refer to the ranking of the submitted system. 

      Team Test Set ACC F-score MRR MAPref 
EDI NEWS18 0.3280 (2) 0.8454 (2) 0.4286 (2) 0.3278 (2) 
EDI NEWS18 0.3050 (4) 0.8444 (3) 0.4101 (3) 0.3051 (4) 
UALB NEWS18 0.3119 (3) 0.8089 (10) 0.3645 (8) 0.3118 (3) 
UALB NEWS18 0.2840 (5) 0.8321 (4) 0.3741 (4) 0.2840 (5) 
UALB NEWS18 0.2819 (6) 0.8318 (5) 0.3732 (5) 0.2819 (6) 
UALB NEWS18 0.2729 (7) 0.8295 (6) 0.3657 (6) 0.2729 (7) 
UALB NEWS18 0.2715 (8) 0.8215 (9) 0.2715 (12) 0.2713 (8) 
UALB NEWS18 0.2687 (9) 0.8251 (8) 0.3645 (7) 0.2687 (9) 
UALB NEWS18 0.2617 (12) 0.8251 (7) 0.3529 (9) 0.2617 (12) 
UALB NEWS18 0.2212 (19) 0.8032 (16) 0.3081 (11) 0.2214 (19) 
UALB NEWS18 0.2031 (21) 0.8033 (15) 0.2712 (13) 0.2031 (22) 
UALB NEWS18 0.1298 (24) 0.7555 (24) 0.1786 (25) 0.1298 (25) 
UALB NEWS18 0.0223 (27) 0.0752 (29) 0.0292 (29) 0.0223 (28) 
UALB NEWS18 0.0223 (27) 0.0752 (29) 0.0292 (29) 0.0223 (28) 
SINGA NEWS18 0.2554 (13) 0.7731 (22) 0.3308 (10) 0.2554 (13) 
SINGA NEWS18 0.2554 (13) 0.7731 (22) 0.2554 (16) 0.2554 (13) 
SINGA NEWS18 0.2505 (14) 0.7376 (25) 0.2505 (17) 0.2505 (14) 
SINGA NEWS18 0.2338 (16) 0.7315 (26) 0.2338 (19) 0.2338 (16) 
SINGA NEWS18 0.2289 (17) 0.8067 (12) 0.2289 (20) 0.2289 (17) 
SINGA NEWS18 0.2233 (18) 0.8041 (14) 0.2233 (21) 0.2233 (18) 
SINGA NEWS18 0.0621 (26) 0.5045 (27) 0.0621 (28) 0.0621 (27) 
UJUS NEWS18 0.2680 (10) 0.8079 (11) 0.2680 (14) 0.2678 (10) 
UJUS NEWS18 0.2673 (11) 0.8046 (13) 0.2673 (15) 0.2671 (11) 
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UJUS NEWS18 0.2352 (15) 0.8005 (17) 0.2352 (18) 0.2350 (15) 
UJUS NEWS18 0.2289 (17) 0.7987 (18) 0.2289 (20) 0.2289 (17) 
UJUS NEWS18 0.2212 (19) 0.7906 (19) 0.2212 (22) 0.2210 (20) 
UJUS NEWS18 0.2114 (20) 0.7881 (20) 0.2114 (23) 0.2113 (21) 
UJUS NEWS18 0.1989 (22) 0.7776 (21) 0.1989 (24) 0.1987 (23) 
UJUS NEWS18 0.1689 (23) 0.7588 (23) 0.1689 (26) 0.1689 (24) 
UJUS NEWS18 0.0984 (25) 0.2960 (28) 0.0984 (27) 0.0982 (26) 
Table A15: Results for the Thai to English back-transliteration task (B-ThEn) on Evaluation Test. 
Numbers in parentheses refer to the ranking of the submitted system. 
 
Team Test Set ACC F-score MRR MAPref 
UALB NEWS18 0.5930 (1) 0.7678 (1) 0.6669 (1) 0.3740 (3) 
UALB NEWS18 0.5690 (2) 0.7543 (2) 0.6492 (2) 0.3840 (1) 
UALB NEWS18 0.5650 (3) 0.7529 (3) 0.6459 (3) 0.3813 (2) 
UALB NEWS18 0.5530 (4) 0.7388 (4) 0.6399 (4) 0.3546 (4) 
UALB NEWS18 0.4660 (5) 0.6919 (5) 0.4660 (6) 0.1941 (6) 
UALB NEWS18 0.3850 (6) 0.6622 (6) 0.4837 (5) 0.2442 (5) 
Table A16: Results for the English to Japanese Kanji back-transliteration task (B-JnJk) on Evaluation 
Test. Numbers in parentheses refer to the ranking of the submitted system. 

      Team Test Set ACC F-score MRR MAPref 
EDI NEWS18 0.1525 (2) 0.7532 (1) 0.2306 (1) 0.1521 (2) 
EDI NEWS18 0.1068 (3) 0.7454 (2) 0.1803 (3) 0.1068 (3) 
UALB NEWS18 0.1729 (1) 0.7240 (10) 0.2181 (2) 0.1725 (1) 
UALB NEWS18 0.0915 (5) 0.7316 (8) 0.0915 (14) 0.0915 (5) 
UALB NEWS18 0.0881 (6) 0.7337 (4) 0.1505 (5) 0.0881 (6) 
UALB NEWS18 0.0864 (7) 0.7331 (5) 0.1498 (6) 0.0864 (7) 
UALB NEWS18 0.0864 (7) 0.7319 (6) 0.1494 (7) 0.0864 (7) 
UALB NEWS18 0.0780 (9) 0.7316 (7) 0.1477 (8) 0.0780 (9) 
UALB NEWS18 0.0780 (9) 0.7300 (9) 0.1436 (9) 0.0780 (9) 
UALB NEWS18 0.0678 (12) 0.7234 (11) 0.1148 (11) 0.0678 (12) 
UALB NEWS18 0.0644 (13) 0.7194 (13) 0.1261 (10) 0.0644 (13) 
UALB NEWS18 0.0644 (13) 0.7129 (17) 0.1035 (12) 0.0644 (13) 
SINGA NEWS18 0.0949 (4) 0.7135 (16) 0.1560 (4) 0.0949 (4) 
SINGA NEWS18 0.0949 (4) 0.7135 (16) 0.0949 (13) 0.0949 (4) 
SINGA NEWS18 0.0915 (5) 0.7339 (3) 0.0915 (14) 0.0915 (5) 
SINGA NEWS18 0.0915 (5) 0.6757 (27) 0.0915 (14) 0.0915 (5) 
SINGA NEWS18 0.0864 (7) 0.6730 (28) 0.0864 (15) 0.0864 (7) 
SINGA NEWS18 0.0678 (12) 0.7205 (12) 0.0678 (20) 0.0678 (12) 
SINGA NEWS18 0.0000 (17) 0.6819 (24) 0.0000 (25) 0.0000 (17) 
UJUS NEWS18 0.0831 (8) 0.7157 (14) 0.0831 (16) 0.0831 (8) 
UJUS NEWS18 0.0780 (9) 0.7147 (15) 0.0780 (17) 0.0780 (9) 
UJUS NEWS18 0.0746 (10) 0.7122 (19) 0.0746 (18) 0.0746 (10) 
UJUS NEWS18 0.0712 (11) 0.7026 (21) 0.0712 (19) 0.0712 (11) 
UJUS NEWS18 0.0678 (12) 0.7031 (20) 0.0678 (20) 0.0678 (12) 
UJUS NEWS18 0.0644 (13) 0.7006 (22) 0.0644 (21) 0.0644 (13) 
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UJUS NEWS18 0.0610 (14) 0.7129 (18) 0.0610 (22) 0.0610 (14) 
UJUS NEWS18 0.0610 (14) 0.6788 (26) 0.0610 (22) 0.0610 (14) 
UJUS NEWS18 0.0593 (15) 0.6945 (23) 0.0593 (23) 0.0593 (15) 
UJUS NEWS18 0.0508 (16) 0.6818 (25) 0.0508 (24) 0.0508 (16) 

Table A17: Results for the Hebrew to English back-transliteration task (B-HeEn) on Evaluation Test. 
Numbers in parentheses refer to the ranking of the submitted system. 
 
Team Test Set ACC F-score MRR MAPref 
EDI NEWS18 0.0000 (14) 0.1996 (15) 0.0008 (16) 0.0000 (15) 
EDI NEWS18 0.0000 (14) 0.1950 (16) 0.0007 (17) 0.0000 (15) 
UALB NEWS18 0.6350 (1) 0.9363 (3) 0.7601 (1) 0.6348 (1) 
UALB NEWS18 0.6300 (2) 0.9369 (2) 0.7576 (2) 0.6298 (2) 
UALB NEWS18 0.6240 (3) 0.9373 (1) 0.7555 (3) 0.6232 (3) 
UALB NEWS18 0.6120 (4) 0.9323 (6) 0.7223 (8) 0.6122 (4) 
UALB NEWS18 0.6120 (4) 0.9303 (7) 0.7426 (4) 0.6115 (5) 
UALB NEWS18 0.5990 (6) 0.9336 (4) 0.7304 (5) 0.5982 (7) 
UALB NEWS18 0.5980 (7) 0.9335 (5) 0.7304 (6) 0.5972 (8) 
UALB NEWS18 0.5920 (8) 0.9296 (8) 0.7250 (7) 0.5915 (9) 
UALB NEWS18 0.5840 (9) 0.9286 (9) 0.7204 (9) 0.5835 (10) 
UALB NEWS18 0.5320 (11) 0.9199 (11) 0.5320 (13) 0.5315 (12) 
UALB NEWS18 0.5060 (12) 0.9142 (13) 0.5060 (14) 0.5055 (13) 
SINGA NEWS18 0.6100 (5) 0.9286 (10) 0.6100 (10) 0.6095 (6) 
SINGA NEWS18 0.5560 (10) 0.9183 (12) 0.5560 (11) 0.5555 (11) 
SINGA NEWS18 0.3520 (13) 0.8776 (14) 0.5502 (12) 0.3518 (14) 
SINGA NEWS18 0.3520 (13) 0.8776 (14) 0.3520 (15) 0.3518 (14) 

Table A18: Results for the English to Persian back-transliteration task (B-EnPe) on Evaluation Test. 
Numbers in parentheses refer to the ranking of the submitted system. 

      Team Test Set ACC F-score MRR MAPref 
EDI NEWS18 0.2760 (2) 0.8300 (1) 0.3860 (1) 0.2760 (2) 
EDI NEWS18 0.2530 (3) 0.8257 (2) 0.3570 (3) 0.2530 (3) 
UALB NEWS18 0.3000 (1) 0.8011 (8) 0.3741 (2) 0.3002 (1) 
UALB NEWS18 0.2100 (4) 0.8024 (4) 0.3002 (4) 0.2100 (4) 
UALB NEWS18 0.2100 (4) 0.8024 (4) 0.3002 (4) 0.2100 (4) 
UALB NEWS18 0.2090 (5) 0.8023 (6) 0.2968 (6) 0.2090 (5) 
UALB NEWS18 0.2090 (5) 0.8023 (6) 0.2968 (6) 0.2090 (5) 
UALB NEWS18 0.2080 (6) 0.8034 (3) 0.2991 (5) 0.2080 (6) 
UALB NEWS18 0.1920 (9) 0.8024 (5) 0.1920 (10) 0.1920 (9) 
UALB NEWS18 0.1160 (22) 0.7672 (20) 0.1900 (12) 0.1160 (22) 
UALB NEWS18 0.0940 (24) 0.6607 (25) 0.1444 (22) 0.0940 (24) 
SINGA NEWS18 0.1960 (7) 0.7636 (23) 0.1960 (8) 0.1960 (7) 
SINGA NEWS18 0.1950 (8) 0.7840 (18) 0.2889 (7) 0.1950 (8) 
SINGA NEWS18 0.1950 (8) 0.7840 (18) 0.1950 (9) 0.1950 (8) 
SINGA NEWS18 0.1820 (12) 0.7561 (24) 0.1820 (14) 0.1820 (12) 
SINGA NEWS18 0.1790 (13) 0.7917 (11) 0.1790 (15) 0.1790 (13) 
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SINGA NEWS18 0.1750 (14) 0.7850 (16) 0.1750 (16) 0.1750 (14) 
SINGA NEWS18 0.0100 (25) 0.3440 (26) 0.0100 (26) 0.0100 (25) 
UJUS NEWS18 0.1910 (10) 0.8003 (9) 0.1910 (11) 0.1910 (10) 
UJUS NEWS18 0.1900 (11) 0.8014 (7) 0.1900 (13) 0.1900 (11) 
UJUS NEWS18 0.1820 (12) 0.7962 (10) 0.1820 (14) 0.1820 (12) 
UJUS NEWS18 0.1600 (15) 0.7849 (17) 0.1600 (17) 0.1600 (15) 
UJUS NEWS18 0.1540 (16) 0.7875 (13) 0.1540 (18) 0.1540 (16) 
UJUS NEWS18 0.1520 (17) 0.7850 (15) 0.1520 (19) 0.1520 (17) 
UJUS NEWS18 0.1490 (18) 0.7879 (12) 0.1490 (20) 0.1490 (18) 
UJUS NEWS18 0.1470 (19) 0.7857 (14) 0.1470 (21) 0.1470 (19) 
UJUS NEWS18 0.1330 (20) 0.7656 (22) 0.1330 (23) 0.1330 (20) 
UJUS NEWS18 0.1280 (21) 0.7670 (21) 0.1280 (24) 0.1280 (21) 
UJUS NEWS18 0.1120 (23) 0.7736 (19) 0.1120 (25) 0.1120 (23) 

Table A19: Results for the Chinese to English back-transliteration task (B-ChEn) on Evaluation Test. 
Numbers in parentheses refer to the ranking of the submitted system. 

 
 


