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Abstract

Building dialogue interfaces for real-
world scenarios often entails training se-
mantic parsers starting from zero exam-
ples. How can we build datasets that bet-
ter capture the variety of ways users might
phrase their queries, and what queries are
actually realistic? Wang et al. (2015) pro-
posed a method to build semantic pars-
ing datasets by generating canonical ut-
terances using a grammar and having
crowdworkers paraphrase them into natu-
ral wording. A limitation of this approach
is that it induces bias towards using similar
language as the canonical utterances. In
this work, we present a methodology that
elicits meaningful and lexically diverse
queries from users for semantic parsing
tasks. Starting from a seed lexicon and a
generative grammar, we pair logical forms
with mixed text-image representations and
ask crowdworkers to paraphrase and con-
firm the plausibility of the queries that they
generated. We use this method to build a
semantic parsing dataset from scratch for a
dialog agent in a smart-home simulation.
We find evidence that this dataset, which
we have named SMARTHOME, is demon-
strably more lexically diverse and difficult
to parse than existing domain-specific se-
mantic parsing datasets.

1 Introduction

Semantic parsing is the task of mapping natural
language utterances to their underlying meaning
representations. This is an essential component
for many tasks that require understanding natu-
ral language dialogue (Woods, 1977; Zelle and

∗*The indicated authors contributed equally to this work.

Figure 1: Crowdsourcing pipeline for building se-
mantic parsers for new domains

Mooney, 1996; Berant et al., 2013; Branavan et al.,
2009; Azaria et al., 2016; Gulwani and Marron,
2014; Krishnamurthy and Kollar, 2013). Orient-
ing a dialogue-capable intelligent system is ac-
complished by training its semantic parser with
utterances that capture the nuances of the domain.
An inherent challenge lies in building datasets that
have enough lexical diversity for granting the sys-
tem robustness against natural language variation
in query-based dialogue. With the advent of data-
driven methods for semantic parsing (Dong and
Lapata, 2016; Jia and Liang, 2016), constructing
such realistic and sufficient-sized dialog datasets
for specific domains becomes especially impor-
tant, and is often the bottleneck for applying se-
mantic parsers to new tasks.

Wang et al. (2015) propose a methodology for
efficient creation of semantic parsing data that
starts with the set of target logical forms, and
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generates example natural language utterances for
these logical forms. Specifically, the authors of
the parser specify a seed lexicon with canonical
phrase/predicate pairs for a particular domain, and
subsequently a generic grammar constructs canon-
ical utterances paired with logical forms. Because
the canonical utterances may be ungrammatical or
stilted, they are then paraphrased by crowd work-
ers to be more natural queries in the target lan-
guage. We argue that this approach has three
limitations when constructing semantic parsers for
new domains: (1) the seed utterances may induce
bias towards the language of the canonical utter-
ance, specifically with regards to lexical choice,
(2) the generic grammar suggested cannot be used
to generate all the queries we may want to sup-
port in a new domain, and (3) there is no check on
the correctness or naturalness of the canonical ut-
terances themselves, which may not be logically
plausible. This is problematic as even unlikely
canonical utterances can be paraphrased fluently.

In this paper, we propose and evaluate a new
approach for creating lexically diverse and plau-
sible utterances for semantic parsing (Figure 1.).
Firstly, inspired by the use of images in the cre-
ation of datasets for paraphrasing (Lin et al., 2014)
or for natural language generation (Novikova
et al., 2016), we seek to reduce this linguistic bias
by using a lexicon consisting of images. Sec-
ondly, a generative grammar, which is tailored to
the domain, combines these images to form mixed
text-image representations. Using these two ap-
proaches, we retain many of the advantages of
existing approaches such as ease of supervision
and completeness of the dataset, with the added
bonus of promoting lexical diversity in the nat-
ural language utterances, and supporting queries
relevant to our domain. Finally, we add a simple
step within the crowdsourcing experiment where
crowd-workers evaluate the plausibility of the gen-
erated canonical utterances. At training time, we
conjecture that optionally adding a term to up-
weight plausible queries might be useful to deploy
a semantic parser in real world settings. Encourag-
ing the parser to focus on queries that make sense
reduces emphasis on things that a user is unlikely
to ask.

We evaluate our method by building a semantic
parser from scratch for a dialogue agent in a smart
home simulation. The dialogue agent will be ca-
pable of answering questions about various sen-

sor activations, and higher-level concepts which
map to these activations. Such a task requires
understanding the natural language queries of the
user, which could be varied and even indirect.
For example, in SMARTHOME, ‘where can I go
to cool off?’ corresponds to the canonical utter-
ance ‘which room contains the AC that is in the
house?’. Similarly, ‘is the temp in the chillspace
broke?’ corresponds to ‘are the thermometers in
the living room malfunctioning?’.

As a result of our analysis, we find that the
proposed method of eliciting utterances using
image-based representations results in consider-
ably more diverse utterances than in the previ-
ous text-based approach. We also find evidence
that the SMARTHOME dataset, constructed using
this approach, is more diverse than other domain-
specific datasets for semantic parsing, such as
GEOQUERY or ATIS. We release this dataset to
the community1 as a new benchmark.

2 Example Domain: Smart Home

While our proposed data collection methodology
could conceivably be used in a number of do-
mains, for illustrative purposes we choose the do-
main of a smart home simulation for all our ex-
amples. We define a smart home as a home popu-
lated with sensors and appliances that are stream-
ing data which can be read. A fully connected di-
alog agent could reason about and discuss these
data streams. Our work attempts to develop a
question answering system to support dialogue in
this environment.

In the smart home domain, queries could range
from complex, such as a user trying to determine
the optimal time to start cooking dinner given a
party schedule, to simple, asking for a temperature
reading. While we believe that many queries could
be handled with the methodology that we describe,
we have limited the types of queries that can be
asked to a reasonable subset, primarily single-turn
queries about entity states (for example, ‘did I
leave the lights in the bedroom on?’ or ‘is the dog
safe?’).

3 Approach Overview

Our approach to building a dialog interface for a
new domain D, first requires analysis of the do-
main and identification of the entities involved.
This builds on the methodology of Wang et al.

1https://github.com/oaqa/resources
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(2015), but with three significant additions to elicit
diversity and capture domain-relevant queries:

1. An additional step of specifying images for
the entities in the domain, and

2. A domain-specific grammar that captures
queries relevant to the particular domain.

3. A crowdsourcing methodology that includes
crowdworkers annotating canonical utter-
ances for plausibility

After analyzing the domain and the queries we
want to support, we construct a seed lexicon and
a generative grammar. The generative grammar
generates matched pairs of canonical utterances
and logical forms. As our seed lexicon contains
images, the canonical forms generated are mixed
text-image representations. These representations
are then shown to workers from Amazon Mechan-
ical Turk2 to paraphrase in natural language.

3.1 Seed Lexicon
Essential to the goal of reducing lexical bias,
is the use of images to describe the entities in
the domain. It is beneficial here to choose im-
ages which are representative and will be well-
understood. The images we used for entities
within the SMARTHOME domain are shown in Fig-
ure. 3. It is not necessary that all entities be as-
signed images, in fact it is possible for entities to
be named or abstract, and not have any associated
images. In these cases, we simply use the natural
language description of the image.

We specify a seed lexicon L, consisting of enti-
ties e in our domain and associated images (when
available) i. Our lexicon consists of a set of rules
〈e, (i) → t[e]〉, where t is a domain type. For our
smart home domain, we define possible domain
types to be appliances, rooms, food, weather and
entities, and their associated subtypes and states
(Figure 2.).

3.2 Generative Grammar
Next, we utilize a generative grammar G to pro-
duce canonical utterance and logical form pairs
(c, z), similar to Wang et al. (2015). Our grammar
differs from theirs, in that in our work, the gram-
mar G is not a generic grammar, but is written to
generate the kinds of queries we would actually
like to support in our domain D. The rules are of

2https://www.mturk.com/mturk/welcome

the form α!β1γ1... → t[z], where αβγ are token
sequences and t is the domain type. A complete
description of our grammar is included in the sup-
plementary material.

3.3 Canonical Utterances and Logical Forms
We generate canonical form - logical form pairs
(c, z) exhaustively using the seed lexicon L and
grammar G for domain D. This resulted in ex-
actly 948 canonical and logical form pairs in our
domain.

The logical formalism we utilize closely corre-
sponds to Python syntax. It consists of functional
programs where all questions in our smart-home
domain are formulated with the help of a context
tree. Each questions is defined as spans over this
tree as shown in Figure. 4. The root node of the
tree is the environment that we are operating in,
and at the surface-level are sensors. These spans
are then used to construct a single-line Python
statement that is executed against our smart home
simulation to retrieve an answer. From this con-
struct, we are able to execute logical forms against
the simulation seamlessly after having retrieved
them.

3.4 Data Collection Methodology
The next step after forming canonical utterance
and logical form pairs, is generating paraphrases
for each pair. We use Amazon Mechanical Turk
to distribute our data collection task. Over a span
of three days, we collected data from nearly 200
Turkers, some of whom participated in the data
collection task multiple times.

During the first stage of the task, the Turkers
were instructed to paraphrase canonical utterances
as naturally as possible, as well as mark the ut-
terances themselves as likely to be asked or not
asked. They were also shown a small number of
examples, and possible paraphrases. These exam-
ples were created using images not present in the
lexicon, so as to avoid biasing the Turkers.

In the next stage, the Turkers were asked to
enter their paraphrases. Each worker was asked
to enter a total of 60 paraphrases over the course
of the task. These paraphrases were presented to
the worker over 3 pages, with 2 paraphrases per
canonical utterance. Turkers were also asked to
state if they believed that the question that they
were paraphrasing was likely or not. This anno-
tation could subsequently be used for curation, or
to bias semantic parsing models towards answers
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Figure 2: The lexicon used to generate canonical and logical forms.

Figure 3: Images for terms in the seed lexicon

Figure 4: An example of a concept tree that could
be used to define the logical form structure.

that users labeled as likely. Most canonical forms
had a single image inserted into the text (875 or
92.3%), some had no images inserted into the text
(58 or 6.1%), and even fewer had two images in-
serted into the text (15 or 1.6%). Each logical form
was shown to five Turkers for paraphrasing, result-
ing in approximately ten paraphrases for each log-
ical form.

Finally, we took several post-processing steps
to remove improper paraphrases from our dataset.
Firstly, a large portion of Turker mistakes arose
because of them making real-world assumptions
and neglecting to mention locations in their ut-

terances. We automatically shortlisted all para-
phrases missing location information. We then
manually inspected each of these paraphrases and
discarded the ones identified as invalid. In all, this
post processing step took less than one day and
could have easily been delegated to crowd work-
ers, had it been necessary. Secondly, we automat-
ically pruned all paraphrases in our dataset which
were associated with more than one logical form.
This left us with 8294 paraphrases.

4 Data Statistics and Analysis

In this section, we describe some statistics of our
data set, perform a comparative analysis with the
data collection paradigm of existing work, and
contrast the statistics of our dataset with other se-
mantic parsing datasets.

4.1 Data Statistics
In its uncurated form, our dataset consists of
10522 paraphrases spread across 948 distinct
canonical and logical form pairs. Each pair has
a minimum of 10 paraphrases and a maximum
of 28 paraphrases. These paraphrases were col-
lected over 195 Turker sessions using the method-
ology described in the previous section. Following
the removal of duplicate paraphrases, and para-
phrases missing location information, we are left
with 8294 paraphrases over the same 948 logical
forms.

4.2 Effect of Data Collection Methodology
We ran an experiment on purely text-based repre-
sentations as suggested in (Wang et al., 2015) to
compare and contrast with our mixed text-image
representations. In an effort to subdue domain
variance, we utilize our domain-specific grammar
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to generate text-based canonical representations.
We randomly subsample 100 logical form and
canonical utterance pairs from this dataset, and
recreate the crowdsourcing experiment suggested
by Wang et al. (2015), wherein each canonical ut-
terance is shown to ten Turkers to paraphrase and
each Turker receives four canonical utterances to
paraphrase. The workers are asked to reformulate
the canonical utterance in natural language or state
that it is incomprehensible. In this way, we collect
1000 paraphrases associated with the 100 logical
forms. For each of these logical forms, we ran-
domly subsample paraphrases from the set gath-
ered using the proposed mixed text-image method-
ology. We then compare the two and observe the
results shown in Table 3. We evaluate the results
on three metrics:

Lexical Diversity We estimate the lexical diver-
sity elicited from the two methodologies by com-
paring the total vocabulary size as well as the type-
to-token ratio as shown in Table 1. We find that
both the total vocabulary size, as well as the type-
to-token ratio of the paraphrases collected using
the proposed crowdsourcing methodology is con-
siderably higher than that of an equivalent num-
ber of paraphrases collected using the methodol-
ogy suggested in (Wang et al., 2015).

Lexical Bias We estimate bias by computing the
average lexical overlap between the paraphrase
generated by the Turker and the canonical utter-
ance they were shown. For the text-image exper-
iment, we consider the equivalent text representa-
tion of the canonical utterance, by substituting the
images by terms from the lexicon. We find that
the proposed crowd sourcing methodology elicits
considerably less lexical bias as shown in Table 1.

Relevance We estimate relevance by randomly
sampling one paraphrase each for one hundred
logical forms using the two methodologies. We
then manually annotate them for relevance. Here,
relevance is defined as a paraphrase exactly ex-
pressing the meaning of the original canonical
form.

We performed this analysis on both our final
dataset and the the data that was collected in the
same manner as described in (Wang et al., 2015).
We find that our data set had an estimated rele-
vance of 60% when compared directly with the
same random logical forms sampled from the data
collected in the manner of (Wang et al., 2015),

Representation
Vocab
Size

TTR
Lexical
Overlap

Text
(Wang et al., 2015)

291 .044 5.50

Text-Image (ours) 438 .066 4.79

Table 1: Comparison of data creation methodol-
ogy of (Wang et al., 2015) and this work. ‘Vocab
size’ is the total vocabulary size across an equal
number of paraphrase collected for the same logi-
cal forms using the two methodologies. TTR rep-
resents the word-type:token ratio. Lexical over-
lap measures the average number of words that are
common between the canonical utterances and the
paraphrases in the two methodologies.

which had an estimated relevance of 69%.
Randomly sampling from our entire curated

dataset, we find that we have an estimated rele-
vance of 66%.

4.3 Comparison with Other Data Sets

In order to examine the lexical diversity in the
original dataset, we examine the ratio of the to-
tal number of word types seen in the natural lan-
guage representations to the total number of token
types in the meaning representation. We compare
against four publicly accessible datasets:

OVERNIGHT The Overnight dataset (Wang et al.,
2015) consists of 26k examples distributed
across eight different domains. These ex-
amples are obtained by asking crowdworkers
to paraphrase slightly ungrammatical natural
language realizations of a logical form.

GEO880 Geoquery is a benchmark dataset for
semantic parsing (Zettlemoyer and Collins,
2005) which contains 880 queries to a U.S
geography database. The dataset is divided
into canonical test-train splits with the first
680 examples being used for training and the
last 200 examples being used for testing.

ATIS This dataset is another benchmark seman-
tic parsing dataset that contains queries for
a flights database, each with an associated
meaning representation in lambda calculus.
The dataset consists of 5,410 queries and is
traditionally divided into 4,480 training in-
stances, 480 development instances and 450
test instances.
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Dataset Example

GEO

how many states border the state with the largest population?
answer(A,count(B,(state(B),next to(B,C),largest(D,(state(C),
population(C,D)))),A))

JOBS
what jobs desire a degree but don’t use c++?
answer(A, (job(A), des deg(A),+((language(A,C),const(C,’c++’)))))

ATIS

what flights from tacoma to orlando on saturday
( lambda 0e(and(f light0 ) ( from 0tacoma :c i)(to0 orlando: ci )
( day $0 saturday: da ) ) )

OVERNIGHT

what players made less than three assists over a season
( call SW.listValue ( call SW.getProperty ( ( lambda s ( call SW.filter
( var s ) ( call SW.ensureNumericProperty ( string num assists ) ) ( string <)
( call SW.ensureNumericEntity ( number 3 assist ) ) ) )
( call SW.domain ( string player ) ) ) ( string player ) ) )

SMARTHOME
has the milk gone bad?
ROOT[”(None, ’refrigerator’, ’milk’, ’getFood>checkState-expired state’)”]

Table 2: Example from datasets GEO, JOBS, ATIS, OVERNIGHT and SMARTHOME

Dataset
NL
Types

MR
Types

NL/
MR
Ratio

GEO 283 148 1.91
ATIS 934 489 1.91
JOBS 387 226 1.71
OVERNIGHT 1422 199 7.14
SMARTHOME (Ours) 1356 83 16.33

Table 3: Number of word types in the language
compared to number of word types in the logical
form. Larger ratio indicates more lexical diversity
for the same complexity of the logical form

JOBS The JOBS dataset (Zettlemoyer and
Collins, 2005) consists of 640 queries to
a job listing database where each query
is associated with Prolog-style semantics.
This dataset is traditionally divided into 500
examples for training and 140 examples for
testing.

An example of the kind of query that can be found
in each of these datasets is given in Table 2.

In the analysis, we find that on average
SMARTHOME exhibits nearly twice the word type
to meaning representation token ratio, as com-
pared to most existing semantic parsing datasets
as shown in Table 3.

4.4 Logical Form Plausibility

For each canonical utterance, Turkers were asked
to state if the canonical form was ’likely’ or ’not
likely’. By examining the most polar of these rat-
ings, we see interesting patterns. For example,
the canonical form ’what are the readings of the
thermometers in the hallway¿ is rated as a highly
likely form according to Turkers and does indeed
seem like a question that could be asked in the real
world. On the other hand, one of the less likely
forms according to the Turkers, ‘are the televisions
in the bathroom on?’, is indeed not likely, as bath-
rooms are arguably one of the least likely rooms
that one would encounter multiple televisions in.
Overall, 752 out of 948 logical forms were identi-
fied as very plausible by at least 60% of the Turk-
ers who paraphrased them, indicating they were
reasonable questions to ask.

5 Semantic Parsing Experiments

Finally, it is of interest how the data collection
methodology influences the realism and difficulty
of the semantic parsing task. In this section, we
run several baseline models to measure this effect.

5.1 Models

We present three different baselines on our dataset,
including a state-of-the-art neural model with
an attention-copying mechanism (Jia and Liang,
2016).
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Figure 5: Neural Reranking Model

Jaccard First, we experiment with a simple
baseline using Jaccard Similarity which is given
by J(A, B) = |A∩B|

|A∪B| . For each query in the test set,
we find the paraphrase in the training set which
has the highest Jaccard similarity score with the
test query and return its associated logical form.

Neural Reranking Model We next experiment
with a neural reranking model for semantic pars-
ing which learns a distribution over the logical
forms by means of learning a distribution over
their associated paraphrases as a proxy. This
model has the added advantage of being indepen-
dent of the choice of the formal language, and
has been used for tasks such as answer selection
(Wang and Nyberg, 2015; Tan et al., 2015), but not
for semantic parsing. The basic model is shown
in Figure. 5. We generate a representation of
both the test query and the paraphrasing using a
bidirectional-LSTM and use a hinge loss function
as specified:

L = max(0,M − d(p∗, p+) + d(p∗, p−))

where M is the margin, d is a distance function,
p* is the test query, p+ is a paraphrase that has
the same meaning representation as p* and p- is a
paraphrase that does not. For our experiments, we
choose d to be the product of the Euclidean dis-
tance and the sigmoid of the cosine distance be-
tween the two representations, and M to be 0.05.

We group all the paraphrases by logical form,
and create training examples by picking all possi-
ble combinations within one grouping as positive
samples, and randomly sampling from the remain-
ing top-25 matching paraphrases for negative ex-
amples. At test time, we first identify twenty five
most likely candidates utilizing a Jaccard-based
search engine over the paraphrases in the training

data. We then identify the most likely paraphrase
from amongst these using the Neural Reranking
model.

Neural Semantic Parsing Model We also im-
plement the neural semantic parsing model with
an attention-based copying mechanism from (Jia
and Liang, 2016). We use the same setting of hy-
perparameters that gave the best results on GEO,
OVERNIGHT and ATIS. Specifically, we run the ex-
periments with 200 hidden units, 100 dimensional
word vectors and all the parameters of the network
are initialized from the interval [-0.1, 0.1]. We also
train the model for 30 epochs starting with a learn-
ing rate of 0.1 and halving the learning rate at ev-
ery 5 epochs from the 15th epoch onwards. We
refer the readers to (Jia and Liang, 2016) for fur-
ther details about the model.

5.2 Results and Discussion

We evaluate these models on independent data in
the form of the OVERNIGHT and GEO datasets.
We use the standard train-test splits suggested by
(Zettlemoyer and Collins, 2005) and (Wang et al.,
2015). The full results are presented in Table 4.
We observe that the neural semantic parsing model
performs relatively poorly on the SMARTHOME

dataset compared to OVERNIGHT or GEO. Care-
ful error analysis suggests that most of the errors
stem due to the following types of queries in our
dataset, which are not present in OVERNIGHT or
GEO

• The model not differentiating between the
singular and plural forms (For example,
which room in the house can you find the
stereo? maps to the logical form for plural
radios instead of the singular)

• The model not recognizing terms which have
not been seen in the training data i.e unseen
vocabulary (for example, does bob not have
any energy? does not map to the logical
form for checking if Bob is tired, because the
model has never seen that to not have energy
means being tired for living entities),

• The model not being able to respond to indi-
rect queries in the test set (for example, how
long will the heat have to run? does not map
to the logical form for how long the weather
will be cold, or do i need to change the lights
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System SMARTHOME(ours) OVERNIGHT GEO

Jaccard 18.0% 24.82% 40.7%
Neural
Reranker

30.3% 41.91% 60.2%

Seq2Seq
(Jia and Liang, 2016)

42.1% 75.8% 85.0%

Table 4: Test accuracy results of different systems on the SMARTHOME dataset as compared to
OVERNIGHT and GEO

in the living room? does not map to the logi-
cal form for the living room lights not work-
ing correctly)

• Errors with and between complementary val-
ued variables such as on/off and malfunction-
ing/not malfunctioning. (For example, does
the tv in the bathroom work? maps to the log-
ical form for the TV malfunctioning, when it
should map to the logical form for the TV not
malfunctioning)

We are aware that by accounting for plural
nouns, we added a dimension of difficulty for all
canonical forms that have a plural/singular sib-
ling which is not present in the datasets which
we compare to . We found that 29.7% of the
Seq2Seq model’s mistakes contained a wrong
quantity. Similarly, the smart-home domain in-
cludes complementary terms that sometimes form
the only difference between two canonical forms
(e.g. functioning vs malfunctioning, on vs off).
We measure that 43.2% of the Seq2Seq model’s
errors contain an incorrect complementary term.
9.8% percent contain both a wrong quantity and
a wrong complementary term. We conclude that
handling plurals and complementary forms makes
the task more difficult, particularly as they are of-
ten not differentiated well in conversational lan-
guage. The remaining 36.9% of errors made by
the model can largely be attributed to lexical di-
versity, indirect queries or confusion between en-
tity states.

This work represents a first step in considering
lexical diversity as an important criteria while cre-
ating semantic parsing datasets. Due to the am-
biguity introduced by images (though it is hard to
make claims on whether it is ambiguity based only
on the interpretation of these images by crowd-
workers, or overall difficulty of trying to para-
phrase a mixed text-image representation), this
could come at the cost of generating slightly less

relevant queries. We hope this starts the conversa-
tion and inspires further research in finding better
ways of introducing lexical diversity.

6 Related Work

Semantic parsing has been used in dialog systems
with significant success.(Zhu et al., 2014; Pad-
makumar et al., 2017; Engel, 2006). Supervised
semantic parsing is of special practical interest as
while trying to build dialogue systems for new
domains, it is important to be able to adapt to
domain-specific language. Domains exhibit var-
ied linguistic phenomena and every domain has
it’s own vocabulary (Kushman and Barzilay, 2013;
Matuszek et al., 2012; Tellex et al., 2011; Krish-
namurthy and Kollar, 2013; Wang et al., 2015;
Quirk et al., 2015). Training a semantic parser for
these domains involves understanding the kinds of
language used in a domain, however, the cost of
supervision of associating natural language with
equivalent logical forms is prohibitive.

In an attempt to overcome this overhead of su-
pervision, several approaches have been suggested
including learning from denotation-match (Clarke
et al., 2010; Liang et al., 2011). As the authors
of (Wang et al., 2015) point out, paraphrasing
overcomes this overhead by being a considerably
lightweight form of supervision. However, meth-
ods such as theirs which utilize text induce lexical
bias.

Novikova et al. (2016) show that using images
reduces this lexical bias for natural language gen-
eration tasks. In this work, we unite these strands
of research by presenting a methodology where
we construct a seed lexicon from images, and
use a generative grammar to combine these im-
ages into questions, each paired with an associ-
ated logical form. These can then be paraphrased
by workers from Amazon Mechanical Turk. Our
experiment provides evidence that partially re-
placing canonical form text with images leads
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to measurably higher lexical diversity in crowd-
sourced paraphrases. By contrast to (Wang et al.,
2015), we operate only inside a single domain
and observe the linguistic patterns specific to the
smarthome setting (see Sec 5.2). It remains to
be examined whether the observed large increase
in diversity can be reproduced in a different do-
main with different language patterns and collo-
quialisms. Another immediate research direction,
inspired by (Novikova et al., 2016) is replacing
more of the canonical form representation with
images to further reduce lexical bias and increase
variety. This would require the development of a
symbol set that is sufficiently expressive while not
being overly ambiguous. We anticipate this con-
verging to a tradeoff between the diversity and rel-
evance measures (see Sec 4.2).

7 Conclusion

The primary goal of this paper is to highlight steps
to be taken in order to apply semantic parsing
in the real world, where systems need robustness
against variation in natural language. In this work,
we propose a novel crowdsourcing methodology
for semantic parsing that elicits lexical diversity in
the training data, with the aim of promoting fu-
ture research in constructing less brittle seman-
tic parsing systems. We utilize combined text-
image representations which we believe reduces
lexical bias towards language from the lexicon,
at the cost of additional ambiguity introduced by
the use of images. We find that this crowdsourc-
ing methodology elicits demonstrably more lex-
ical diversity compared to previous crowdsourc-
ing methodologies suggested for creating semantic
parsing datasets. The dataset created utilizing this
methodology offers unique challenges that result
in lower performance of semantic parsing models
as compared to standard semantic parsing bench-
mark datasets. The dataset contains both direct
and indirect conversational queries, and we be-
lieve that learning to recognize the semantics of
such varied queries will open up new directions of
research for the community.
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