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Abstract

Most modern and post-modern poems have developed a post-metrical idea of lyrical prosody
that employs rhythmical features of everyday language and prose instead of a strict adherence to
rhyme and metrical schemes. This development is subsumed under the term free verse prosody.
We present our methodology for the large-scale analysis of modern and post-modern poetry in
both their written form and as spoken aloud by the author. We employ language processing tools
to align text and speech, to generate a null-model of how the poem would be spoken by a naı̈ve
reader, and to extract contrastive prosodic features used by the poet. On these, we intend to
build our model of free verse prosody, which will help to understand, differentiate and relate the
different styles of free verse poetry. We plan to use our processing scheme on large amounts of
data to iteratively build models of styles, to validate and guide manual style annotation, to identify
further rhythmical categories, and ultimately to broaden our understanding of free verse poetry. In
this paper, we report on a proof-of-concept of our methodology using smaller amounts of poems
and a limited set of features. We find that our methodology helps to extract differentiating features
in the authors’ speech that can be explained by philological insight. Thus, our automatic method
helps to guide the literary analysis and this in turn helps to improve our computational models.

1 Introduction

Lyrical analyses of poetry rely mainly on the poems’ textual form, focusing on the analyst’s philological
insight of how to properly read a poem. Classic poetry has been analyzed extensively in this way, leading
to a deep understanding of its prosodic structure which comprises rhyme and metrical schemes such as
iambic or trochaic meter. The large amounts of manually analyzed works of such poetry have lead to
tools like Metricalizer (Bobenhausen, 2011) which proposes metrical patterns given a poem’s text and
Sparsar (Delmonte and Prati, 2014) which uses such patterns for speech synthesis of metric poetry. These
tools, however, do not work for free verse poetry which was started by modern and post-modern poets
like Whitman, the Imagists, the Beat poets, and contemporary Slam poets. Regarding this kind of poetry,
Finch (2000), Berry (1997), Silkin (1997), Meyer-Sickendiek (2012), Lüdtke et al. (2014) and many
others manually analyze the prosodic forms and styles of some poems in great detail, providing a narrow
but detailed view into free verse prosody. It will, however, not be possible to achieve a large phenomenal
and analytical coverage by manual work alone.

At the same time, original recordings of modern and post-modern poets reciting their poetry are
available, but neglected in philological research so far. We set out to change this. Through a collaboration
with Lyrikline1, we are able to use their speech and text database of modern and contemporary poetry,
giving us access to hundreds of hours of author-spoken poetry. We aim to collaborate with further sources
such as PennSound and Poetry Foundation. For the spoken and written poems, we create a text-speech
alignment and using this alignment, we can extract a wide range of prosodic features as well as textual
features using various tools. We then plan to use machine learning to learn styles and rhythmical/prosodic

1Lyrikline, http://www.lyrikline.org is an international website devoted to spoken contemporary poetry, estab-
lished by Literaturwerkstatt Berlin, Germany.
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figures (such as syncopation or cadence) based on annotations, to cluster similar poems (and poets) and
their styles, or to identify ‘outlier poems’ which deserve further analysis.

In an iterative fashion, the results of automatic analyses are to be presented to a human philological
analyst in a visual and understandable form and the interface to be developed will allow the annotation
of particularities, including the addition of markables to annotate newly found types of noteworthy
information. These will then be fed back to the machine-learning back-end and be used in the next cycle
of automatic analyses. This human-in-the-loop approach to poetry analysis combines the strengths of
human and machine analyses, namely deep understanding and broad coverage.

In the remainder of this paper we will first describe what sets apart free verse from the more traditional
metric poetry in Section 2. This will highlight why traditional meter analysis tools cannot be used for
free verse and why standard speech processing tools are more suitable for the task. In Section 3 we
describe our methodology, in particular the contrasting of a null model to amplify the particularities of
poetic speech. We describe our implementation in Section 4 and describe our preliminary experiments
and results in Section 5. We close with a dicussion in Section 6 and outline future work.

2 Free Verse Poetry and Free Verse Prosody

The most important development in modern and postmodern poetry is the replacement of traditional meter
by new rhythmical features: A structure of lyrical language was developed that renounced traditional
forms like rhyme and meter, developing novel forms of prosody, accent, rhythm, and intonation to replace
the traditional, and to forge a poetry instead based on the rhythms of contemporary American Speech
(Gates, 1985; Gates, 1987). Music was another important influence, especially jazz, as well as efforts to
visually register distinct free verse prosodies in print (Perloff, 1983). Prosody, as a specifically literary
rhythm, was thus crucially redefined in modern American and European poetry.

This new kind of free verse prosody is marked by a new interplay of line and stanza, which may vary in
different ways – line length, line integrity, line grouping, the dismemberment of the line, or systematic
enjambement. William Carlos Williams developed the isocolic ‘step-down line’, a triadic alignment of
tercets in which every line has its own arc of accentuation, while the gap between the lines is always
the same size, resulting in a flowing rhythm. This mode of structuring a poem into cola (the rhethorical
figure consisting of a clause which is grammatically, but not logically, complete) relates well to the idea
of shallow parsing, or ‘parsing by chunks’ developed in linguistics (Abney, 1991). Under this influence,
American Beat poet Allen Ginsberg develops an isoperiodic rhythm, in which lines are structured by
“breath units”, making them even closer to natural and fluent speech. Being influenced by Williams and
Ginsberg, the famous Black Mountain poet Charles Olson based his idea of the “projective verse” on a
similar relationship between the line and the poet’s breathing (Olson, 1966), now combining isochronic
and isoperiodic lines in order to create a more heterochronic rhythm (Golding, 1981). Even below the
syllable, sound poets like Ernst Jandl used a prosody based on individual rhythmic phonemes.

As a result, the prosodic hierarchy to be considered for free verse is considerably more complex than for
metric poetry and our working hypothesis of this hierarchy is depicted in Figure 1 (a). As can be seen, all
levels of the linguistic hierarchy can carry poetic prosodic meaning, from the segment up to the periodic
sentence. Based on this prosodic hierarchy, Figure 1 (b) depicts a categorization of some poets’ works
along two axes, the governing prosodic unit (x-axis) and the degree of iso/heterochronicity, or regularity
of temporal arrangement (y-axis), according to philological analysis (Lüdtke et al., 2014). The green lines
are meant as an estimate that outlines the limits of free verse poetry to prose.

To summarize, modern and post-modern free verse poetry has developed a broad range of prosodic
styles stemming from a diverse set of structuring principles. Its prosody is often guided more by everyday
speech than the prosodic principles of traditional poetry.

3 Methodology

Our methodology is to employ automatic analyses based on computational speech and language processing
in combination with manual hermeneutical analyses. We will use machine learning techniques in a human-
in-the-loop approach, in which we cycle between building (or extending) computational models and

126



a) b)

Figure 1: (a) Working hypothesis for a prosodic hierarchy for free verse poetry, as well as (b) a placement
of poetic styles along the two axes governing unit and regularity of temporal arrangement.

manual philological analysis of phenomena (and the annotation of these phenomena).
The automatic analysis will, of course, be based on automatically extracted features that are potentially

useful to describe and differentiate free verse prosody. Our goal is to find exactly those features and
combinations that constitute free verse prosody. A prerequisite for computing such features is to create a
text-speech alignment for the written poems and spoken recordings. In a next step, we extract phonological
prosodic features such as ToBI labels (Silverman et al., 1992), which form the basis for phonetic prosodic
features such as TILT (Taylor, 1998) or PaIntE (Möhler, 2001) parameters that describe individual tones,
duration and loudness features, as well as silences as a basis for rhythmical structure and the level of
isochronicity.

In order to build a poetic prosody model rather than just a prosody model for poetry, we contrast the
features that we extract from the authentically spoken poems against a poetically naı̈ve automatic reading.
This null model of read-out poetry helps us to accentuate the peculiarities of the specific poetic styles
and reduces the negative impact of data sparsity by focusing our analysis on the outstanding aspects of a
poem.

Regarding higher-level prosodic analysis and feature extraction, poems will be split into prosodic
segments and the combination of these prosodic segments will be assigned to types of rhythm. The
patterns remain to be developed, since the existing research only discusses certain “figures of sound”
or “figures of rhythm”, both of which involve the repetition of some key linguistic component (Cooper,
1998). This processing step may yield similar results as depicted in Figure 1 (b) above. In addition, we
use unsupervised learning, such as clustering techniques and outlier detection in order to steer the manual
philological analysis towards potentially interesting parts and phenomena in the large corpora. We use
existing meta-information (e.g. about poetic type) to train classifiers.

In our procedure, we will analyze classifier models with the aim of generating explanations for poetic
categorization (e. g. RIPPER (Cohen, 1995) induces rule-based models that are easy to analyze), and
these explanations can be valued (and in the strongest case rejected) by the human analyst. In this way,
the human expert is able to steer the prosody modeling process away from computationally optimal but
philologically ungrounded decision-making towards those aspects of poetic prosody that are deemed
philologically relevant.

4 Implementation

We use text-speech alignment software as presented by Köhn et al. (2016) using a variation of the
SailAlign algorithm (Katsamanis et al., 2011) based on the Sphinx-4 speech recognizer (Walker et al.,
2004). Our prosodic analyses so far are limited to ToBI and we use AuToBI (Rosenberg, 2010) to generate
an automatic intonation annotation.
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Figure 2: Example analysis of the first lines of Langston Hughes: “The Weary Blues.” Shown from bottom
to top: time, word alignment, ToBI breaks and tones, null-model estimate of ToBI tones, spectrogram,
signal power (dB) and pitch (in Hz).

To generate our null-model version of a naı̈ve, non-poetic reading of the poem’s text, we use MaryTTS
(Schröder and Trouvain, 2003) to synthesize speech audio which we then feed into the same alignment
and analysis pipeline as we use for the author’s speech. In this way, we limit the effect of MaryTTS and
AuToBI internally using different interpretations of the ToBI standard.

In our preliminary experiments, we perform simple comparisons of the relative and contrastive occur-
rence of ToBI labels in read-out poems of different styles. Once annotations of notable structures become
available, machine-learning tools such as WEKA (Witten and Frank, 2000) will be used as outlined above.

Our system is planned to be developed into a web-based client and server architecture. In this way,
the human-in-the-loop hermeneutical analysis and interaction can be performed via any computer (and
annotations can be parallelized). Furthermore, there is no need to install and update any software on the
client-side, minimizing the risk of inconsistent data-handling or versioning issues.

5 Preliminary Experiments

We have performed preliminary experiments based on 10 poems from different modern and postmodern
poets that cover the full range of free verse poetry and using only a limited set of prosodic features.

Regarding automatic text-speech alignment, we find positive results. For half of the poems, 90-98 %
of the words after tokenization are successfully forced-aligned, which we deem a sufficient quantity to
perform further analyses. Particular outliers in our sample with only 15 % of words aligned are W.C.
Williams (very old recordings and a softly mumbling voice) as well as A. Stewart, who’s experimental
permutative poetry is overlaid with music and heavy echos, and C. Bök, who’s segmental sound poetry
already defies the trained grapheme-to-phoneme conversion models. Alignment of the (synthesized)
null-model data is near perfect, as expected. Alignment quality seems reasonable but we have not yet
formally evaluated it (e.g. in terms of root-mean-squared-error – RMSE – of boundary placement).

Regarding prosodic modelling, we have focused on ToBI labels so far, as these are less prone to pick up
speaker characteristics than phonetically motivated features such as TILT parameters. AuToBI successfully
produces tone alignments for aligned poetry (including the null-model audio), and again, although we
have not formally evaluated the quality, annotations appear reasonable. However, the particularities of
poetic speech are not covered in AuToBI’s standard models and one future goal is to improve or extend
these models over the course of our project. An example analysis is presented in Figure 2.

By contrasting the ToBI labels found in the author’s speech with those for the null model, we can
amplify what makes the prosodic style of a poem special. We find that in the first line, all L+H* accents
correspond to H* accents in the null model, the passage back and forth receives two H*s instead of just
one L*. Such an accumulation of differences struck the first author (a relatively theory-agnostic speech
scientist) to be somewhat notable, and the second author (the philological expert on the team) explained
that precisely this could be one manifestation of the poetic syncopation appearing in the poem.2 Our

2Notice that rhythmical aspects such as low syllable rate in the first line contrasted by high syllable rate in the second are
further indicators, for which, however, we still build our feature extraction; the example merely shows our guiding principle.
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human-in-the-loop approach works exactly like this: the system finds candidate peculiarities in poems
based on a measure of surprisal, which can then be named, described and explained by the human expert.
In this case, we decided to next annotate several syncopations in multiple poems to build a model of the
syncopation phenomenon. This model will then be used to (a) find further syncopation candidates which
can be assessed by a human annotator in order to actively learn better models, and (b) as additional input
into the style models to be developed.

The manual observations from the first line of the poem can be generalized by contrasting the occurrence
of ToBI tones in the author’s speech relative to the null model in the full poem. Using such statistics, we
find that Hughes uses more than 3 times as many L+H* as the null model would. Looking at the confusion
matrix (i.e., what Hughes uses instead of the tones expected by the null model), we find that these accents
generally occur in places where the null model would use H* or no accent at all. We can compare different
poems (and their prosodic styles) by comparing the respective differences to their null models.

We have performed a preliminary comparison based on tone differences of the aligned poems. We find
that different deviations from the null model (as described above) occur in poems of different style. At
least some of these differences do not appear to be based on speaker characteristics but on poetic style –
like the L+H* which may be an artifact of the slow and connected speaking style interleaved with faster
syncopations as in Hughes’ example. We plan to next train classifying models for different poetic styles.
However, the amount of data and features exploited so far is clearly insufficient to report even preliminary
results of machine-learned models.

6 Discussion and Future Work

We have presented our procedure for the large-scale analysis of spoken free verse poetry. The prosody of
free verse poetry in many cases uses the rhythms of everyday speech (with some exceptions and extensions),
which is why we base our procedures on conventional speech processing tools. Our methodology aims to
single out what makes a poem special and to build a model of prosodic styles based on these specialities.
We use a human-in-the-loop approach which allows us to analyze large amounts of spoken poetry and to
focus manual analysis on the most important aspects found in the corpus.

In our preliminary experiments, we found that robust forced alignment works reasonably well for
spoken poetry, yet still poses some interesting research problems, such as emphatic speech, onomatopoeic
expressions, consonant or vowel clusters, prosodic disfluencies caused by line-breaks, etc. Likewise, we
believe that current tools for intonation analysis (such as AuToBI) can fruitfully be used to analyze free
verse, but that adaptations are necessary to leverage the full potential.

Our initial experiments are limited in data but will be scaled up to cover hundreds of hours of poems,
enabling the reasonable use of machine-learning techniques over a multitude of features, finally also
including text processing methods. Poetry is a particularly interesting form of language as, being art, it
does not focus on function but uses creativity and surprisal to create something new and in a very dense
form: What is an irrelevant outlier in standard machine learning tasks may be outstanding and important
in our case. As such, poetry is intrinsically hard to model for machine learning approaches which rely on
the repetition with small deviation of training data.

Our immediate next steps will be to import the full corpus from Lyrikline (and more), to set up a
management database for existing meta-data and to build our web-based interface. Based on this, we will
start to analyze the stability of potentially significant features of prosodic style across different poems (and
recordings) of one poet and next within pre-established and annotated literary styles. This step will result
in the development of further higher-level features that we will annotate and use to enhance our models.
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