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118 00 Praha 1
Czech Republic

ISBN 978-80-904571-7-1

ii



Preface

This volume contains the papers presented at DMTW-2015: Deep Machine Translation Workshop
held on September 3-4, 2015 in Prague.

Each submission was reviewed by at least 2, most by three, and on the average 2.8, program
committee members. The committee decided to accept 13 papers. The program also includes 1 in-
vited talk. The submission and proceedings creation has been handled by the EasyChair system.

We thank the QTLeap EU project for providing local funding for the workshop organization,
and to Rudolf Rosa for handling local arrangements and for his technical help with submissions,
web page and proceedings.

August 28, 2015
Prague, Czech Republic

Jan Hajič
António Branco
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Linguistic Linked Open Data: What’s in for Machine Translation?

Christian Chiarcos
Angewandte Computerlinguistik

Fachbereich für Informatik und Mathematik
Goethe-Universität Frankfurt am Main

Robert-Mayer-Str. 10
D-60325 Frankfurt am Main

chiarcos@informatik.uni-frankfurt.de

During the past years, the notion of Linked (Open) Data has gained considerable reception in dif-
ferent communities working with language resources, ranging from academic and applied linguistics
over lexicography to natural language processing and information technology. In this context, the Open
Linguistics Working Group of the Open Knowledge Foundation (OWLG, http://linguistics.
okfn.org/), founded in 2010 in Berlin, Germany, is playing an important integrative role, by reaching
out to a broad band-width of disciplines, by facilitating interdisciplinary information exchange through
meetings, workshops, datathons and joint publications, but most noteably by introducing and maintain-
ing the Linguistic Linked Open Data (LLOD) cloud diagram. Being deeply involved in this emerging
community at the intersection between the different disciplines mentioned above, I will introduce the
basic concepts of Linked Open Data for linguistics/NLP, summarize motivations and history of Linguis-
tic Linked Open Data so far. Since creating the first instantiation of the LLOD cloud diagram in 2012,
LLOD has attracted a lot of activity, we have reached an agreement on vocabularies for many aspects of
language resources and the number of resources included is continuously on the rise. This growth is doc-
umented, for example, by declaring LLOD “the new hot topic in our (= language resource) community”
(Nicoletta Calzolari, LREC-2014 closing session). But with substantial amounts of data being available,
the focus of activity in the LLOD community is slowly shifting from resource creation to applications of
Linguistic Linked Open Data. The primary promise of providing open, but heterogeneously structured
and scattered language resources in a more interoperable way has been fulfilled, and it facilitates using
and re-using existing language resources in novel contexts. Beyond this, innovative LLOD-based appli-
cations for common problems in Natural Language Processing, Digital Humanities and linguistics are on
the horizon. The second part of the talk will give a glimpse on these prospects by discussing use cases
and potential applications of LLOD for (Deep) Machine Translation.
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