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Preface

The Workshop on Vision and Language 2015 (VL’15) took place in the beautiful city of Lisbon,
Portugal on September 18th 2015, as part of the 2015 Conference on Empirical Methods in Nat-
ural Language Processing (EMNLP 2015). The workshop was organized by the new European
Network on Integrating Vision and Language, an initiative funded as a European COST Action
under the Horizon 2020 programme supported by the European Commission.

The 2015 edition of the VL workshop is a successful continuation of the previous VL edi-
tions, where the VL workshops have the following general aims:

1. to provide a venue for reporting and discussing planned, ongoing and completed research
that involves both language and vision; and

2. to enable NLP and computer vision researchers to meet, exchange ideas, expertise and
technology, and form new research partnerships.

The flagship workshop’s main purpose is to establish a strong inter-disciplinary forum which
will ignite fertilizing discussions and ideas on how to combine and integrate established and
novel techniques from different (but related) fields into new unified modeling approaches, as
well as how to approach the problem of multi-modal data processing for NLP and vision from a
completely new angle.

The call for papers for VL’15 soliciting both full research papers and short abstracts was
issued in May 2015 and elicited a good number of high-quality submissions (23 in total), each
of which was peer-reviewed by three members of the program committee. The interest in the
workshop from leading NLP and computer vision researchers and the quality of submissions was
high, so we aimed to be as inclusive as possible within the practical constraints of the workshop.
In the end we accepted 13 full research papers, and 5 short abstracts.

The resulting workshop program packed a lot of exciting and diverse content into one day.
We were delighted to be able to include in the program two great keynote speakers: Krystian
Mikolajczyk and Marco Baroni. Our technical program combined 7 oral papers, and 11 poster
presentations accompanied by short 5-minute poster spotlights.

The program also included a discussion session on future directions for the VL community
and workshops, including plans for shared task competitions, summer schools, and expansions
towards other related fields and research communities (e.g., information retrieval, data mining,
digital humanities, Web search, cognitive science).

We would like to thank all the people who contributed to the organization and delivery of
this workshop: the authors who submitted such high-quality papers; the program committee
for their prompt and effective reviewing; our keynote speakers; the EMNLP 2015 organising
committee, especially the workshops chairs, Zornitsa Kozareva and Jörg Tiedemann, and the
publication chairs, Yuval Marton and Daniele Pighin; the participants in the workshop; and
future readers of these proceedings for your shared interest in this exciting new area of research.

September 2015 VL’15 Organizers
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