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Introduction

Labeled training data is often required to achieve state-of-the-art performance in machine learning
solutions to natural language tasks. While traditional supervised learning relies on existing labeled data,
active learning algorithms may select unlabeled data for labeling with the goal of reducing annotation
costs, while maintaining high accuracy. Thus, active learning has emerged as a promising framework
for NLP applications and annotation projects where unlabeled data is readily available (e.g., web pages,
audio recordings, minority language data), but obtaining labels is cost-prohibitive.

The 2010 Workshop on Active Learning for Natural Language Processing (ALNLP) is the sequel to
a successful 2009 meeting of the same name—both co-located with the Annual Conference of the
North American Chapter of the Association for Computational Linguistics—with the intent of exploring
key practical and theoretical aspects of active learning applied to real-world NLP problems. As we
assembled the program committee, the topic’s timeliness resonated with researchers both in machine
learning (who see natural language as an important application domain for active learning), and with
those in language technologies (who see maturing active learning methods as an important part of their
toolbox). We feel that the topic is one worth exploring in a focused workshop such as this, at the
intersection of these research areas, rather than in occasional isolated papers in various international
conference venues. Our aim is to foster innovation and discussion that advances our understanding of
active learning for NLP.

Our invited speaker, Jaime Carbonell, has a long history of applying active learning to machine
translation, rare class discovery, ranking, and realistic labeling scenarios with multiple imperfect
annotators. Given the proliferation of machine learning in language applications, and the growing
popularity of online “crowd-sourcing” annotation environments, we expect that these topics with play
an important role in the future of active learning for NLP. We are grateful to Dr. Carbonell for agreeing
to speak about his new work in these areas.

The workshop received ten submissions, five of which were accepted as oral presentations and are
included in the final program. These papers represent the fruit of international researchers exploring a
variety of challenges and opportunities in active learning for NLP tasks. These include issues pertinent
to human-computer interaction, domain adaptation, and remaining robust to rare class labels and other
application-specific issues. We hope that this gathering and these proceedings shed more light on active
learning for NLP tasks and the real annotation projects that are required to support them.

We are especially grateful to the program committee, whose reviews were thoughtful and constructive.
We also thank all of the researchers who submitted their work for consideration. More information
about the workshop is archived online at http://active-learning.net/alnlp2010.

Burr Settles, Kevin Small, and Katrin Tomanek
Workshop Organizers
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