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Abstract

This paper describes our system for SemEval-
2019 Task 4: Hyperpartisan News Detection
(Kiesel et al., 2019). We use pretrained BERT
(Devlin et al., 2018) architecture and investi-
gate the effect of different fine tuning regimes
on the final classification task. We show that
additional pretraining on news domain im-
proves the performance on the Hyperpartisan
News Detection task. Our system1 ranked 8th
out of 42 teams with 78.3% accuracy on the
held-out test dataset.

1 Introduction

With the rapid spread of the Internet and next-
generation media development, people started to
follow news through the Internet by abandoning
de facto sources such as television and radio. Re-
cent studies reveal that 43% of Americans report
often getting news online (Shearer and Gottfried,
2017). In parallel with that, there also has been
a massive improvement in the NLP research in
news domain to keep the content true, fair and
unbiased. SemEval-2019 Task 4: Hyperpartisan
News Detection, is yet another attempt under this
objective. Hyperpartisan is defined as being ex-
tremely biased in favor of a political party (Bastos
and Mercea, 2017) and the aim of the shared task
is to detect hyperpartisan argumentation in news
text. Though it is an important task by itself, hy-
perpartisan argument detection is also considered
as a very first step (or even replacement) of fake
news detection, because it has been shown by (Pot-
thast et al., 2018) that there is a high positive cor-
relation between having a hyperpartisan argumen-
tation and being fake for news items.

In this shared task, we seek to model this prob-
lem as a text classification task. In general, the

∗equal contribution
1https://github.com/ozanarkancan/hyperpartisan

task aims to label the text in the question with
one or more classes or categories. The main ques-
tion of text classification is how to mathematically
represent the words/tokens such that they retain
their original meaning in the context they appear.
This question has been tried to be answered in
many different ways so far. In earlier work, peo-
ple mainly used the ”bag of words” approach in
algorithms such as Naive Bayes, Decision Tree,
and SVM. Then, (Mikolov et al., 2013) advanced
the field further by introducing word embeddings,
capturing a somewhat meaningful representation
of words. However, recent studies (Peters et al.,
2018; Radford et al., 2018; Devlin et al., 2018)
showed that contextual word embeddings perform
quite better than traditional word embeddings in
many different NLP tasks as a result of their supe-
rior capacity of meaning representation. Among
those, BERT attracts researchers most because
of (i) its transformer based architecture enabling
faster training and (ii) state of the art results in
many different tasks.

Though it is quite new, BERT has been tried in
many different domains than the one proposed in
Devlin et al. (2018). However, almost all of these
studies have two things in common: they don’t
start training BERT from scratch and the target do-
main contains very limited data (Zhu et al., 2018;
Yang et al., 2019; Alberti et al., 2019). In this
study, on the other hand, we address (1) the per-
formance of BERT by comparing its domain spe-
cific pre-trained and fine-tuned performances, and
(2) in the setting where the target domain has ex-
tensively more data. In the following sections, we
first summarize the BERT architecture, then give
details of shared task data set, and then describe
experimental setups we used to train BERT model.
In the results section, we compare the performance
of BERT under different settings and share our
submission results for the shared task.
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2 Method

Transformer2 (Vaswani et al., 2017) originally
came out as a machine translation architecture and
it uses the idea of self attention mechanism (Parikh
et al., 2016; Lin et al., 2017). It has an encoder-
decoder design and both parts use the same novel
multi-head attention mechanism. The encoder part
takes an input sentence and derives a representa-
tion from it using this attention mechanism. Af-
terwards, the decoder generates the target sentence
by performing multi-headed attention over the en-
coder stack.

Figure 1: BERT Architecture (Devlin et al., 2018).

Figure 1 illustrates the architecture of the
model. BERT learns bidirectional representations
jointly on both left and right context of text mak-
ing use of the encoder part of the Transformer.
Devlin et al. (2018) introduced two unsupervised
tasks to pretrain this architecture, Next Sentence
Prediction and Masked Language Modeling. In
Next Sentence Prediction task, the goal is to deter-
mine whether the sentence comes after the spec-
ified previous sentence or not. It takes two sen-
tences as input, the latter being in its original form
50% of the time, while other times it can be any
random sentence from the corpus. In Masked Lan-
guage Modeling task, 15% of the words in the in-
put sentences are masked and the model tries to
predict these words. Training takes place with the
combined loss of these two unsupervised tasks.
Resulting representations can be further fine-tuned
with a task specific layer on the top for a number
of NLP tasks using appropriate supervised data.

2http://nlp.seas.harvard.edu/2018/04/03/attention.html

In this study, we use an open source PyTorch
implementation3 of BERT architecture. We make
use of BERT-Base pretrained model provided by
Devlin et al. (2018) in order to avoid pretraining
from scratch. Similar to Devlin et al. (2018), we
use the representation obtained from the last layer
for the first token (i.e. ”[CLS]”) for the sentence
representation and a softmax classifier on top of it
for predicting hyperpartisanship.

3 Experiments

In this section, we first introduce data provided
by the shared task and the data preprocessing
step. Then, we give the details of our experiments
and results with BERT under pretraining and fine-
tuning settings.

3.1 Data
Task provides data that consist of 750.000 articles
labelled portal-wise and 645 articles labelled man-
ually, and they divide the former into 600.000 and
150.000 as train and development set. Portal-wise
data is labelled as hyperpartisan or not, according
to publishers known affinities provided by Buz-
zFeed journalists or MediaBiasFactCheck.com. In
our experiments, we first shuffled and then split
the portal-wise data into three: 705.000, 40.000,
5.000 articles for train, development and test re-
spectively.

3.2 Preprocessing
For all our experiments we remove some un-
wanted text from the articles. We replaced HTML
character reference for ampersand and numeric
entity reference, and removed adjacent underscore
characters which is possibly used as a replace-
ment for classified information in data. We also
removed lines, solely containing ”*” characters,
used for separation of different news in the same
article.

3.3 Input Representation
BERT restricts the input length to a maximum of
512 tokens. We select the first n tokens from
the beginning of the article, because using the
lead sentences of a news article has been found
to be more effective for some NLP tasks (Wasson,
1998). We use the same tokenization method and
embeddings as Devlin et al. (2018) to represent the
words.

3https://github.com/huggingface/pytorch-pretrained-
BERT

http://nlp.seas.harvard.edu/2018/04/03/attention.html
https://github.com/huggingface/pytorch-pretrained-BERT
https://github.com/huggingface/pytorch-pretrained-BERT
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3.4 Fine-tuning Only

In order to show how BERT performs in news do-
main, our first attempt was to use the training data
to only fine-tune the pretrained model for classi-
fication. We used BERT-Base which consists of
12 transformer blocks on top of each other apply-
ing 12 headed attention mechanism, hidden size
of 768 and a total of 110 million parameters. We
set 16 as our batch size and 2e-5 as our learning
rate as recommended by Devlin et al. (2018) for
fine-tuning on classification tasks.

Max Length Dev Test
Accuracy F1 Accuracy F1

128 84.99 84.91 84.40 84.36
256 88.91 88.89 88.31 88.31
512 89.12 89.09 88.15 88.14

Table 1: Classification results on our portal-wise data
splits with fine-tuned BERT.

We performed experiments using 128, 256 and
512 as our maximum sequence lengths and found
out that 256 gives us the best test results, as shown
in Table 1. Although the results for experiments
with maximum sequence lengths of 256 and 512
are relatively close to each other, we chose 256
for computational efficiency. From these results,
we can argue that for news articles, the first 128
tokens do not carry enough information.

3.5 Pretraining + Fine-tuning

For the pretraining step, the data used by two unsu-
pervised tasks need to be generated. For the Next
Sentence Prediction task, originally, one would go
over the articles sentence by sentence to gener-
ate pretraining data, but our data is not made of
split sentences. To avoid using a tool for sentence
splitting, as it would take too much time in large
scale, for each document from the training data,
we extract a chunk of text with a random length
sampled from a uniform distribution defined as
an interval between %15 and %85 of the maxi-
mum sequence length. The reason for this is to
make the model more robust to non-sentential in-
put and leave space for the second sentence. As
the second sentence, 50% of the time, we select
the chunk following the original one with a length
that is complementing the first chunk’s length up
to maximum sequence length. Other times, when
we need the next sentence to be random, we take
a random chunk from other documents. We ex-
tract more than one sample from a single docu-

Model Combined Loss
BERT-Base 3.65
Our Version 1.79

Table 2: Results on the held-out dataset for pretraining
tasks.

ment, avoiding overlapping between chunks. For
Masked LM task, we follow the same approach
with Devlin et al. (2018).

At the end of pretraining data generation pro-
cess, we accumulated near 3.5 million samples,
only running the process once on our train split, so
without any duplication unlike Devlin et al. (2018)
because of time restrictions. We also generated a
small held-out dataset using our test split to use
in evaluation. Starting from the pretrained model
of BERT-Base instead of a cold start, we trained
the model with a learning rate of 3e-5 and 256
as the maximum sequence length for 290k itera-
tions. Table 2 presents the combined loss of two
unsupervised tasks on the held-out data for origi-
nal BERT-Base and further pretrained model with
the generated data. Results show that pretraining
BERT further with data from an unseen domain
greatly increases its representational power.

Model Dev Test
Accuracy F1 Accuracy F1

Fine-Tuning
Only

88.91 88.89 88.31 88.31

Pretraining
+Fine-Tuning

89.69 89.67 89.30 89.29

Table 3: Comparison of fine-tuning only and pretrain-
ing + fine-tuning models.

After this step, we applied the same fine-tuning
as previous section with the same parameters. Ta-
ble 3 demonstrates that pretraining BERT with do-
main specific data using unsupervised tasks im-
proves the performance of the model on the su-
pervised classificiation task.

4 Shared Task Results

The evaluation of SemEval-2019 Task 4, Hyper-
partisan News Detection task is done through the
online platform of TIRA (?). It serves as a means
of blind evaluation of the submitted model. Accu-
racy is used as the official evaluation metric and
the deciding test set is an another manually la-
belled news articles set named ”by-article-test-set”
which was kept hidden from the participants.
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Model article-test publisher-test
Accuracy Precision Recall F1 Accuracy Precision Recall F1

Fine-Tuning (publisher)
+ Fine-Tuning (article)

78.3 83.71 70.38 76.5 63.45 67.98 50.85 58.18

Pretraining (publisher)
+ Fine-Tuning (publisher)
+ Fine-Tuning (article)

73.4 66.81 92.99 77.76 64.15 60.64 80.6 69.21

Pretraining (publisher)
+Fine-Tuning (publisher)

60.82 57.11 86.94 68.93 67.25 62.45 86.5 72.53

Table 4: Shared task results.

In our first attempt, we fine-tuned BERT with
portal-wise train split using development set to get
the best model. After this we further train it with
645 manually labeled data (i.e. ”by-article-train-
set”), because it comes from the same sample as
test data.

In our last attempt, we pretrained BERT with
our portal-wise train split, and then fine-tune it as
described before. Again, we further fine-tune our
model with ”by-article-train-set” data. The results
of our two attempts can be seen in Table 4. The
third model in the table is to show the effect of the
last fine-tuning step on ”by-article-train-set”.

Looking at the results of second and third mod-
els on ”by-article-test-set” shows us, although
we fine-tune BERT with supervised data for
the same classification task, fine-tuning on ”by-
article-train-set” improves the results drastically.
This may be rooted from the domain difference in
between ”by-article-test-set” and portal-wise train
data.

Although our experiments (Table 3) show us
that pretraining BERT further with data from news
domain has a positive effect on overall accuracy,
we are not able to observe the similar effect on
”by-article-test-set”. The second model adapts to
the publisher domain more than the first model
does because of the extensive pretraining before
fine-tuning. As the difference between publisher
and article is highly notable from the findings be-
fore, overfitting to the publisher domain might end
up hurting the generalization of the model. So,
this would explain the unexpected drop of per-
formance between the second model and the first
model.

5 Conclusion

We presented a BERT baseline for the Hyperpar-
tisan News Detection task. We demonstrated that
pretraining BERT in an unseen domain improves

the performance of the model on the domain spe-
cific supervised task. We also showed that the dif-
ference in news source affects the generalization.
Our best performing system ranked 8th out of 42
teams with 78.3% accuracy on the held-out test
dataset. From our findings, we believe that domain
adaptation is important for the BERT architecture
and we would like to investigate the effect of from
scratch unsupervised pretraining on the supervised
task as future work.
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Howard Beale

Figure 2: Howard Beale delivering his ”I’m as mad as
hell” speech.

Beale4 is a news anchor who decides to commit
suicide on live air. Instead, he gives his famous
speech about modern American life and convinces
American people to scream his words: ”I’m as
mad as hell, and I’m not going to take this any
more!”. But the media sees his breakdown as an
opportunity for huge ratings. We believe that the
speech is now more than ever relevant to our me-
dia. Choosing ”Howard Beale” as the team name
is our scream from the windows of Academia.

4https://www.imdb.com/title/tt0074958/
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