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Abstract

This paper describes our approach to solve Se-

meval task 3: EmoContext; where, given a tex-

tual dialogue, i.e., a user utterance along with

two turns of context, we have to classify the

emotion associated with the utterance as one

of the following emotion classes: Happy, Sad,

Angry or Others. To solve this problem, we ex-

periment with different deep learning models

ranging from simple LSTM to relatively more

complex attention with Bi-LSTM model. We

also experiment with word embeddings such

as ConceptNet along with word embeddings

generated from bi-directional LSTM taking in-

put characters. We fine tune different param-

eters and hyper-parameters associated with

each of our model and report the micro pre-

cision, micro recall and micro F1-score for

each model. We identify the Bi-LSTM model,

along with the input word embedding taken

as the concatenation of the embeddings gen-

erated from the bidirectional character LSTM

and ConceptNet embedding, as the best per-

forming model with a highest micro-F1 score

over the test set as 0.7261.

1 Introduction

In recent years, with the increase in the popularity

of social media platforms, a significant amount of

unstructured social media content (posts, tweets,

messages etc.) has become available to the re-

search community. People use social media as

a platform to share their opinions, emotions,

thoughts etc. This information has a huge poten-

tial to serve as a commercial catalyst to the busi-

ness of companies and organizations, e.g., know-

ing the opinion of people about a product or a ser-

vice could help the company to do betterment of

their product or service according to the desire of

the online consumers. In similar lines, emotions

from the peoples’ comments/opinion can help us

to model the future popularity of the product or the

service. Further, knowing public emotions about

different events can help political parties to set

their agenda for elections. Thus mining of opin-

ions and emotions has a lot of practical relevance.

Even prior to the social media era, emotion detec-

tion had achieved significant attention of psychol-

ogists and linguistics. An elaborate discussion of

emotion as a research topic is presented in the next

section.

In this paper, we describe our system and

the models, with which, we achieved signifi-

cant performance improvement over the SemEval

baseline for task 3. The task is described

in (Chatterjee et al., 2019), where, given a textual

dialogue, i.e., a user utterance along with two turns

of context, we have to classify the emotion asso-

ciated with the utterance into one of the following

emotion classes: Happy, Sad, Angry or Others. To

solve this problem, we experiment with different

deep learning models ranging from simple LSTMs

to more complex attention based Bi-LSTM mod-

els. We also experiment with different word em-

beddings such as ConceptNet along with word em-

beddings generated from bi-directional character

LSTMs. Our best model gives a micro F1 of

0.7261 on the test set released by the organizers.

2 Related works:

From the last decades of the previous century,

emotion as a topic of research has captured

the attention of many scientists and researches

from different sub-fields of computer science

and psychology. While prior to the current

century, researches tried to capture emotions

from acoustic signals (Murray and Arnott,

1993; Banse and Scherer, 1996) and fa-

cial expressions (Ekman and Friesen, 1971;

Ekman, 1993; Ekman et al., 1987), in the

current century, due to the emergence of



242

Internet and social media, expression and

detection of emotion through/from texts and

social media, has grabbed significant atten-

tion (Alm et al., 2005; Fragopanagos and Taylor,

2005; Binali et al., 2010; Dini and Bittar,

2016; Canales and Martı́nez-Barco, 2014;

Seyeditabari et al., 2018) of researchers. The

whole literature around emotion can be broadly

divided into two categories (1) theoretical studies

and (ii) computational studies.

Theoretical studies: The theoretical stud-

ies include searching answers for whether

facial expressions of emotion are univer-

sal (Ekman and Friesen, 1971), searching for

cross-cultural agreement in the judgment of

facial expression (Ekman et al., 1987), study-

ing the acoustic profile of vocal emotion

expression (Banse and Scherer, 1996) etc. An

exploratory discussion of the literature detailing

human vocal emotion and its principal findings

are presented in (Murray and Arnott, 1993).

Application of the literature to the construction of

a system capable of producing synthetic speech

with emotion has also been discussed. A brief

description of how emotion is processed in our

brain is discussed in (LeDoux, 2000).

Computational studies: From last two decades

detecting and analysis of emotion in texts and

social media content has grabbed significant at-

tention of computational linguists and social sci-

entists. (Litman and Forbes-Riley, 2004) deter-

mine the utility of speech and lexical features for

predicting student emotions in computer-human

spoken tutoring dialogues. They develop an an-

notated corpora that mark each student dialogue

for negative, neutral, positive and mixed emo-

tions. Then they extract acoustic-prosodic features

from the speech signal, and lexical items from

the transcribed or recognized speech and apply

machine learning approaches to detect the emo-

tions. In the same year, (Busso et al., 2004) came

up with an analysis of emotion recognition tech-

niques, using facial expressions, speech and multi-

modal information etc. They conclude that the

system based on facial expression gives better per-

formance than the system based on just acoustic

information for the emotions considered. Sen-

timent classification seeks to identify a piece of

text according to its authors general feeling to-

ward their subject, be it positive or negative. Tra-

ditional machine learning techniques have been

applied to this problem with reasonable success,

but they have been shown to work well only

when there is a good match between the train-

ing and test data with respect to the topic. (Read,

2005) use emoticons to reduce dependency in ma-

chine learning techniques for sentiment classifica-

tion. (Wiebe et al., 2005) came up with a corpus

having an annotation of opinions, emotions, senti-

ments, speculations, evaluations and other private

states in the language of 10000 lines. In the sec-

ond half of the last decade several studies came up

that analyze and detect (Fragopanagos and Taylor,

2005; Binali et al., 2010; Hancock et al., 2007;

Strapparava and Mihalcea, 2008) emotion from

the text using machine learning techniques of

the text context. Detection of emotion over

social media content (Yassine and Hajj, 2010;

Pak and Paroubek, 2010; Gupta et al., 2010) and

electronic media content (Neviarouskaya et al.,

2007; Yang et al., 2007) started to become pop-

ular during this period. Emotion cause de-

tection (Chen et al., 2010) introduce another in-

teresting problem in this period. In the cur-

rent decade many problems in this domain have

been introduced like emotion detection in code-

switching texts (Wang et al., 2015), metaphor de-

tection with topic transition, emotion and cog-

nition in context (Jang et al., 2016), sentence

and clause level emotion annotation and detec-

tion (Tafreshi and Diab, 2018), detecting emo-

tion in social media contents (Roberts et al.,

2012; Liew, 2014), detecting emotion in mul-

tilingual contexts (Das, 2011) etc. to name a

few. Several corpora have been introduced hav-

ing an annotation of emotions and other asso-

ciated things such as emotion over multi-genre

corpus (Tafreshi and Diab, 2018), emotion corpus

of multi-party conversations (Hsu et al., 2018), a

fine-grained emotion corpus for sentiment analy-

sis (Liew et al., 2016), a dataset of emotion anno-

tated tweets to understand the interaction between

affect categories (Mohammad and Kiritchenko,

2018) etc. to name few. Simultaneously,

methodological novelty in emotion detection is

also an important contribution by researchers in

the recent times; works like emotion detection

by GRUs (Abdul-Mageed and Ungar, 2017), rep-

resentation mapping (Buechel and Hahn, 2018),

hybrid neural networks (Li et al., 2016) etc.

are a few such latest techniques. A de-

tail description of different hidden challenges
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present in emotion detection over social me-

dia content is present in (Dini and Bittar, 2016).

Few survey papers (Canales and Martı́nez-Barco,

2014; Seyeditabari et al., 2018) describing dif-

ferent emotion analysis and detection methods

adopted in past years also came up during this pe-

riod.

3 Dataset and preprocesing

3.1 Dataset

The dataset consists of three parts, (i) training

data, (ii) development data (dev set), and (iii) test

data. The training dataset consists of 30k con-

versations, where each conversation contains three

turns of user utterances. The dev set and the test

set contains 2754 and 5508 conversations respec-

tively. These have been collected and annotated

by the organisers. All of the conversations are

classified into four classes, ’angry’, ’sad’, ’happy’

and ’others’. Training data consists of about 5k

samples each from ’angry’, ’sad’, ’happy’ class,

and 15k samples from ’others’ class, whereas,

both dev and test sets have a real-life distribution,

which is about 4% each of ’angry’, ’sad’, ’happy’

class and the rest is ’others’ class.

3.2 Preprocessing

Before feeding the conversations to our model, we

perform the following operations on the text:

• The three turns of the conversation are joined

to form a single sentence; also if there are

multiple instances of punctuation, then we

keep only a single instance. The joined utter-

ance contains the conversations in the same

order as that is given in the data set.

• Each emoji is replaced by its respective En-

glish translation. Example: ‘:-)’ is replaced

by ‘happy’.

• All the possible English contractions are re-

placed by their expanded forms. for example:

‘don’t’ is converted ‘do not’.

• We use Ekphrasis toolkit (Baziotis et al.,

2017) to normalize the occurrence of the

URL, e-mail, percent, money, phone, user,

time, date, and number in the comments. For

example, URLs are replaced by ‘url’, and all

occurrences of @someone are replaced by

‘user’.

Figure 1: Overall schematic architecture of our sys-

tem.

• Finally, we use NLTK Wordnet lemma-

tizer (Loper and Bird, 2002) to lemmatize the

words to their roots.

4 System description

Our overall system is illustrated in Figure 1. We

run different variants of our system by changing

associated parameters, hyper-parameters and lay-

ers. For input, we consider a variety of options,

which include (i) creating word embeddings us-

ing a Bi-LSTM trained on the character sequence

of the sentence/utterance, (ii) using a pre-trained

word embedding, i.e., Conceptnet, and (iii) con-

catenating (i) and (ii). From the architecture point

of view our systems can be categorized into three

types – (i) simple LSTM model, where an LSTM

layer is considered instead of a Bi-LSTM layer

(see figure 1) with no attention, i.e., the final hid-

den vector of LSTM layer is fed to the dense layer

bypassing the attention layer (ii) simple Bi-LSTM

model, where no attention layer is present, i.e., the

final hidden vector of Bi-LSTM layer is fed to the

dense layer by-passing the attention layer in fig-

ure 1, and (iii) Bi-LSTM model + attention, where

we keep the attention layer active as shown in fig-

ure 1. We use the python module keras for our

implementation.

5 Models and results

As previously stated, we experiment with differ-

ent variants of the model. In this section, we

discuss some of the top performing models and

their performance. The results for different sys-
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Model Type Accµ Preµ Recµ F1µ F1test

LSTM + Conceptnet 0.90 0.88 0.90 0.89 0.6825

Bi-LSTM + ConceptNet 0.90 0.86 0.91 0.88 0.6686

BiLSTM + (char embed. + Conceptnet) 0.90 0.88 0.89 0.89 0.7261

Bi-LSTM + (character embed. + Conceptnet) + no emojis 0.90 0.88 0.90 0.89 0.6418

Attentive Bi-LSTM + character embedding + Conceptnet 0.89 0.88 0.88 0.88 0.6900

Table 1: Results of different models; accuracy (Accµ), micro-precision (Preµ), micro-recall (Recµ) and

micro-F1 score (F1µ) over the training data for five-fold cross validation; F1test is the micro-F1 score

over the test set released by the organisers.

tems and their description are as shown in Table 1.

We report two types of results (i) performance

over training set which we obtain through five-

fold cross-validation and (ii) performance over test

data as reported by SemEval organizers. A short

description of the model variants and their results

are given below.

1. The first two models present in Table 1, as

the name suggests, contains a layer of LSTM

(1st model) and Bi-LSTM (2nd model). Se-

quence of words padded to a fixed length is

given as input to this layer. The input se-

quence is then converted to an embedding

vector with the help of pre-trained embed-

ding matrices. We tried various pre-trained

embedding matrices such as GloVe, fastText,

ConceptNet and Google word2vec, out of

which for Conceptnet we get best results.

The outcome of LSTM/Bi-LSTM is given as

input to the final dense layer which contains

four nodes with sigmoid activation function

for four emotions.

2. In the next model, we append character

embeddings to the Conceptnet embeddings.

This model produces the best performance

over the test set, i.e., micro F1 score over the

test set is 0.7261 as released by the organiz-

ers. The input to this model is a 2-D vector of

words with characters in the second dimen-

sion.

3. The fourth model is the same as the previous

model but emotion words (words which re-

placed emojis) are removed. As we can infer

from the table this choice though did not af-

fect the performance over the training set, the

test set performance is significantly affected.

4. Finally, in the attentive Bi-LSTM model, we

switch on the attention layer. Other param-

eters are kept the same as the third model

model.

6 Conclusion

In this paper, we present a neural network based

model to detect emotions from textual conversa-

tions. The usage of pre-trained embedding, Con-

ceptnet gives a huge boost to the performance of

our system. The performance reported in our pa-

per could further be improved by implementing a

better prepossessing pipeline and using more ad-

vanced RNN models. Furthermore, the dataset

provided had a huge imbalance among different

classes, therefore sampling among classes could

result in increased performance. On the other

hand, studying emotion in social media text can be

linked further to the popularity of a product, ser-

vice etc. which might be linked to financial inter-

ests of organizations. Further, how users express-

ing a particular predominant emotion interact with

other users could be another line of future study.
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