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The unforgiving nature of natural language components 
when someone uses an unexpected input has recently been 
a concern of several projects. For instance, Carbonell 
(1979) discusses inferring the meaning of new words. 
Hendrix, e t .a l .  (1978) describe a system that provides a 
means for naive users to define personalized paraphrases 
and that l i s ts  the items expected next at a point where 
the parser blocks. Weischedel, e t .a l .  (1978) show how 
to relax both syntactic and semantic constraints such 
that some classes of ungrammatical or semantically 
inappropriate input are understood. Kwasny aod 
Sondheimer (1979) present techniques for understanding 
several classes of syntactically il l-formed input. Codd, 
e t .a l .  (1978) and Lebowitz (1979) present alternatives 
to top-down, le f t - to - r igh t  parsers as a means of dealing 
with some of these problems. 

This paper presents heuristics for responding to inputs 
that cannot be parsed even using the techniques 
referenced in the last paragraph for relaxing syntactic 
and semantic constraints. The paper concentrates on 
the results of an experiment testing our heuristics. 

We assume only that the parser is written in the ATN 
formalism. In this method, the parser wri ter must 
assign a sequence of condition-action pairs for each 
state of the ATN. I f  no parse can be found, the 
condition-action pairs of the last state of the path that 
progressed furthest through the input string are used to 
generate a message about the nature of the problem, the 
interpretation being followed, and what was expected 
next. The conditions may refer to any ATN register, the 
input string, or any computation upon them (even 
semantic ones). The actions can include any computation 
(even restarting the parse after altering the unparsed 
portion) and can generate any responses to the user. 

These heuristics were tested on a grammar which uses 
only syntactic information. We constructed test data 
such that one sentence would block at each of the 39 
states of the ATN where blockage could occur. In only 
3 of the 39 cases did the parser continue beyond the 
point that was the true source of the parse fa i l ing.  

From the tests, i t  was clear that the heuristics 
frequently pinpointed the exact cause of the block. 
However, the response did not always convey that 
precision to the user due to the technical nature of the 
grammatical cause of the blockage. Even though the 
heuristics correctly selected one state in the over- 
whelming majority of cases, frequently there were 
several possible causes for blocking at a given state. 

Another aspect of our analysis was the computational and 
developmental costs for adding these heuristics to a 
parser. Clearly, only a small fraction of the parsing 
time and memory usage is needed to record the longest 
part ial parse and generate messages for the last state 
on i t .  Significant ef for t  is required of the grammar 
wri ter to devise the condition-action pairs. However, 
such analysis of the grammar certainly adds to the 
programmer's understanding of the grammar, and the 
condition-action pairs provide signif icant documentation 
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of the grammar. Only one page of program code and nine 
pages of constant character strings for use in messages 
were added. 

From the experiment we conclude the following: 

I. The heuristics are powerful for small natural 
language front ends to an application domain. 

2. The heuristics should also be quite effective in a 
compiler, where parsing is far more deterministic. 

3. The heuristics w i l l  be more effective in a semantic 
grammar or in a parser which frequently interacts with 
a semantic component to guide i t .  

We wi l l  be adding condition-action pairs to the states 
of the RUS parser (Bobrow, 1978) and wi l l  add relaxation 
techniques for both syntactic and semantic constraints 
as described in Weischedel, e t .a l .  (1978) and Kwasny 
and Sondheimer (1979). The purpose is to test the 
effectiveness of paraphrasing part ial  semantic inter- 
pretations as a means of explaining the interpretation 
being followed. Furthermore, Bobrow (1978) indicates 
that semantic guidance makes the RUS parser s igni f icant ly 
more deterministic; we wish to test the effect of this 
on the ab i l i t y  of our heuristics to pinpoint the nature 
of a block. 
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