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Abstract 
We demonstrate an information credibility 
analysis system called WISDOM. The purpose 
of WISDOM is to evaluate the credibility of in-
formation available on the Web from multiple 
viewpoints. WISDOM considers the following 
to be the source of information credibility: in-
formation contents, information senders, and 
information appearances. We aim at analyzing 
and organizing these measures on the basis of 
semantics-oriented natural language processing 
(NLP) techniques. 

1. Introduction 
As computers and computer networks become 

increasingly sophisticated, a vast amount of in-
formation and knowledge has been accumulated 
and circulated on the Web. They provide people 
with options regarding their daily lives and are 
starting to have a strong influence on govern-
mental policies and business management. How-
ever, a crucial problem is that the information 
available on the Web is not necessarily credible. 
It is actually very difficult for human beings to 
judge the credibility of the information and even 
more difficult for computers. However, comput-
ers can be used to develop a system that collects, 
organizes, and relativises information and helps 
human beings view information from several 
viewpoints and judge the credibility of the in-
formation. 

Information organization is a promising en-
deavor in the area of next-generation Web search. 
The search engine Clusty provides a search result 
clustering1, and Cuil classifies a search result on 
the basis of query-related terms2. The persuasive 
technology research project at Stanford Universi-
ty discussed how websites can be designed to 
influence people’s perceptions (B. J. Fogg, 2003). 
However, as per our knowledge, no research has 
been carried out for supporting the human judg-
ment on information credibility and information 
organization systems for this purpose. 

In order to support the judgment of informa-
tion credibility, it is necessary to extract the 
background, facts, and various opinions and their 
                                                 
1 http://clusty.com/, http://clusty.jp/  

distribution for a given topic. For this purpose, 
syntactic and discourse structures must be ana-
lyzed, their types and relations must be extracted, 
and synonymous and ambiguous expressions 
should be handled properly.  

Furthermore, it is important to determine the 
identity of the information sender and his/her 
specialty as criteria for credibility, which require 
named entity recognition and total analysis of 
documents. 

In this paper, we describe an information cre-
dibility analysis system called WISDOM, which 
automatically analyzes and organizes the above 
aspects on the basis of semantically oriented 
NLP techniques. WISDOM currently operates 
over 100 million Japanese Web pages. 
2. Overview of WISDOM 

We consider the following three criteria for the 
judgment of information credibility.  

(1) Credibility of information contents,  
(2) Credibility of the information sender, and  
(3) Credibility estimated from the document 

style and superficial characteristics. 
In order to help people judge the credibility of 

information from these viewpoints, we have been 
developing an information analysis system called 
WISDOM. Figure 1 shows the analysis result of 
WISDOM on the analysis topic “Is bio-ethanol 
good for the environment?” Figure 2 shows the 
system architecture of WISDOM. 

Given an analysis topic (query), WISDOM 
sends the query to the search engine TSUBAKI 
(Shinzato et al., 2008), and TSUBAKI returns a 
list of the top N relevant Web pages (N is usually 
set to 1000). 

Then, those pages are automatically analyzed, 
and major and contradictory expressions and eva-
luative expressions are extracted. Furthermore, 
the information senders of the Web pages, which 
were analyzed beforehand, are collected and the 
distribution is calculated. 

The WISDOM analysis results can be viewed 
from several viewpoints by changing the tabs 
using a Web browser. The leftmost tab, “Sum-
mary,” shows the summary of the analysis, with 
major phrases and major/contradictory state-
ments first.  
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Query: “Is bio-ethanol good for the environment?” Summary 

Figure 1. An analysis example of the information credibility analysis system WISDOM. 
 

 
Figure 2. System architecture of WISDOM. 

 
By referring to these phrases and statements, 

a user can grasp the important issues related to 
the topic at a glance. The pie diagram indicates 
the distribution of the information sender class 
spread over 1000 pages, such as company, indus-
try group, and government. The names of the 
information senders of the class can be viewed 
by placing the cursor over a class region. The last 
bar chart shows the distribution of positive and 

negative opinions related to the topic spread over 
1000 pages, for all and for each sender class. For 
example, with regard to “Bio-ethanol,” we can 
see that the number of positive opinions is more 
than that of negative opinions, but it is the oppo-
site in the case of some sender classes. Several 
display units in the Summary tab are cursor sen-
sitive, providing links to more detailed informa-
tion (e.g., the page list including a major state-

Sender 

Opinion 

Search Result Major/Contradictory Expressions
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ment, the page list of a sender class, and the page 
list containing negative opinions). 

The “Search Result” tab shows the search re-
sult by TSUBAKI, i.e., ranking the relevant pag-
es according to the TSUBAKI criteria. The “Ma-
jor/Contradictory Expressions” tab shows the list 
of major phrases and major/contradictory state-
ments about the given topic and the list of pages 
containing the specified phrase or statement. The 
“Opinion” tab shows the analysis result of the 
evaluative expressions, classified according to 
for/against, like/dislike, merit/demerit, and others, 
and it also shows the list of pages containing the 
specified type of evaluative expressions. The 
“Sender” tab classifies the pages according to the 
class of the information sender, for example, a 
user can view the pages created only by the gov-
ernment.  

Furthermore, the superficial characteristics of 
pages called as information appearance are ana-
lyzed beforehand and can be viewed in WIS-
DOM, such as whether or not the contact address 
is shown in the page and the privacy policy is on 
the page, the volume of advertisements on the 
page, the number of images, and the number of 
in/out links. 

As shown thus far, given an analysis topic, 
WISDOM collects and organizes the relevant 
information available on the Web and provides 
users with multi-faceted views. We believe that 
such a system can considerably support the hu-
man judgment of information credibility. 
3. Data Infrastructure  

We usually utilize 100 million Japanese Web 
pages as the analysis target. The Web pages have 
been converted into the standard formatted Web 
data, an XML format. The format includes sever-
al metadata such as URLs, crawl dates, titles, and 
in/out links. A text in a page is automatically 
segmented into sentences (note that the sentence 
boundary is not clear in the original HTML file), 
and the analysis results obtained by a morpholog-
ical analyzer, parser, and synonym analyzer are 
also stored in the standard format. Furthermore, 
the site operator, the page author, and informa-
tion appearance (e.g., contact address, privacy 
policy, volume of advertisements, and images) 
are automatically analyzed and stored in the 
standard format. 

4. Extraction of Major Expressions and 
Their Contradictions 

For the organization of information contents, 
WISDOM extracts and presents the major ex-
pressions and their contradictions on a given 
analysis topic (Kawahara et al., 2008). Major 
expressions are defined as expressions occurring 
at a high frequency in the set of Web pages on 
the analysis topic. They are classified into two: 
noun phrases and predicate-argument structures 
(statements). Contradictions are the predicate-
argument structures that contradict the major ex-
pressions. For the Japanese phrase yutori kyouiku 

(cram-free education), for example, tsumekomi 
kyouiku (cramming education) and ikiru chikara 
(life skills) are extracted as the major noun 
phrases; yutori kyouiku-wo minaosu (reexamine 
cram-free education) and gakuryokuga teika-suru 
(scholastic ability deteriorates), as the major pre-
dicate-argument structures; and gakuryoku-ga 
koujousuru (scholastic ability ameliorates), as its 
contradiction. This kind of summarized informa-
tion enables a user to grasp the facts and argu-
ments on the analysis topic available on the Web. 

We use 1000 Web pages for a topic retrieved 
from the search engine TSUBAKI. Our method 
of extracting major expressions and their contra-
dictions consists of the following steps: 
1. Extracting candidates of major expressions: 

The candidates of major expressions are ex-
tracted from each Web page in the search result. 
From the relevant sentences to the analysis topic 
that consist of approximately 15 sentences se-
lected from each Web page, compound nouns, 
parenthetical expressions, and predicate-
argument structures are extracted as the candi-
dates of the major expressions. 
2. Distilling major expressions: 

Simply presenting expressions at a high fre-
quency is not always information of high quality. 
This is because scattering synonymous expres-
sions such as karikyuramu (curriculum) and 
kyouiku katei (course of study) and entailing ex-
pressions such as IWC and IWC soukai (IWC 
plenary session), all of which occur frequently, 
hamper the understanding process of users. Fur-
ther, synonymous predicate-argument structures 
such as gakuryoku-ga teika-suru (scholastic 
ability deteriorates) and gakuryoku-ga sagaru 
(scholastic ability lowers) have the same problem. 
To overcome this problem, we distill major ex-
pressions by merging spelling variations with 
morphological analysis, merging synonymous 
expressions automatically acquired from an ordi-
nary dictionary and the Web, and merging ex-
pressions that can be entailed by another expres-
sion. 
3. Extracting contradictory expressions: 

Predicate-argument structures that negate the 
predicate of major ones and that replace the pre-
dicate of major ones with its antonym are ex-
tracted as contradictions. For example, gakuryo-
ku-ga teika-shi-nai (scholastic ability does not 
deteriorate) and gakuryokuga koujou-suru (scho-
lastic ability ameliorates) are extracted as the 
contradictions to gakuryoku-ga teikasuru (scho-
lastic ability deteriorates). This process is per-
formed using an antonym lexicon, which consists 
of approximately 2000 pairs; these pairs are ex-
tracted from an ordinary dictionary. 

5. Extraction of Evaluative Information 
The extraction and classification of evaluative 

information from texts are important tasks with 
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many applications and they have been actively 
studied recently (Pang and Lee, 2008). Most pre-
vious studies on opinion extraction or sentiment 
analysis deal with only subjective and explicit 
expressions. For example, Japanese sentences 
such as watashi-wa apple-ga sukida (I like ap-
ples) and kono seido-ni hantaida (I oppose the 
system) contain evaluative expressions that are 
directly expressed with subjective expressions. 
However, sentences such as kono shokuhin-wa 
kou-gan-kouka-ga aru (this food has an anti-
cancer effect) and kono camera-wa katte 3-ka-de 
kowareta (this camera was broken 3 days after I 
bought it) do not contain subjective expressions 
but contain negative evaluative expressions. 
From the viewpoint of information credibility, it 
appears important to deal with a wide variety of 
evaluative information including such implicit 
evaluative expressions (Nakagawa et al., 2008). 

A corpus annotated with evaluative informa-
tion was developed for evaluative information 
analysis studies. Fifty topics such as “Bio-
ethanol” and “Pension plan” were chosen. For 
each topic, 200 sentences containing the topic 
word were collected from the Web to construct 
the corpus totaling 10,000 sentences. For each 
sentence, annotators judged whether or not the 
sentence contained evaluative expressions. When 
evaluative expressions were identified, the evalu-
ative expressions, their holders, their sentiment 
polarities (positive or negative), and their relev-
ance to the topic were annotated. 

We developed an automatic analyzer of evalu-
ative information using the corpus. We per-
formed experiments of sentiment polarity classi-
fication using Support Vector Machines. Word 
forms, POS tags, and sentiment polarities from 
an evaluative word dictionary of all the words in 
evaluative expressions were used as features, and 
an accuracy of 83% was obtained. From the error 
analysis, we found that it was difficult to classify 
domain-specific evaluative expressions; we are 
now planning the automatic acquisition of evalu-
ative word dictionaries. 
6. Information Sender Analysis 

The source of information (or information sender) 
is one of the important elements when judging the 
credibility of information. It is rather easy for human 
beings to identify the information sender of a Web 
page. When reading a Web page, whether it is deli-
berate or not, we attribute some characteristics to the 
information sender and accordingly form our atti-
tudes toward the information. However, the state-of-
the-art search engines do not provide facilities to 
organize a vast amount of information on the basis 
of the information sender. If we can organize the 
information on a topic on the basis of who or what 
type the information sender is, it would enable the 
user to grasp an overview of the topic or to judge the 
credibility of relevant information. 

WISDOM automatically identifies the site op-
erators of Web pages and classifies them into 
predefined categories of information sender 

called information sender class. A site operator 
of a Web page is the governing body of a website 
on which the page is published. The information 
sender class categorizes the information sender 
on the basis of axes such as individuals vs. or-
ganizations and profit vs. nonprofit organizations. 
The list below shows the categories of informa-
tion sender class. 

 

 
 

1. Organization (cont’d) 
  (c) Press 
    i. Broadcasting Station 
    ii. Newspaper 
    iii. Publisher 
2. Individual 
  (a) Real Name 
  (b) Anonymous,  

Screen Name 
 

1. Organization 
  (a) Profit Organization 
    i. Company 
    ii. Industry Group 
  (b) Nonprofit Organization 
    i. Academic Society 
    ii. Government 
    iii. Political Organization 
    iv. Public Service Corp., 
         Nonprofit Organization 
    v. University 
    vi. Voluntary Association 
   vii. Education Institution

WISDOM allows the user to organize the in-
formation on the basis of the information sender 
class assigned to each Web page. Technical de-
tails of the information sender analysis employed 
in WISDOM can be found in (Kato et al., 2008). 
7. Conclusions 

This paper has described an information analy-
sis system called WISDOM. As shown in this pa-
per, WISDOM already provides a reasonably nice 
organized view for a given topic and can serve as a 
useful tool for handling informational queries and 
for supporting human judgment of information 
credibility. WISDOM is freely available at 
http://wisdom-nict.jp/.  
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Abstract

This is a paper supporting the demonstra-
tion of the LX-Center at ACL-IJCNLP-09.

LX-Center is a web center of online lin-
guistic services aimed at both demonstrat-
ing a range of language technology tools
and at fostering the education, research
and development in natural language sci-
ence and technology.

1 Introduction

This paper is aimed at supporting the demonstra-
tion of a web center of online linguistic services.
These services demonstrate language technology
tools for the Portuguese language and are made
available to foster the education, research and de-
velopment in natural language science and tech-
nology.

This paper adheres to the common format de-
fined for demo proposals: the next Section 2
presents an extended abstract of the technical con-
tent to be demonstrated; Section 3 provides a
script outline of the demo presentation; and the
last Section 4 describes the hardware and internet
requirements expected to be provided by the local
organizer.

2 Extended abstract

The LX-Center is a web center of online linguis-
tic services for the Portuguese language located at
http://lxcenter.di.fc.ul.pt. This is
a freely available center targeted at human users. It
has a counterpart in terms of a webservice for soft-
ware agents, the LXService, presented elsewhere
(Branco et al., 2008).

2.1 LX-Center
The LX-Center encompasses linguistic services
that are being developed, in all or part, and main-
tained at the University of Lisbon, Department of

Informatics, by the NLX-Natural Language and
Speech Group. At present, it makes available the
following functionalities:

• Sentence splitting

• Tokenization

• Nominal lemmatization

• Nominal morphological analysis

• Nominal inflection

• Verbal lemmatization

• Verbal morphological analysis

• Verbal conjugation

• POS-tagging

• Named entity recognition

• Annotated corpus concordancing

• Aligned wordnet browsing

These functionalities are provided by one or
more of the seven online services that integrate
the LX-Center. For instance, the LX-Suite service
accepts raw text and returns it sentence splitted,
tokenized, POS tagged, lemmatized and morpho-
logically analyzed (for both verbs and nominals).
Some other services, in turn, may support only one
of the functionalities above. For instance, the LX-
NER service ensures only named entity recogni-
tion.

These are the services offered by the LX-
Center:

• LX-Conjugator

• LX-Lemmatizer

• LX-Inflector

• LX-Suite

• LX-NER

• CINTIL concordancer

• MWN.PT browser
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The access to each one of these services is ob-
tained by clicking on the corresponding button on
the left menu of the LX-Center front page.

Each of the seven services integrating the LX-
Center will be briefly presented in a different
subsection below. Fully fledged descriptions are
available at the corresponding web pages and in
the white papers possibly referred to there.

2.2 LX-Conjugator

The LX-Conjugator is an online service for fully-
fledged conjugation of Portuguese verbs. It takes
an infinitive verb form and delivers all the corre-
sponding conjugated forms. This service is sup-
ported by a tool based on general string replace-
ment rules for word endings supplemented by a list
of overriding exceptions. It handles both known
verbs and unknown verbs, thus conjugating neolo-
gisms (with orthographic infinitival suffix).

The Portuguese verbal inflection system is a
most complex part of the Portuguese morphology,
and of the Portuguese language, given the high
number of conjugated forms for each verb (ca. 70
forms in non pronominal conjugation), the num-
ber of productive inflection rules involved and the
number of non regular forms and exceptions to
such rules.

This complexity is further increased when the
so-called pronominal conjugation is taken into ac-
count. The Portuguese language has verbal clitics,
which according to some authors are to be ana-
lyzed as integrating the inflectional suffix system:
the forms of the clitics may depend on the Number
(Singular vs. Plural), the Person (First, Second,
Third or Second courtesy), the Gender (Masculine
vs. Feminine), the grammatical function which
they are in correspondence with (Subject, Direct
object or Indirect object), and the anaphoric prop-
erties (Pronominal vs. Reflexive); up to three cli-
tics (e.g. deu-se-lho / gave-One-ToHim-It) may be
associated with a verb form; clitics may occur in
so called enclisis, i.e. as a final part of the verb
form (e.g. deu-o / gave-It), or in mesoclisis, i.e.
as a medial part of the verb form (e.g. dá-lo-ia
/ give-it-Condicional) — when the verb form oc-
curs in certain syntactic or semantic contexts (e.g
in the scope of negation), the clitics appear in pro-
clisis, i.e. before the verb form (ex.: não o deu /
NOT it gave); clitics follow specific rules for their
concatenation.

With LX-Conjugator, pronominal conjugation

can be fully parameterizable and is thus exhaus-
tively handled. Additionally, LX-Conjugator ex-
haustively handles a set of inflection cases which
tend not to be supported together in verbal conju-
gators: Compound tenses; Double forms for past
participles (regular and irregular); Past participle
forms inflected for number and gender (with tran-
sitive and unaccusative verbs); Negative impera-
tive forms; Courtesy forms for second person.

This service handles also the very few cases
where there may be different forms in different
variants: when a given verb has different ortho-
graphic representations for some of its inflected
forms (e.g. arguir in European vs. argüir in
American Portuguese), all such representations
will be displayed.

2.3 LX-Lemmatizer

The LX-Lemmatizer is an online service for fully-
fledged lemmatization and morphological analysis
of Portuguese verbs. It takes a verb form and de-
livers all the possible corresponding lemmata (in-
finitive forms) together with inflectional feature
values.

This service is supported by a tool based on
general string replacement rules for word endings
whose outcome is validated by the reverse proce-
dure of conjugation of the output and matching
with the original input. These rules are supple-
mented by a list of overriding exceptions. It thus
handles an open set of verb forms provided these
input forms bear an admissible verbal inflection
ending. Hence, this service processes both lexi-
cally known and unknown verbs, thus coping with
neologisms.

LX-Lemmatizer handles the same range of
forms handled and generated by the LX-
Conjugator. As for pronominal conjugation forms,
the outcome displays the clitic detached from
the lemma. The LX-Lemmatizer and the LX-
Conjugator can be used in ”roll-over” mode. Once
the outcome of say the LX-Conjugator on a given
input lemma is displayed, the user can click over
any one of the verbal forms in that conjugation ta-
ble. This activates the LX-Lemmatizer on that in-
put verb form, and then its possible lemmas, to-
gether with corresponding inflection feature val-
ues, are displayed. Now, any of these lemmas can
also be clicked on, which will activate back the
LX-Conjugator and will make the corresponding
conjugation table to be displayed.
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2.4 LX-Inflector

The LX-Inflector is an online service for the
lemmatization and inflection of nouns and adjec-
tives of Portuguese. This service is also based on
a tool that relies on general rules for ending string
replacement, supplemented by a list of overrid-
ing exceptions. Hence, it handles both lexically
known and unknown forms, thus handling pos-
sible neologisms (with orthographic suffixes for
nominal inflection).

As input, this service takes a Portuguese nomi-
nal form — a form of a noun or an adjective, in-
cluding adjectival forms of past participles –, to-
gether with a bundle of inflectional feature values
— values of inflectional features of Gender and
Number intended for the output.

As output, it returns: inflectional features —
the input form is echoed with the correspond-
ing values for its inflectional features of Gender
and Number, that resulted from its morphological
analysis; lemmata — the lemmata (singular and
masculine forms when available) possibly corre-
sponding to the input form; inflected forms — the
inflected forms (when available) of each lemma in
accordance with the values for inflectional features
entered. LX-Inflector processes both simple, pre-
fixed or non prefixed, and compound forms.

2.5 LX-Suite

The LX-Suite is an online service for the shal-
low processing of Portuguese. It accepts raw
text and returns it sentence splitted, tokenized,
POS tagged, lemmatized and morphologically an-
alyzed.

This service is based on a pipeline of a num-
ber of tools, including those supporting the ser-
vices described above. Those tools, for lemmati-
zation and morphological analysis, are inserted at
the end of the pipeline and are preceded by three
other tools: a sentence splitter, a tokenizer and a
POS tagger.

The sentence splitter marks sentence and para-
graph boundaries and unwraps sentences split over
different lines. An f-score of 99.94% was obtained
when testing it on a 12,000 sentence corpus.

The tokenizer segments the text into lexically
relevant tokens, using whitespace as the separator;
expands contractions; marks spacing around punc-
tuation or symbols; detaches clitic pronouns from
the verb; and handles ambiguous strings (con-
tracted vs. non contracted). This tool achieves an

f-score of 99.72%.
The POS tagger assigns a single morpho-

syntactic tag to every token. This tagger is based
on Hidden Markov Models, and was developed
with the TnT software (Brants, 2000). It scores
an accuracy of 96.87%.

2.6 LX-NER
The LX-NER is an online service for the recog-
nition of expressions for named entities in Por-
tuguese. It takes a segment of Portuguese text and
identifies, circumscribes and classifies the expres-
sions for named entities it contains. Each named
entity receives a standard representation.

This service handles two types of expressions,
and their subtypes. (i) Number-based expressions:
Numbers — arabic, decimal, non-compliant, ro-
man, cardinal, fraction, magnitude classes; Mea-
sures — currency, time, scientific units; Time —
date, time periods, time of the day; Addresses —
global section, local section, zip code; (ii) Name-
base expressions: Persons; Organizations; Loca-
tions; Events; Works; Miscellaneous.

The number-based component is built upon
handcrafted regular expressions. It was devel-
oped and evaluated against a manually constructed
test-suite including over 300 examples. It scored
85.19% precision and 85.91% recall. The name-
based component is built upon HMMs with the
help of TnT (Brants, 2000). It was trained over
a manually annotated corpus of approximately
208,000 words, and evaluated against an unseen
portion with approximately 52,000 words. It
scored 86.53% precision and 84.94% recall.

2.7 CINTIL Concordancer
The CINTIL-Concordancer is an online concor-
dancing service supporting the research usage of
the CINTIL Corpus.

The CINTIL Corpus is a linguistically inter-
preted corpus of Portuguese. It is composed of 1
Million annotated tokens, each one of which ver-
ified by human expert annotators. The annotation
comprises information on part-of-speech, lemma
and inflection of open classes, multi-word expres-
sions pertaining to the class of adverbs and to the
closed POS classes, and multi-word proper names
(for named entity recognition).

This concordancer permits to search for occur-
rences of strings in the corpus and returns them
together with their window of left and right con-
text. It is possible to search for orthographic forms
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or through linguistic information encoded in their
tags. This service offers several possibilities with
respect to the format for displaying the outcome
of a given search (e.g. number of occurrences per
page, size of the context window, sorting the re-
sults in a given page, hiding the tags, etc.)

This service is supported by Poliqarp, a free
suite of utilities for large corpora processing
(Janus and Przepiórkowski, 2006).

2.8 MWN.PT Browser
The MWN.PT Browser is an online service to
browse the MultiWordnet of Portuguese.

The MWN.PT is a lexical semantic network for
the Portuguese language, shaped under the on-
tological model of wordnets, developed by our
group. It spans over 17,200 manually validated
concepts/synsets, linked under the semantic rela-
tions of hyponymy and hypernymy. These con-
cepts are made of over 21,000 word senses/word
forms and 16,000 lemmas from both European
and American variants of Portuguese. They are
aligned with the translationally equivalent con-
cepts of the English Princeton WordNet and, tran-
sitively, of the MultiWordNets of Italian, Spanish,
Hebrew, Romanian and Latin.

It includes the subontologies under the concepts
of Person, Organization, Event, Location, and Art
works, which are covered by the top ontology
made of the Portuguese equivalents to all concepts
in the 4 top layers of the Princeton wordnet and
to the 98 Base Concepts suggested by the Global
Wordnet Association, and the 164 Core Base Con-
cepts indicated by the EuroWordNet project.

This browsing service offers an access point to
the MultiWordnet, browser1 tailored to the Por-
tuguese wordnet. It offers also the possibility
to navigate the Portuguese wordnet diagrammat-
ically by resorting to Visuwords.2

3 Outline

This is an outline of the script to be followed.

Step 1 : Presentation of the LX-Center.
Narrative: The text in Section 2.1 above.
Action: Displaying the page at
http://lxcenter.di.fc.ul.pt.

Step 2 : Presentation of LX-Conjugator.
Narrative: The text in Section 2.2 above.
Action: Running an example by selecting

1http://multiwordnet.itc.it/
2http://www.visuwords.com/

”see an example” option at the page
http://lxconjugator.di.fc.ul.pt.

Step 3 : Presentation of LX-Lemmatizer.
Narrative: The text in Section 2.3 above.
Action: Running an example by selecting
”see an example” option at the page
http://lxlemmatizer.di.fc.ul.pt;
clicking on one of the inflected forms in the
conjugation table generated; clicking on one
of the lemmas returned.

Step 4 : Presentation of LX-Inflector.
Narrative: The text in Section 2.4 above.
Action: Running an example by selecting
”see an example” option at the page
http://lxinflector.di.fc.ul.pt.

Step 5 : Presentation of LX-Suite.
Narrative: The text in Section 2.5 above.
Action: Running an example by selecting
”see an example” option at the page
http://lxsuite.di.fc.ul.pt.

Step 6 : Presentation of LX-NER.
Narrative: The text in Section 2.6 above.
Action: Running an example by copying one
of the examples in the page
http://lxner.di.fc..ul.pt

and hitting the ”Recognize” button.
Step 7 : Presentation of CINTIL Concordancer.

Narrative: The text in Section 2.7 above.
Action: Running an example by selecting
”see an example” option at the page
http://cintil.ul.pt.

Step 8 : Presentation of MWN.PT Browser.
Narrative: The text in Section 2.8 above.
Action: Running an example by selecting
”see an example” option at the page
http://mwnpt.di.fc.ul.pt/.

4 Requirements

This demonstration requires a computer (a laptop
we will bring along) and an Internet connection.
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Abstract

We have developed a novel, publicly avail-
able annotation tool for the semantic en-
coding of texts, especially those in the
narrative domain. Users can create for-
mal propositions to represent spans of text,
as well as temporal relations and other
aspects of narrative. A built-in natural-
language generation component regener-
ates text from the formal structures, which
eases the annotation process. We have
run collection experiments with the tool
and shown that non-experts can easily cre-
ate semantic encodings of short fables.
We present this tool as a stand-alone, re-
usable resource for research in semantics
in which formal encoding of text, espe-
cially in a narrative form, is required.

1 Introduction

Research in language processing has benefited
greatly from the collection of large annotated
corpora such as Penn PropBank (Kingsbury and
Palmer, 2002) and Penn Treebank (Marcus et al.,
1993). Such projects typically involve a formal
model (such as a controlled vocabulary of thematic
roles) and a corpus of text that has been anno-
tated against the model. One persistent tradeoff in
building such resources, however, is that a model
with a wider scope is more challenging for anno-
tators. For example, part-of-speech tagging is an
easier task than PropBank annotation. We believe
that careful user interface design can alleviate dif-
ficulties in annotating texts against deep semantic
models. In this demonstration, we present a tool
we have developed, SCHEHERAZADE, for deep
annotation of text.1

We are using the tool to collect semantic rep-
resentations of narrative text. This domain occurs

1Available at http://www.cs.columbia.edu/˜delson.

frequently, yet is rarely studied in computational
linguistics. Narrative occurs with every other dis-
course type, including dialogue, news, blogs and
multi-party interaction. Given the volume of nar-
rative prose on the Web, a system competent at un-
derstanding narrative structures would be instru-
mental in a range of text processing tasks, such
as summarization or the generation of biographies
for question answering.

In the pursuit of a complete and connected rep-
resentation of the underlying facts of a story, our
annotation process involves the labeling of verb
frames, thematic roles, temporal structure, modal-
ity, causality and other features. This type of anno-
tation allows for machine learning on the thematic
dimension of narrative – that is, the aspects that
unite a series of related facts into an engaging and
fulfilling experience for a reader. Our methodol-
ogy is novel in its synthesis of several annotation
goals and its focus on content rather than expres-
sion. We aim to separate the narrative’s fabula, the
content dimension of the story, from the rhetori-
cal presentation at the textual surface (sjužet) (Bal,
1997). To this end, our model incorporates formal
elements found in other discourse-level annotation
projects such as Penn Discourse Treebank (Prasad
et al., 2008) and temporal markup languages such
as TimeML (Mani and Pustejovsky, 2004). We
call the representation a story graph, because these
elements are embodied by nodes and connected by
arcs that represent relationships such as temporal
order and motivation.

More specifically, our annotation process in-
volves the construction of propositions to best ap-
proximate each of the events described in the tex-
tual story. Every element of the representation
is formally defined from controlled vocabularies:
the verb frames, with their thematic roles, are
adapted from VerbNet (Kipper et al., 2006), the
largest verb lexicon available in English. When
the verb frames are filled in to construct action
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Figure 1: Screenshot from our tool showing the process of creating a formal proposition. On the left, the
user is nesting three action propositions together; on the right, the user selects a particular frame from a
searchable list. The resulting propositions are regenerated in rectangular boxes.

propositions, the arguments are either themselves
propositions or noun synsets from WordNet (the
largest available noun lexicon (Fellbaum, 1998)).
Annotators can also write stative propositions
and modifiers (with adjectives and adverbs culled
from WordNet), and distinguish between goals,
plans, beliefs and other “hypothetical” modalities.
The representation supports connectives including
causality and motivation between these elements.
Finally, and crucially, each proposition is bound
to a state (time slice) in the story’s main timeline
(a linear sequence of states). Additional timelines
can represent multi-state beliefs, goals or plans. In
the course of authoring actions and statives, an-
notators create a detailed temporal framework to
which they attach their propositions.

2 Description of Tool

The collection process is amenable to community
and non-expert annotation by means of a graphical
encoding tool. We believe this resource can serve
a range of experiments in semantics and human
text comprehension.

As seen in Figure 1, the process of creating a

proposition with our tool involves selecting an ap-
propriate frame and filling the arguments indicated
by the thematic roles of the frame. Annotators are
guided through the process by a natural-language
generation component that is able to realize textual
equivalents of all possible propositions. A search
in the interface for “flatter,” for example, offers a
list of relevant frames such as <A character> flat-
ters <a character>. Upon selecting this frame, an
annotator is able to supply arguments by choosing
actors from a list of declared characters. “The fox
flatters the crow,” for one, would be internally rep-
resented with the proposition <flatters>([Fox1],
[Crow1]) where flatters, Fox and Crow are not
snippets of surface text, but rather selected Word-
Net and VerbNet records. (The subscript indi-
cates that the proposition is invoking a particular
[Fox] instance that was previously declared.) In
this manner an entire story can be encoded.

Figure 2 shows a screenshot from our interface
in which propositions are positioned on a timeline
to indicate temporal relationships. On the right
side of the screen are the original text (used for
reference) and the entire story as regenerated from
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Figure 2: The main screen of our tool features a graphical timeline, as well as boxes for the reference
text and the story as regenerated by the system from the formal model.

the current state of the formal model. It is also pos-
sible from this screen to invoke modalities such
as goals, plans and beliefs, and to indicate links
between propositions. Annotators are instructed
to construct propositions until the resulting textual
story, as realized by the generation component, is
as close to their own understanding of the story as
permitted by the formal representation.

The tool includes annotation guidelines for con-
structing the best propositions to approximate the
content of the story. Depending on the intended
use of the data, annotators may be instructed to
model just the stated content in the text, or include
the implied content as well. (For example, causal
links between events are often not articulated in a
text.) The resulting story graph is a unified rep-
resentation of the entire fabula, without a story’s
beginning or end. In addition, the tool allows an-
notators to select spans of text and link them to
the corresponding proposition(s). By indicating
which propositions were stated in the original text,
and in what order, the content and presentation di-
mensions of a story are cross-indexed.

3 Evaluation

We have conducted several formative evaluations
and data collection experiments with this inter-
face. In one, four annotators each modeled four of
the fables attributed to Aesop. In another, two an-
notators each modeled twenty fables. We chose to
model stories from the Aesop corpus due to sev-
eral key advantages: the stories are mostly built
from simple declaratives, which are within the ex-
pressive range of our semantic model, yet are rich

in thematic targets for automatic learning (such as
dilemmas where characters must choose from be-
tween competing values).

In the latter collection, both annotators were un-
dergraduates in our engineering school and native
English speakers, with little background in lin-
guistics. For this experiment, we instructed them
to only model stated content (as opposed to includ-
ing inferences), and skip the linking to spans of
source text. On average, they required 35-45 min-
utes to encode a fable, though this decreased with
practice. The 40 encodings include 574 proposi-
tions, excluding those in hypothetical modalities.
The fables average 130 words in length (so the an-
notators created, on average, one proposition for
every nine words).

Both annotators became comfortable with the
tool after a period of training; in surveys that they
completed after each task, they gave Likert-scale
usability scores of 4.25 and 4.30 (averaged over
all 20 tasks, with a score of 5 representing “easiest
to use”). The most frequently cited deficiencies in
the model were abstract concepts such as fair (in
the sense of a community event), which we plan to
support in a future release.

4 Results and Future Work

The end result from a collection experiment is
a collection of story graphs which are suitable
for machine learning. An example story graph,
based on the state of the tool seen in Figure 2, is
shown in Figure 3. Nodes in the graph represent
states, declared objects and propositions (actions
and statives). Each of the predicates (e.g., <lion>,
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Figure 3: A portion of a story graph representation as created by SCHEHERAZADE.

<watch>, <cunning>) are linked to their corre-
sponding VerbNet and WordNet records.

We are currently experimenting with ap-
proaches for data-driven analysis of narrative con-
tent along the “thematic” dimension as described
above. In particular, we are interested in the auto-
matic discovery of deep similarities between sto-
ries (such as analogous structures and prototypical
characters). We are also interested in investigat-
ing the selection and ordering of content in the
story’s telling (that is, which elements are stated
and which remain implied), especially as they per-
tain to the reader’s affectual responses. We plan
to make the annotated corpus publicly available in
addition to the tool.

Overall, while more work remains in expanding
the model as well as the graphical interface, we
believe we are providing to the community a valu-
able new tool for eliciting semantic encodings of
narrative texts for machine learning purposes.

5 Script Outline

Our demonstration involves a walk-through of the
SCHEHERAZADE tool. It includes:

1. An outline of the goals of the project and the
innovative aspects of our formal representa-
tion compared to other representations cur-
rently in the field.

2. A tour of the timeline screen (equivalent to
Figure 2) as configured for a particular Aesop
fable.

3. The procedure for reading a text for impor-
tant named entities, and formally declaring
these named entities for the story graph.

4. The process for constructing propositions in
order to encode actions and statives in the
text, as seen in Figure 1.

5. Other features of the software package, such
as the setting of causal links and the ability to
undo/redo.

6. A review of the results of our formative eval-
uations and data collection experiments, in-
cluding surveys of user satisfaction.
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Abstract

ProLiV - Animated Process-modeler of
Complex (Computational) Linguistic
Methods and Theories - is a fully modular,
flexible, XML-based stand-alone Java
application, used for computer-assisted
learning in Natural Language Processing
(NLP) or Computational Linguistics (CL).
Having a flexible and extendible architec-
ture, the system presents the students, by
means of text, of visual elements (such as
pictures and animations) and of interactive
parameter set-up, the following topics:
Latent Semantics Analysis (LSA), (com-
putational) lexicons, question modeling,
Hidden-Markov-Models (HMM), and
Topic-Focus. These topics are addressed
to first-year students in computer science
and/or linguistics.

1 Introduction

The role of multimedia in teaching Natural
Language Processing (NLP) is demonstrated
by constant development of software packages
such as GATE (http://gate.ac.uk) and
NLTK (http://nltk.sourceforge.net/
index.html). Detailed information about vi-
sual tools for NLP, in particular about GATE, is
to be found in (Gaizauskas et al, 2001).

ProLiV is a Java application framework, devel-
oped in a three-year project (2005-2008) at the
University of Hamburg. It helps first-year stu-
dents to understand and learn, in an easier man-
ner, either complex linguistic theories used in NLP
(e.g. question modeling) or statistical approaches
for computational linguistics (e.g. LSA, HMM).

The learning process is supported by modules
integrating text, visual and interactive elements. In
its first released version, ProLiV contains the fol-
lowing modules:

• the Latent Semantic Analysis (LSA) module
and the computational lexicons module - for
linguists,

• the question modeling module - for computer
scientists,

• the Hidden-Markov-Models (HMM) module
and Topic-Focus module - for both computer
scientists and linguists.

2 The Learning Path

For each module, the learning path is guided by
lessons, a terminology dictionary and interactive
activities. Exercises and small tests can also be
integrated.

The lessons include text, pictures and ani-
mations. Hyperlinks between lessons ensure a
concept-oriented navigation through the learning
content. Additionally key terms within the content
are linked with dictionary entries.

Three central issues guided the development of
the ProLiV software:

1. choosing the most adequate means (text / pic-
ture / animation) to represent lessons content,

2. designing the layout (quantity and size of
text, colors) in order to increase the learning
success,

3. in case of the animations, defining its com-
ponents and parameters (speed, animation
steps, and graphical elements) to maximize
their impact on users.

Regarding the second issue above-mentioned,
the layout of the modules follows part of the
guidelines found in (Orr et al., 1994) and (Thi-
bodeau, 1997).

Considering the current multimedia develop-
ment, the trend is using animations to improve the
learning process. Animations are assumed to be
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a promising educational tool, although their effi-
ciency is not fully proved. Researchers, such as
(Morrison, 2000), showed that animations can
convey more information and be helpful when
showing details in intermediate steps of a process,
but when building an animation it is very impor-
tant to consider the background of the student (e.g.
linguistics, natural sciences) and his/her psycho-
logical functioning. The educational effectiveness
of the animations depends on how they interact
with the learner. Depending on the student’s back-
ground, in order to have a helpful material, one
has to carefully decide what information the ani-
mation contains. As our experiment showed (see
Section 2.1), depending on the student and his/her
background, an animation can improve the learn-
ing process, or bring nothing to it. We found no
cases when the animation slowed down the learn-
ing process.

The system was experimentally used in semi-
nars at the University of Hamburg. Part of the
lessons content was adapted following the user’s
feedback.

2.1 Animations in ProLiV

Animations are not integrated in all modules of
the ProLiV system, but only in the LSA, computa-
tional lexicons and question modeling modules.

In order to decide how to organize the informa-
tion in an animation, we evaluated the animations
for the matrix multiplication in the LSA module
by asking 11 high-school pupils (between 16 and
19 years old) to choose between the several repre-
sentations.

We showed the pupils three animations that de-
scribe the multiplication of matrices, a static pic-
ture and the text representation of the definition.
The animations differ in the way the process is
presented (abstract vs. concrete) and in user in-
teraction authorization.

The pupils were asked to evaluate all the rep-
resentations. The question they had to answer
was: ”Which of the following representations
helps more, when learning about matrix multipli-
cation?”. The scale given was from 1 = very help-
ful to 5 = not helpful at all.

Analyzing the results, we could not conclude
that one representation is a ”real winner’. The
best representation was considered the most flex-
ible animation, that allows the student go back-
wards and forwards whenever the user needs it,

Representation Average Result
Definition (formula) 3.5

Picture 2.91
Animation 1 3.64
Animation 2 2.09
Animation 3 2.45

Table 1: Evaluation of the animations in the ma-
trix multiplication (Animations 1 and 3 have no
user interaction; Animations 1 and 2 are more ab-
stract)

the learning process being adapted to the user’s
rhythm. All the evaluation results can be seen in
Table 1. In order to better see the influence of these
representations in the learning process, statistical
tests should be run.

3 System Architecture

In Figure 1 we present the ProLiV System archi-
tecture, consisting of:

• a file repository (lessons, dictionary, tests,
and exercises),

• a tool repository,

• an aggregating module combining elements
from file and tool repository (Main Unit),

• the graphical user interface (G.U.I.)

For each topic a stand-alone module is con-
nected with the G.U.I module via the Main Unit.
Modules related to new topics can be inserted any
time with no particular changes of the system.

The ProLiV architecture follows the guideline
considerations found in (Galitz, 1997).

Figure 1: The ProLiV Architecture
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The flexibility of the system is also given by the
fact that the G.U.I.1 is generated according to an
XML2 description, developed within the project
(see DTD Description).

The XML description contains the information
in the lessons (definitions, theory, examples, etc.)
and the G.U.I. specifications (colors, fonts, links,
arrangement in the interface, etc.). Having an
XML file as input, the system generates automat-
ically the G.U.I. presented to the student. The in-
formation shown to the user can be extended or
modified with almost no implementation effort.
New lessons or modules can be integrated, by ex-
tending or adding XML files. Due to the same fact,
also the content adaptation of the system to other
languages3 is very easy.

The DTD Description:

<?xml version=’’1.0’’?>
<DOCTYPE LESSONS[
<!ELEMENT LESSONS (LESSON+)>
<!ELEMENT LESSON (TITLE+, (TEXT|FORMULA|
INDEXI|INDEX|BOLD|
ITALIC|TERM|LINK|DEF|
EXM|OBS|T|OTHER)+>
<!ELEMENT TITLE (#PCDATA)>
<!ELEMENT TEXT (#PCDATA)>
<!ELEMENT FORMULA (#PCDATA)>
<!ELEMENT INDEX (#PCDATA)>
<!ELEMENT INDEXI (#PCDATA)>
<!ELEMENT BOLD (#PCDATA)>
<!ELEMENT ITALIC (#PCDATA)>
<!ELEMENT TERM (#PCDATA)>
........................
<!ELEMENT T (#PCDATA)>
<!ELEMENT OTHER (#PCDATA)>

<!ATTLIST LESSON NO CDATA #REQUIRED>
<!ATTLIST DEF NO CDATA #REQUIRED>
<!ATTLIST EXM NO CDATA #REQUIRED>
<!ATTLIST OBS NO CDATA #REQUIRED>
<!ATTLIST QUIZZ NO CDATA #REQUIRED>
<!ATTLIST EX NO CDATA #REQUIRED>
<!ATTLIST T NO CDATA #REQUIRED>
<!ATTLIST OTHER STYLE CDATA #REQUIRED>

The G.U.I. follows the same design rules in all
modules and the layout and format decisions are
consistent. A color and a font style are associated
to only one kind of information (e.g. color red as-
sociated to definitions, etc.).

1The G.U.I. is automatically generated not only for the
lessons, but also for the term dictionary associated to each
module.

2XML = Extensible Markup Language. More details to
be found on http://en.wikipedia.org/wiki/XML

3For the moment ProLiV contains lessons in German and
English

3.1 Integrated external software packages

The learning process is also sustained by in-
teractive elements, such as the possibility of
changing parameters for the LSA algorithm
and visualizing the results, or as the inte-
grated programs for the computational lexicons
tool: ManageLex (http://nats-www.
informatik.uni-hamburg.de/view/
Main/ManageLex) and G.E.R.L. (http://
nats-www.informatik.uni-hamburg.
de/view/Main/GerLexicon). This way
the students have the possibility, not only to read
the theory, but also to see the impact of their
modifications in an algorithm that is described in
the lessons.

Due to its architecture, other such external pro-
grams can be easily integrated within ProLiV.

4 LSA Module in ProLiV

In order to have a better overview of what a mod-
ule contains and how it is organized, this section
presents some aspects of the LSA module.

The LSA module makes an introduction to the
topic. It gives an overview of the LSA algo-
rithm, principles, application areas, and of the
main mathematical notions used in the algorithm.
Initially thought for being used mostly by students
from linguistics (or linguists) - due to the mathe-
matical algorithms -, the tool can be exploited by
anybody who wants to have an introductory course
on LSA.

The content is organized in four Units:

1. LSA: General Knowledge - It gives the LSA
definition, a short overview of the history, its
semantics, and how LSA can be used in the
study of cognitive processes.

2. Mathematical Fundamentals - It describes the
LSA algorithm

3. LSA Applications - It presents the applica-
tion areas for the LSA, LSA limitations and
critics. Also a comparison with other similar
algorithms is made.

4. Compendium of Mathematics - It gives the
user the mathematical background: defini-
tions, theorems, etc.

The course has also an introduction, a motivation,
conclusion and references.
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The LSA module is offering not only a textual
representation of the information, but also sev-
eral visualization methods (as images and anima-
tions4). Beside the lessons, there are implemented
a term dictionary and an environment for testing
LSA parameters.

4.1 The LSA Test Environment

Probably the most interesting part of the LSA
module is the test environment. After learning
about LSA, in this environment the user has the
possibility to actually see how LSA is working,
and what results can be obtained when compar-
ing the meaning of two words. The user can set
several parameters of the algorithm - e.g. the
analysis mode (simple/frequency based vs. ad-
vanced/entropy based), the minimum word occur-
rences, the analysis dimension, the similarity mea-
sure (Cosine, Euclidean, Pearson, Dot-Product),
etc. - and decide which words are not considered
in the analysis. The analyzed text, the initial co-
occurrence matrix and the one obtained after ap-
plying the Singular Value Decomposition (SVD)
algorithm are shown in the G.U.I. The similarity
measure, when comparing two words, is calcu-
lated in both unreduced and reduced cases.

5 Conclusions

The paper presents a course-ware software, Pro-
LiV. It is a collection of (interactive) multimedia
tools used mainly for the consolidation of first-
years courses in computational linguistics and lit-
erary computing. Its goal is to help the humanist
scientists to make use of complex formal methods,
and the computer specialists to understand human-
ist facts and interpretations.

The main feature of the system, in the context
of the conference, is not the content of the lessons,
but the system’s extendible and adaptable architec-
ture. Another important aspect is the way in which
the information is presented to the student.

The system runs on any platform supporting
Java 1.5 or newer. It was developed on Linux and
tested on Windows and Mac OS X.

Being Java-based and having as input Unicode
files (XML encoded information), the system can
be embedded in the future in a Web environment.

More about ProLiV can be found in (Gavrila
et al, 2006) or in (Gavrila et al, TBA) and on

4The animations integrated are for the LSA algorithm
tested on an example and for matrix multiplication

the ProLiV homepage: http://nats-www.
informatik.uni-hamburg.de/view/
PROLIV/WebHome.
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Abstract

We developed caitra, a novel tool that aids
human translators by (a) making sugges-
tions for sentence completion in an inter-
active machine translation setting, (b) pro-
viding alternative word and phrase trans-
lations, and (c) allowing them to post-
edit machine translation output. The tool
uses the Moses decoder, is implemented in
Ruby on Rails and C++ and delivered over
the web.

1 Introduction

Today’s machine translation systems are mostly
used for inbound translation (also called assim-
ilation), where the reader accepts lower quality
translation for instant access to foreign language
text. The standards are much higher for outbound
translation (also called dissemination), where the
reader is typically an unsuspecting customer or cit-
izen who is seeking information about products or
services, and human translators are required for
high-quality publication-ready translation.

While machine translation has made tremen-
dous progress over the last years, this progress has
made little inroads into tools for human transla-
tors. Although it has become common practice in
the industry to provide human translators with ma-
chine translation output that they have to post-edit,
typically no deeper integration of machine transla-
tion and human translation is found in translation
agencies.

An interesting approach was pioneered by the
TransType project (Langlais et al., 2000). The ma-
chine translation system makes sentence comple-
tion predictions in an interactive machine trans-
lation setting. The users may accept them or
override them by typing in their own translations,
which triggers new suggestions by the tool (Bar-
rachina et al., 2009).

But also other information that is generated dur-
ing the machine translation process may be useful
for the human translator, such as alternative trans-
lations for the input words and phrases.

We are at the beginning of a research program
to explore the benefits of these different types of
aid to human translators, analyze user interaction
behavior, and develop novel types of assistance.
To have a testbed for this research, we developed
an online, web-based tool for translators.

2 Overview

Caitra is implemented in Ruby on Rails (Thomas
and Hansson, 2008) as a web-based client-server
architecture, using Ajax-style Web 2.0 technolo-
gies (Raymond, 2007) connected to a MySQL
database-driven back-end. The machine trans-
lation back-end is powered by the open source
Moses decoder (Koehn et al., 2007). The inter-
active machine translation prediction code is im-
plemented in C++ for speed. The tool is delivered
over the web to allow for easier user studies with
remote users, but also to expose the tool to a wider
community to gather additional feedback. You can
find caitra online at http://www.caitra.org/

Caitra allows the uploading of documents us-
ing a simple text box. This text is then processed
by a back-end job to pre-compute all the neces-
sary data (machine translation output, translation
options, search graphs). This process takes a few
minutes.

Finally, the user is presented with an interface
that includes all the different types of assistance.
Each may be turned off, if the user finds it distract-
ing. The user translates one sentence at a time,
while the context (both input and user transla-
tion, including the proceeding and following para-
graph) is displayed for reference.

In the next three sections, we will describe each
type of assistance in detail.

3 Interactive Machine Translation

The idea of interactive machine translation has
been greatly advanced by work carried out in the
TransType project (Langlais et al., 2000), with the
focus on a sentence-completion paradigm. While
the human translator is still in charge of creating
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Figure 1: Interactive Machine Translation.
Caitra uses the search graph of the machine trans-
lation decoder to suggest words and phrases to
continue the translation.

the translation word by word, she is aided by a ma-
chine translation system that interactively makes
suggestions for completing the sentence, and up-
dates these suggestions based on user input. The
scenario is very similar to the auto-completion
function for words, search terms, email addresses,
etc. in modern office applications.

See Figure 1 for a screenshot of the incarnation
of this method in our translation tool. The user is
given an input sentence and a standard web text
box to type in her translation. In addition, caitra
makes suggestions about the next word (or phrase)
to be added to the translation. The user may accept
this (by pressing the TAB key), or type in her own
translation. The tool updates the prediction based
on the user input.

The predictions are based on a statistical ma-
chine translation system. Given the input and the
partial translation of the user (called the prefix),
the machine translation system computes the opti-
mal translation of the input sentence, constrained
by matching the user input. This translation is pro-
vided to the user in form of short phrases (mirror-
ing the underlying phrase-based statistical transla-
tion model).

In contrast to traditional work on interactive ma-
chine translation, the displayed suggestions con-
sist of only very few words to not overload the
reading capacity of the user. We have not yet car-
ried out studies to explore the optimal length of
suggestions, or even when not to provide sugges-
tions at all, in cases when they will be most likely
useless and distractive.

We store the search graph produced by the ma-
chine translation decoder in a database. During
the user interaction, we quickly match user input
against the graph using a string edit distance mea-
sure. The prediction is the optimal completion
path that matches the user input with (a) minimal

Figure 2: Translation Options. The most likely
word and phrase translation are displayed along-
side the input words, ranked and color-coded by
their probability.

string edit distance and (b) highest sentence trans-
lation probability. This computation takes place at
the server and is implemented in C++.

While caitra only displays one phrase predic-
tion at a time, the entire completion path is trans-
mitted to the client. Acceptance of a system sug-
gestion will instantly lead to another suggestion,
while typed-in user translations require the com-
putation of a new sentence completion path. This
typically takes less than a second.

Preliminary studies suggest that users accept up
to 50-80% of system predictions, but obviously
this number depends highly on language pair and
difficulty of the text.

4 Options from the Translation Table

Phrase-based statistical machine translation meth-
ods acquire their translation knowledge in form of
large phrase translation tables automatically from
large amounts of translated texts (Koehn et al.,
2003). For each input word or input word se-
quence, this translation table is consulted for the
most likely translation options. A heuristic beam
search algorithm explores these options and their
ordering to find the most likely sentence trans-
lation (which takes into account various scoring
functions, such as the use of an n-gram language
model).

These translation options may also be of interest
to the user, so we display them in our translation
tool caitra. See Figure 2 for an example. For in-
stance, the tool suggests for the translation of the
French magnifique the English options wonderful,
beautiful, magnificent, and great, among others.
The user may click on any of these phrases and
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Figure 3: Post-Editing Machine Translation. Starting with the sentence translation of the machine
translation system, the user post-edits and the tool indicates changes.

they are added into the text box. The user may
also just glance at these suggestions and then type
in the translations herself.

The options are color-coded and ranked based
on their score. Note that since these options are ex-
tracted from a translated corpus using various au-
tomatic methods, often inappropriate translations
are included, such as the translation of Newman
into Committee.

For each translation option a score is computed
to assess its utility. This score is the (i) future cost
estimates of the phrases (ii) plus the outside cost
estimates for the remaining sentence (iii) minus
the future cost estimate for the full sentence. This
number allows the ranking of words vs. phrases of
different length. The ranking of the phrases never
places a lower scoring option above a higher scor-
ing option. The absolute score is used to color
code the options. Up to ten table rows are filled
with options.

Since the user may click on the options, or may
simply type in translations inspired by the options,
it is not straight-forward to evaluate their useful-
ness. We plan to assess this by measuring trans-
lation speed and quality. Experience so far has
shown that the options help novice users with un-
known words and advanced users with suggestions
that are not part of their active vocabulary. It may
be possible that these options even allow users that
do not know the source language to create a trans-
lation, as in work done by Albrecht et al. (2009).

5 Post-Editing Machine Translation

The addition of full sentence translation of the ma-
chine translation system is trivial compared to the
other types of assistance. When a user starts a new

sentence using this aid, the text box already con-
tains the machine translation output and the user
only makes changes to correct errors.

See Figure 3 for an example. Caitra also com-
pares the user’s translation in form of string edit
distance against the original machine translation.
This is illustrated above the text box, to possibly
alert the user to mistakenly dropped or added con-
tent.

6 Key Stroke Logging

Caitra tracks every key stroke and mouse click of
the user, which then allows for a detailed anal-
ysis of the user’s interaction with the tool. See
Figure 4 for a graphical representation of the user
activity during the translation of a sentence. The
graph plots sentence length (in characters) against
the progression of time. Bars indicate the sentence
length at each point in time when a user action
takes place (acceptance of predictions are red, DEL

key strokes purple, key strokes for cursor move-
ment grey, and key strokes that add characters are
black.)

In the example sentence, the user first slowly
accepted the interactive machine translation pre-
dictions (second 0-12), then more rapidly (second
12-20), followed by a period of deletions and typ-
ing that did not make the translation longer (sec-
ond 20-30). After a short pause, predictions were
accepted again (second 33-40), followed by dele-
tions and typing (second 40-57).

We are currently carrying out user studies to
not only compare the productivity improvements
gained by the different types of help offered to
the user, but also to identify, categorize and ana-
lyze the types of activities (such as long pauses,

19



Input: ”Un échange de coups de feu
s’est produit, et la moitié des ravisseurs
ont été tués, les autres s’enfuyant”, a dit
ce responsable qui a requis l’anonymat.

MT: ”A exchange of fire occurred, and
half of the kidnappers were killed, the
other is enfuyant,” said this official who
has requested anonymity.

User: ”An exchange of fire occurred,
and half of the kidnappers were killed,
the others running away”, said the
source who has requested anonymity.

Figure 4: User Activity. The graph plots the time spent on translation (in seconds, x-axis) against the
length of the sentence (y-axis) with color-coded activities (bars). For instance, at the interval second 2–3,
three interactive machine translations predictions were accepted.

slow typing, fast typing, clicks on options, accep-
tance of predictions) to gain insight into the type
of problems in (computer aided) human transla-
tion and the time spent to solve these problems.

7 Conclusions

We described the new computer aided translation
tool caitra that allows us to compare industry-
standard post-editing, the interactive sentence
completion paradigm, and other help for trans-
lators. The tool is available online at the URL
http://www.caitra.org/.

We will report on user studies in future papers.
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Abstract 

In this paper, we introduce a multilingual ac-
cess and retrieval system with enhanced query 
translation and multilingual document retrieval, 
by mining bilingual terminologies and aligned 
document directly from the set of comparable 
corpora which are to be searched upon by us-
ers. By extracting bilingual terminologies and 
aligning bilingual documents with similar con-
tent prior to the search process provide more 
accurate translated terms for the in-domain 
data and support multilingual retrieval even 
without the use of translation tool during re-
trieval time. This system includes a user-
friendly graphical user interface designed to 
provide navigation and retrieval of information 
in browse mode and search mode respectively.  

1 Introduction 

Query translation is an important step in the 
cross-language information retrieval (CLIR). 
Currently, most of the CLIR system relies on 
various kinds of dictionaries, for example Word-
Nets (Luca and Nurnberger, 2006; Ranieri et al., 
2004), in query translation. Although dictionaries 
can provide effective translation on common 
words or even phrases, they are always limited in 
the coverage. Hence, there is a need to expand 
the existing collections of bilingual terminologies 
through various means. 

Recently, there has been more and more re-
search work focus on bilingual terminology ex-
traction from comparable corpora. Some promis-
ing results have been reported making use of sta-
tistics, linguistics (Sadat et al., 2003), translitera-
tion (Udupa et al., 2008), date information (Tao 
and Zhai, 2005) and document alignment ap-
proach (Talvensaari et al., 2007). 

In this paper, we introduce our Multilingual 
Access and Retrieval System – MARS which 
addresses the query translation issue by using in-
domain bilingual terminologies extracted directly 
from the comparable corpora which are to be 
accessed by users. And at the same time, bilin-
gual documents are paired up prior to the search 
process based on their content similarities to 
overcome the limitation of traditional keyword 
matching based on the translated terms. These 
would provide better retrieval experiences as not 
only more accurate in-domain translated term 
will be used to retrieve the documents but also 
provide a new perspective of multilingual infor-
mation retrieval to process the time-consuming 
multilingual document matching at the backend. 

The following sections of this paper will de-
scribe the system architecture and the proposed 
functionalities of the MARS system. 

2 MARS System 

The MARS system is designed to enhance query 
translation and document retrieval through min-
ing the underlying multilingual structures of 
comparable corpora via a pivot language. There 
are three reasons for using a pivot language. 
Firstly, it is appropriate to use a universal lan-
guage among potential users of different native 
languages. Secondly, it reduces the backend data 
processing cost by just considering the pair-wise 
relationship between the pivot language and any 
other languages. Lastly, the dictionary resources 
between the pivot language and all the other lan-
guages are more likely to be available than oth-
erwise. 

There are two main parts in this system, 
namely data processing and user interface. The 
data processing is an offline process to mine the 
underlying multilingual structure of the compa-
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rable corpora to support retrieval. The structure 
of the comparable corpora is presented visually 
in the user interface under browse mode and 
search mode to facilitate navigation and retrieval 
of information respectively. 

3 Data Processing  

For demo purpose, three different language 
newspapers from the year 1995 to 2006 pub-
lished by Singapore Press Holding (SPH), 
namely Strait Times1 (English), ZaoBao2 (Chi-
nese) and Berita Harian3  (Malay), are used as 
comparable corpora. In these particular corpora, 
English is chosen as the pivot language and noun 
terms are chosen as the basic semantic unit as 
they represent a huge amount of significant in-
formation. Our strategy is to organize and ma-
nipulate the corpora in three levels of abstraction 
– clusters, documents and terms. And our key 
task over here is to find the underlying associa-
tions of documents or terminologies in each level 
across different languages. 

First, monolingual documents are grouped into 
clusters by k-means algorithm using simple word 
vectors. Then, monolingual noun terms are ex-
tracted from each cluster using linguistic patterns 
and filtered by occurrence statistics globally 
(within cluster) and locally (within document), so 
that they are good representatives for cluster as a 
whole as well as individual documents (Vu et al., 
2008). The extracted terms are then used in 
document clustering in a new cycle and the 
whole process is repeated until the result con-
verges. 

Next, cluster alignment is carried out between 
the pivot language (English) and the other lan-
guages (Chinese, Malay). Clusters can be con-
ceptualized as the collection of documents with 
the same themes (e.g. finance, politics or sports) 
and their alignments as the correspondents in the 
other languages. Since there may be overlaps 
among themes, e.g. finance and economy, each 
cluster is allowed to align to more than one clus-
ter with varying degree of alignment score. 

After that, document alignment is carried out 
between aligned cluster pairs (Vu et al., 2009). 
Note that the corpora are comparable, thus the 
aligned document pairs are inherently compara-

                                                 
1 http://www.straitstimes.com/ an English news agency in 
Singapore. Source © Singapore Press Holdings Ltd. 
2 http://www.zaobao.com/ a Chinese news agency in 
Singapore. Source © Singapore Press Holdings Ltd. 
3 http://cyberita.asia1.com.sg/ a Malay news agency in 
Singapore. Source © Singapore Press Holdings Ltd. 

ble, i.e. they are similar in contents but not iden-
tical as translation pairs. Also as important to 
note that, document alignment harvested over 
here is independent of user query. In other 
words, document alignment is not simply deter-
mined by mere occurrence of certain keyword 
and its absence does not hinder documents to be 
aligned. Hence mining of document alignment 
beforehand improves document retrieval after-
ward. 

Finally, term alignment is likewise generated 
between aligned document pairs. The aligned 
terms are expected to be in-domain translation 
pairs since they are both derived from documents 
of similar contents, and thus they have similar 
contexts. By making use of the results provided 
by each other, document alignment and term 
alignment can be improved over iterations. 

All the mentioned processes are done offline 
and the results are stored in a relational database 
which will handle online queries generated in the 
user interface later on. 

4 User Interface  

As mentioned, there are two modes provided in 
the user interface to facilitate navigation and re-
trieval of information, namely browse mode and 
search mode. Both modes can be switched sim-
ply by clicking on the respective tabs in the user 
interface. In the following, the functionalities of 
the browse mode and the search mode will be 
explained in details. 

4.1 Browse Mode 

Browse mode provides a means to navigate 
through the complex structures underneath an 
overwhelming data with an easily-understood, 
user-friendly graphical interface. In the figure 1, 
the graph in the browse mode gives an overall 
picture of the distribution of documents in vari-
ous clusters and among the different language 
collections. The outer circles represent the lan-
guage repositories and the inner circles represent 
the clusters. The sizes of the clusters are depend-
ing on the number of contained documents and 
the color represents the dominant theme. The 
labels of the highlighted clusters, characterized 
by a set of five distinguished words, are shown in 
the tooltips next to them. By clicking on a clus-
ter, the links depicting the cluster alignments will 
show up. The links to the clusters in the other 
languages are all propagated through the pivot 
language. 
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Fig. 1 Browse mode in the MARS System 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Search mode in the MARS System 
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The right hand side of the browse panel pro-
vides the detail information about the selected 
cluster using three sub-panels, i.e. top, middle 
and bottom. The top panel displays a list of ex-
tracted terms from the selected cluster. User may 
narrow down the list of interested terms by using 
the search-text column on top. By clicking on a 
term in the list, its translations in other lan-
guages, if any, will be displayed in the middle 
sub-panel and the document containing the term 
will be listed in the bottom sub-panel. The 
“Search” buttons next to the term translations 
provide a short-cut to jump to the search mode 
with the corresponding term translation being cut 
and pasted over. Last but not least, user may 
simply click on any document listed in the bot-
tom sub-panel to read the content of the docu-
ment and its aligned documents in a pop-up win-
dow. 

4.2 Search Mode 

Search mode provides a means for comprehen-
sive information retrieval. Refer to the figure 2, 
user may enter query in any of the selected lan-
guages to search for documents in all languages. 
The main difference is that query translation is 
done via bilingual terms extracted via the term 
alignment technology discussed earlier. For each 
retrieved document, documents with similar con-
tent in the other languages are also provided to 
supplement the searched results. This enables 
documents which are potentially relevant to the 
users be retrieved as some of these retrieved 
documents may not contain the translated terms 
at all. 

On top of the query translation, other informa-
tion such as related terms and similar terms to 
the query are shown at the tab panel on the right. 
Related terms are terms that correlate statistically 
with the query term and they are arranged by 
cluster, separated by dotted line in the list. Simi-
lar terms are longer terms that contains the query 
term in itself. Both the related terms and the 
similar terms provide user additional hints and 
guides to improve further queries. 

5 Conclusion  

The MARS system is developed to enable user to 
better navigate and search information from mul-
tilingual comparable corpora in a user-friendly 
graphical user interface. Query translation and 
document retrieval is enhanced by utilizing the 
in-domain bilingual terminologies and document 
alignment acquired from the comparable corpora 

itself, without limited by dictionaries and key-
word matching. 

Currently, the system only support simple 
query. Future work will improve on this to allow 
more general query. 
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Abstract

We describe Joshua (Li et al., 2009a)1,
an open source toolkit for statistical ma-
chine translation. Joshua implements all
of the algorithms required for transla-
tion via synchronous context free gram-
mars (SCFGs): chart-parsing, n-gram lan-
guage model integration, beam- and cube-
pruning, and k-best extraction. The toolkit
also implements suffix-array grammar ex-
traction and minimum error rate training.
It uses parallel and distributed computing
techniques for scalability. We also pro-
vide a demonstration outline for illustrat-
ing the toolkit’s features to potential users,
whether they be newcomers to the field
or power users interested in extending the
toolkit.

1 Introduction

Large scale parsing-based statistical machine
translation (e.g., Chiang (2007), Quirk et al.
(2005), Galley et al. (2006), and Liu et al. (2006))
has made remarkable progress in the last few
years. However, most of the systems mentioned
above employ tailor-made, dedicated software that
is not open source. This results in a high barrier
to entry for other researchers, and makes experi-
ments difficult to duplicate and compare. In this
paper, we describe Joshua, a Java-based general-
purpose open source toolkit for parsing-based ma-
chine translation, serving the same role as Moses
(Koehn et al., 2007) does for regular phrase-based
machine translation.

∗This research was supported in part by the Defense Ad-
vanced Research Projects Agency’s GALE program under
Contract No. HR0011-06-2-0001 and the National Science
Foundation under grants No. 0713448 and 0840112. The
views and findings are the authors’ alone.

1Please cite Li et al. (2009a) if you use Joshua in your
research, and not this demonstration description paper.

2 Joshua Toolkit

When designing our toolkit, we applied general
principles of software engineering to achieve three
major goals: Extensibility, end-to-end coherence,
and scalability.

Extensibility: Joshua’s codebase consists of
a separate Java package for each major aspect
of functionality. This way, researchers can focus
on a single package of their choosing. Fuur-
thermore, extensible components are defined by
Java interfaces to minimize unintended inter-
actions and unseen dependencies, a common hin-
drance to extensibility in large projects. Where
there is a clear point of departure for research,
a basic implementation of each interface is
provided as an abstract class to minimize
work necessary for extensions.

End-to-end Cohesion: An MT pipeline con-
sists of many diverse components, often designed
by separate groups that have different file formats
and interaction requirements. This leads to a large
number of scripts for format conversion and to
facilitate interaction between the components, re-
sulting in untenable and non-portable projects, and
hindering repeatability of experiments. Joshua, on
the other hand, integrates the critical components
of an MT pipeline seamlessly. Still, each compo-
nent can be used as a stand-alone tool that does not
rely on the rest of the toolkit.

Scalability: Joshua, especially the decoder, is
scalable to large models and data sets. For ex-
ample, the parsing and pruning algorithms are im-
plemented with dynamic programming strategies
and efficient data structures. We also utilize suffix-
array grammar extraction, parallel/distributed de-
coding, and bloom filter language models.

Joshua offers state-of-the-art quality, having
been ranked 4th out of 16 systems in the French-
English task of the 2009 WMT evaluation, both in
automatic (Table 1) and human evaluation.
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System BLEU-4
google 31.14
lium 26.89
dcu 26.86

joshua 26.52
uka 25.96

limsi 25.51
uedin 25.44
rwth 24.89

cmu-statxfer 23.65

Table 1: BLEU scores for top primary systems on
the WMT-09 French-English Task from Callison-
Burch et al. (2009), who also provide human eval-
uation results.

2.1 Joshua Toolkit Features

Here is a short description of Joshua’s main fea-
tures, described in more detail in Li et al. (2009a):

• Training Corpus Sub-sampling: We sup-
port inducing a grammar from a subset
of the training data, that consists of sen-
tences needed to translate a particular test
set. To accomplish this, we make use of the
method proposed by Kishore Papineni (per-
sonal communication), outlined in further de-
tail in (Li et al., 2009a). The method achieves
a 90% reduction in training corpus size while
maintaining state-of-the-art performance.

• Suffix-array Grammar Extraction: Gram-
mars extracted from large training corpora
are often far too large to fit into available
memory. Instead, we follow Callison-Burch
et al. (2005) and Lopez (2007), and use a
source language suffix array to extract only
rules that will actually be used in translating
a particular test set. Direct access to the suffix
array is incorporated into the decoder, allow-
ing rule extraction to be performed for each
input sentence individually, but it can also be
executed as a standalone pre-processing step.

• Grammar formalism: Our decoder as-
sumes a probabilistic synchronous context-
free grammar (SCFG). It handles SCFGs
of the kind extracted by Hiero (Chiang,
2007), but is easily extensible to more gen-
eral SCFGs (as in Galley et al. (2006)) and
closely related formalisms like synchronous
tree substitution grammars (Eisner, 2003).

• Pruning: We incorporate beam- and cube-
pruning (Chiang, 2007) to make decoding
feasible for large SCFGs.

• k-best extraction: Given a source sentence,
the chart-parsing algorithm produces a hy-
pergraph representing an exponential num-
ber of derivation hypotheses. We implement
the extraction algorithm of Huang and Chi-
ang (2005) to extract the k most likely deriva-
tions from the hypergraph.

• Oracle Extraction: Even within the large
set of translations represented by a hyper-
graph, some desired translations (e.g. the ref-
erences) may not be contained due to pruning
or inherent modeling deficiency. We imple-
ment an efficient dynamic programming al-
gorithm (Li and Khudanpur, 2009) for find-
ing the oracle translations, which are most
similar to the desired translations, as mea-
sured by a metric such as BLEU.

• Parallel and distributed decoding: We
support parallel decoding and a distributed
language model that exploit multi-core and
multi-processor architectures and distributed
computing (Li and Khudanpur, 2008).

• Language Models: We implement three lo-
cal n-gram language models: a straightfor-
ward implementation of the n-gram scoring
function in Java, capable of reading stan-
dard ARPA backoff n-gram models; a na-
tive code bridge that allows the decoder to
use the SRILM toolkit to read and score n-
grams2; and finally a Bloom Filter implemen-
tation following Talbot and Osborne (2007).

• Minimum Error Rate Training: Joshua’s
MERT module optimizes parameter weights
so as to maximize performance on a develop-
ment set as measured by an automatic evalu-
ation metric, such as BLEU. The optimization
consists of a series of line-optimizations us-
ing the efficient method of Och (2003). More
details on the MERT method and the imple-
mentation can be found in Zaidan (2009).3

2The first implementation allows users to easily try the
Joshua toolkit without installing SRILM. However, users
should note that the basic Java LM implementation is not as
scalable as the SRILM native bridge code.

3The module is also available as a standalone applica-
tion, Z-MERT, that can be used with other MT systems.
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• Variational Decoding: spurious ambiguity
causes the probability of an output string
among to be split among many derivations.
The goodness of a string is measured by
the total probability of its derivations, which
means that finding the best output string is
computationally intractable. The standard
Viterbi approximation is based on the most
probable derivation, but we also implement
a variational approximation, which considers
all the derivations but still allows tractable
decoding (Li et al., 2009b).

3 Demonstration Outline

The purpose of the demonstration is 4-fold: 1) to
give newcomers to the field of statistical machine
translation an idea of the state-of-the-art; 2) to
show actual, live, end-to-end operation of the sys-
tem, highlighting its main components, targeting
potential users; 3) to illustrate, through visual aids,
the underlying algorithms, for those interested in
the technical details; and 4) to explain how those
components can be extended, for potential power
users who want to be familiar with the code itself.

The first component of the demonstration will
be an interactive user interface, where arbitrary
user input in a source language is entered into a
web form and then translated into a target lan-
guage by the system. This component specifically
targets newcomers to SMT, and demonstrates the
current state of the art in the field. We will have
trained multiple systems (for multiple language
pairs), hosted on a remote server, which will be
queried with the sample source sentences.

Potential users of the system would be inter-
ested in seeing an actual operation of the system,
in a similar fashion to what they would observe
on their own machines when using the toolkit. For
this purpose, we will demonstrate three main mod-
ules of the toolkit: the rule extraction module, the
MERT module, and the decoding module. Each
module will have a separate terminal window ex-
ecuting it, hence demonstrating both the module’s
expected output as well as its speed of operation.

In addition to demonstrating the functionality
of each module, we will also provide accompa-
nying visual aids that illustrate the underlying al-
gorithms and the technical operational details. We
will provide visualization of the search graph and

(Software and documentation at: http://cs.jhu.edu/
˜ozaidan/zmert.)

the 1-best derivation, which would illustrate the
functionality of the decoder, as well as alterna-
tive translations for phrases of the source sentence,
and where they were learned in the parallel cor-
pus, illustrating the functionality of the grammar
rule extraction. For the MERT module, we will
provide figures that illustrate Och’s efficient line
search method.

4 Demonstration Requirements

The different components of the demonstration
will be spread across at most 3 machines (Fig-
ure 1): one for the live “instant translation” user
interface, one for demonstrating the different com-
ponents of the system and algorithmic visualiza-
tions, and one designated for technical discussion
of the code. We will provide the machines our-
selves and ensure the proper software is installed
and configured. However, we are requesting that
large LCD monitors be made available, if possi-
ble, since that would allow more space to demon-
strate the different components with clarity than
our laptop displays would provide. We will also
require Internet connectivity for the live demon-
stration, in order to gain access to remote servers
where trained models will be hosted.
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We will rely on 3 workstations: 

one for the instant translation 

demo, where arbitrary input is 

translated from/to a language pair 

of choice (top); one for runtime 

demonstration of the system, with 

a terminal window for each of the 

three main components of the 

systems, as well as visual aids, 

such as derivation trees (left); and 

one (not shown) designated for 

technical discussion of the code.

Remote server 

hosting trained 

translation models

JHU

Grammar extraction

Decoder

M
E
R
T

Figure 1: Proposed setup of our demonstration. When this paper is viewed as a PDF, the reader may
zoom in further to see more details.
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Abstract 

In this demo, we present a wiki-style platform – 

WikiBABEL – that enables easy collaborative 

creation of multilingual content in many non-

English Wikipedias, by leveraging the relatively 

larger and more stable content in the English 

Wikipedia.  The platform provides an intuitive 

user interface that maintains the user focus on 

the multilingual Wikipedia content creation, by 

engaging search tools for easy discoverability of 

related English source material, and a set of lin-

guistic and collaborative tools to make the con-

tent translation simple.  We present two different 

usage scenarios and discuss our experience in 

testing them with real users.  Such integrated 

content creation platform in Wikipedia may yield 

as a by-product, parallel corpora that are critical 

for research in statistical machine translation sys-

tems in many languages of the world.   

1 Introduction 

Parallel corpora are critical for research in many 

natural language processing systems, especially, 

the Statistical Machine Translation (SMT) and 

Crosslingual Information Retrieval (CLIR) sys-

tems, as the state-of-the-art systems are based on 

statistical learning principles; a typical SMT sys-

tem in a pair of language requires large parallel 

corpora, in the order of a few million parallel 

sentences.  Parallel corpora are traditionally 

created by professionals (in most cases, for busi-

ness or governmental needs) and are available 

only in a few languages of the world.  The prohi-

bitive cost associated with creating new parallel 

data implied that the SMT research was re-

stricted to only a handful of languages of the 

world.  To make such research possible widely, it 

is important that innovative and inexpensive 

ways of creating parallel corpora are found.  Our 

research explores such an avenue: by involving 

the user community in creation of parallel data. 

In this demo, we present a community colla-

boration platform – WikiBABEL – which 

enables the creation of multilingual content in 

Wikipedia.  WikiBABEL leverages two signifi-

cant facts with respect to Wikipedia data: First, 

there is a large skew between the content of Eng-

lish and non-English Wikipedias.  Second, while 

the original content creation requires subject 

matter experts, subsequent translations may be 

effectively created by people who are fluent in 

English and the target language.  In general, we 

do expect the large English Wikipedia to provide 

source material for multilingual Wikipedias; 

however on specific topics specific multilingual 

Wikipedia may provide the source material 

(http://ja.wikipedia.org/wiki/俳句 may be better 

than http://en.wikipedia.org/wiki/haiku).   We 

leverage these facts in the WikiBABEL frame-

work, enabling a community of interested native 

speakers of a language, to create content in their 

respective language Wikipedias.  We make such 

content creation easy by integrating linguistic 

tools and resources for translation, and collabora-

tive mechanism for storing and sharing know-

ledge among the users.  Such methodology is 

expected to generate comparable data (similar, 

but not the same content), from which parallel 

data may be mined subsequently (Munteanu et 

al, 2005) (Quirk et al, 2007).   

We present here the WikiBABEL platform, 

and trace its evolution through two distinct usage 

versions: First, as a standalone deployment pro-

viding a community of users a translation plat-

form on hosted Wikipedia data to generate paral-

lel corpora, and second, as a transparent edit 

layer on top of Wikipedias to generate compara-

ble corpora.  Both paradigms were used for user 

testing, to gauge the usability of the tool and the 

viability of the approach for content creation in 

multilingual Wikipedias.  We discuss the imple-

mentations and our experience with each of the 

above scenarios.  Such experience may be very 

valuable in fine-tuning methodologies for com-

munity creation of various types of linguistic 

data.  Community contributed efforts may per-

haps be the only way to collect sufficient corpora 

effectively and economically, to enable research 

in many resource-poor languages of the world. 
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2 Architecture of WikiBABEL 

The architecture of WikiBABEL is as illustrated 

in Figure 1: Central to the architecture is the Wi-

kiBABEL component that coordinates the interac-

tion between its linguistic and collaboration 

components, and the users and the Wikipedia 

system.  WikiBABEL architecture is designed to 

support a host of linguistic tools and resources 

that may be helpful in the content creation 

process: Bilingual dictionaries for providing for 

word-level translations, allowing user customiza-

tion of domain-specific, or even, user-specific 

bilingual dictionaries.  Also available are ma-

chine translation and transliteration systems for 

rough initial translation [or transliteration] of a 

source language string at sentential/phrasal levels 

[or names] to the intended target language.  As 

the quality of automatic translations are rarely 

close to human quality translations, the user may 

need to correct any such automatically translated 

or transliterated content, and an intuitive edit 

framework provides tools for such corrections.  

A collaborative translation memory component 

stores all the user corrections (or, sometimes, 

their selection from a set of alternatives) of ma-

chine translations, and makes them available to 

the community as a translation help („tribe know-

ledge‟).  Voting mechanisms are available that 

may prioritize more frequently chosen alterna-

tives as preferred suggestions for subsequent us-

ers.  The user-management tracks the user de-

mographic information, and their contributions 

(its quality and quantity) for possible recogni-

tion.  The user interface features are imple-

mented as light-weight components, requiring 

minimal server-side interaction.  Finally, the ar-

chitecture is designed open, to integrate any user-

developed tools and resources easily.  

 

 

 

3 WikiBABEL on Wikipedia 

IN this section we discuss Wikipedia content and 

user characteristics and outline our experience 

with the two versions on Wikipedia.   

3.1 Wikipedia: User & Data Characteristics 

Wikipedia content is acknowledged to be on par 

with the best of the professionally created re-

sources (Giles, 2005) and is used regularly as 

academic reference (Rainie et al., 2007).  How-

ever, there is a large disparity in content between 

English and other language Wikipedias. English 

Wikipedia - the largest - has about 3.5 Million 

topics, but with an exception of a dozen or so 

Western European and East Asian languages, 

most of the 250-odd languages have less than 1% 

of English Wikipedia content (Wikipedia, 2009).  

Such skew, despite the size of the respective user 

population, indicates a large room for growth in 

many multilingual Wikipedias.  On the contribu-

tion side, Wikipedia has about 200,000 contribu-

tors (> 10 total contributions); but only about 4% 

of them are very active (> 100 contributions per 

month).  The general perception that a few very 

active users contributed to the bulk of Wikipedia 

was disputed in a study (Swartz, 2006) that 

claims that large fraction of the content were 

created by those who made very few or occa-

sional contributions that are primarily editorial in 

nature.  It is our strategy to provide a platform 

for easy multilingual Wikipedia content creation 

that may be harvested for parallel data.   

3.2 Version 1: A Hosted Portal 

In our first version, a set of English Wikipedia 

topics (stable non-controversial articles, typically 

from Medicine, Healthcare, Science & Technol-

ogy, Literature, etc.) were chosen and hosted in 

our WikiBABEL portal.  Such set of articles is 

already available as Featured Articles in most 

Wikipedias.  English Wikipedia has a set of 

~1500 articles that are voted by the community 

as stable and well written, spanning many do-

mains, such as, Literature, Philosophy, History, 

Science, Art, etc.  The user can choose any of 

these Wikipedia topics to translate to the target 

language and correct the machine translation er-

rors.  Once a topic is chosen, a two-pane window 

is presented to the user, as shown in Figure 2, in 

which the original English Wikipedia article is 

shown in the left panel and a rough translation of 

the same article in the user-chosen target lan-

guage is presented in the right panel.  The right 

panel has the same look and feel as the original 
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English Wikipedia article, and is editable, while 

the left panel is primarily intended for providing 

source material for reference and context, for the 

translation correction.  On mouse-over the paral-

lel sentences are highlighted, linking visually the 

related text on both panels.  On a mouse-click, an 

edit-box is opened in-place in the right panel, 

and the current content may be edited.  As men-

tioned earlier, integrated linguistic tools and re-

sources may be invoked during edit process, to 

help the user.  Once the article reaches sufficient 

quality as judged by the users, the content may 

be transferred to target language Wikipedia, ef-

fectively creating a new topic in the target lan-

guage Wikipedia. 

User Feedback: We field tested our first ver-

sion with a set of Wikipedia users, and a host of 

amateur and professional translators.  The prima-

ry feedback we got was that such efforts to create 

content in multilingual Wikipedia was well ap-

preciated.  The testing provided much quantita-

tive (in terms of translation time, effort, etc.) and 

qualitative (user experience) measures and feed-

back.  The details are available in (Kumaran et 

al., 2008), and here we provide highlights only: 

 Integrated linguistic resources (e.g., bilingual 

dictionaries, transliteration systems, etc.) 

were appreciated by all users. 

 Amateur users used the automatic translations 

(in direct correlation with its quality), and 

improved their throughput up to 40%.  

 In contrast, those who were very fluent in 

both the languages were distracted by the 

quality of translations, and were slowed by 

30%.  In most cases, they preferred to redo 

the entire translations, rather than considering 

and correcting the rough translation.  

 One qualitative feedback from the Wikipedia 

community is that the sentence-by-sentence 

translation enforced by the portal is not in 

tune with their philosophy of user-decided 

content for the target topic.  

We used the feedback from the version 1, to re-

design WikiBABEL in version 2. 

3.3 Version 2: As a Transparent Edit Layer 

In our second version, we implemented the 

significant feedback from Wikipedians, pertain-

ing to source content selection and the user con-

tribution.  In this version, we delivered the Wi-

kiBABEL experience as an add-on to Wikipedia, 

as a semi-transparent overlay that augments the 

basic Wikipedia edit capabilities without taking 

the contributor away from the site. Capable of 

being launched with one click (via a bookmark-

let, or a browser plug-in, or as a potential server 

side integration with Wikipedia), the new version 

offered a more seamless workflow and integrated 

linguistic and collaborative components.  This 

add-on may be invoked on Wikipedia itself, pro-

viding all WikiBABEL functionalities.  In a typi-

cal WikiBABEL usage scenario, a Wikipedia 
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content creator may be at an English Wikipedia 

article for which no corresponding article exists 

in the target language, or at target language Wi-

kipedia article which has much less content 

compared to the corresponding English article.  

The WikiBABEL user interface in this version 

is as shown in Figure 3.  The source English Wi-

kipedia article is shown in the left panel tabs, and 

may be toggled between English and the target 

language; also it may be viewed in HTML or in 

Wiki-markup.  The right panel shows the target 

language Wikipedia article (if it exists), or a 

newly created stub (otherwise); either case, the 

right panel presents a native target language Wi-

kipedia edit page, for the chosen topic.  The left 

panel content is used as a reference for content 

creation in target language Wikipedia in the right 

panel.  The user may compose the target lan-

guage Wikipedia article, either by dragging-and-

dropping translated content from the left to the 

right panel (into the target language Wikipedia 

editor), or add new content as a typical Wikipe-

dia user would.  To enable the user to stay within 

WikiBABEL for their content research, we have 

provided the capability to search through other 

Wikipedia articles in the left panel.  All linguistic 

and collaborative features are available to the 

users in the right panel, as in the previous ver-

sion.  The default target language Wikipedia pre-

view is at any time.  While the user testing of this 

implementation is still in the preliminary stages, 

we wish to make the following observations on 

the methodology: 

 There is a marked shift of focus from 

“translation from English Wikipedia article” 

to “content creation in target Wikipedia”. 

 The user is never taken away from Wiki-

pedia site, requiring optionally only Wikipe-

dia credentials. The content is created direct-

ly in the target Wikipedia. 

 

The WikiBABEL Version 2 prototype will be 

made available externally in the future.   
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118 00 Prague 1 – Czech Rep.
pajas@ufal.mff.cuni.cz

Jan Štěpánek
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Abstract

This paper presents a system for querying
treebanks. The system consists of a pow-
erful query language with natural support
for cross-layer queries, a client interface
with a graphical query builder and visual-
izer of the results, a command-line client
interface, and two substitutable query en-
gines: a very efficient engine using a re-
lational database (suitable for large static
data), and a slower, but paralel-computing
enabled, engine operating on treebank files
(suitable for “live” data).

1 Introduction

Syntactically annotated treebanks are a great re-
source of linguistic information that is available
hardly or not at all in flat text corpora. Retrieving
this information requires specialized tools. Some
of the best-known tools for querying treebanks
include TigerSEARCH (Lezius, 2002), TGrep2
(Rohde, 2001), MonaSearch (Maryns and Kepser,
2009), and NetGraph (Mı́rovský, 2006). All these
tools dispose of great power when querying a sin-
gle annotation layer with nodes labeled by “flat”
feature records.

However, most of the existing systems are little
equipped for applications on structurally complex
treebanks, involving for example multiple inter-
connected annotation layers, multi-lingual par-
allel annotations with node-to-node alignments,
or annotations where nodes are labeled by at-
tributes with complex values such as lists or nested
attribute-value structures. The Prague Depen-
dency Treebank 2.0 (Hajič and others, 2006), PDT
2.0 for short, is a good example of a treebank with
multiple annotation layers and richly-structured
attribute values. NetGraph was a tool tradition-
ally used for querying over PDT, but still it does
not directly support cross-layer queries, unless the

layers are merged together at the cost of loosing
some structural information.

The presented system attempts to combine and
extend features of the existing query tools and re-
solve the limitations mentioned above. We are
grateful to an anonymous referee for pointing us
to ANNIS2 (Zeldes and others, 2009) – another
system that targets annotation on multiple levels.

2 System Overview

Our system, named PML Tree Query (PML-TQ),
consists of three main components (discussed fur-
ther in the following sections):

• an expressive query language supporting
cross-layer queries, arbitrary boolean com-
binations of statements, able to query com-
plex data structures. It also includes a sub-
language for generating listings and non-
trivial statistical reports, which goes far be-
yond statistical features of e.g. TigerSearch.

• client interfaces: a graphical user inter-
face with a graphical query builder, a cus-
tomizable visualization of the results and a
command-line interface.

• two interchangeable engines that evaluate
queries: a very efficient engine that requires
the treebank to be converted into a rela-
tional database, and a somewhat slower en-
gine which operates directly on treebank files
and is useful especially for data in the process
of annotation and experimental data.

The query language applies to a generic data
model associated with an XML-based data format
called Prague Markup Language or PML (Pajas
and Štěpánek, 2006). Although PML was devel-
oped in connection with PDT 2.0, it was designed
as a universally applicable data format based on
abstract data types, completely independent of a
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particular annotation schema. It can capture sim-
ple linear annotations as well as annotations with
one or more richly structured interconnected an-
notation layers. A concrete PML-based format for
a specific annotation is defined by describing the
data layout and XML vocabulary in a special file
called PML Schema and referring to this schema
file from individual data files.

It is relatively easy to convert data from other
formats to PML without loss of information. In
fact, PML-TQ is implemented within the TrEd
framework (Pajas and Štěpánek, 2008), which
uses PML as its native data format and already of-
fers all kinds of tools for work with treebanks in
several formats using on-the-fly transformation to
PML (for XML input via XSLT).

The whole framework is covered by an open-
source license and runs on most current platforms.
It is also language and script independent (operat-
ing internally with Unicode).

The graphical client for PML-TQ is an exten-
sion to the tree editor TrEd that already serves as
the main annotation tool for treebank projects (in-
cluding PDT 2.0) in various countries. The client
and server communicate over the HTTP protocol,
which makes it possible to easily use PML-TQ en-
gine as a service for other applications.

3 Query Language

A PML-TQ query consists of a part that selects
nodes in the treebank, and an optional part that
generates a report from the selected occurrences.

The selective part of the query specifies condi-
tions that a group of nodes must satisfy to match
the query. The conditions can be formulated as
arbitrary boolean combinations of subqueries and
simple statements that can express all kinds of re-
lations between nodes and/or attribute values. This
part of the query can be visualized as a graph with
vertices representing the matching nodes, con-
nected by various types of edges. The edges (vi-
sualized by arrows of different colors and styles)
represent various types of relations between the
nodes. There are four kinds of these relations:

• topological relations (child, descendant
depth-first-precedes, order-precedes, same-
tree-as, same-document-as) and their
reversed counterparts (parent, ancestor,
depth-first-follows, order-follows)

• inter- or cross-layer ID-based references

• user-implemented relations, i.e. relations
whose low-level implementation is provided
by the user as an extension to PML-TQ1

(for example, we define relations eparent and
echild for PDT 2.0 to distinguish effective de-
pendency from technical dependency).

• transitive closures of the preceding two types
of relations (e.g. if coref text.rf is a re-
lation representing textual coreference, then
coref text.rf{4,} is a relation rep-
resenting chains of textual coreference of
length at least 4).

The query can be accompanied by an optional
part consisting of a chain of output filters that can
be used to extract data from the matching nodes,
compute statistics, and/or format and post-process
the results of a query.

Let us examine these features on an example
of a query over PDT 2.0, which looks for Czech
words that have a patient or effect argument in in-
finitive form:

t-node $t := [
child t-node $s := [

functor in { "PAT", "EFF" },
a/lex.rf $a ] ];

a-node $a := [
m/tag ˜ ’ˆVf’,
0x child a-node [ afun = ’AuxV’ ] ];

>> for $s.functor,$t.t_lemma
give $1, $2, count()
sort by $3 desc

The square brackets enclose conditions regarding
one node, so t-node $t := [...] is read
‘t-node $t with . . . ’. Comma is synonymous with
logical and. See Fig. 3 for the graphical represen-
tation of the query and one match.

This particular query selects occurrences of a
group of three nodes, $t, $s, and $a with the
following properties: $t and $s are both of type
t-node, i.e. nodes from a tectogrammatical tree
(the types are defined in the PML Schema for the
PDT 2.0); $s is a child of $t; the functor at-
tribute of $s has either the value PAT or EFF; the
node $s points to a node of type a-node, named
$a, via an ID-based reference a/lex.rf (this
expression in fact retrieves value of an attribute
lex.rf from an attribute-value structure stored
in the attribute a of $s); $a has an attribute m car-
rying an attribute-value structure with the attribute

1In some future version, the users will also be able to de-
fine new relations as separate PML-TQ queries.
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0x

t-node $s 
functor in { "PAT", "EFF" }

t-node $t 

Output filters:
  >>  for $s.functor,$t.t_lemma
     give $1,$2,count()
     sort by $3 desc

a-node 
afun = 'AuxV'

a-node $a 
m/tag ~ '^Vf'

a/lex.rf
child

#PersPron
ACT
n.pron.def.pers

zapomenout enunc
PRED
v

#Cor
ACT
qcomplex

dýchat
PAT
v

.
a-lnd94103-087-p1s3
AuxS

Zapomněli
Pred

jsme
AuxV
dýchat
Obj

.
AuxK

Zapomněli jsme dýchat. [We-forgot (aux) to-breathe.]

Figure 1: Graphical representation of a query (left) and a result spanning two annotation layers

tagmatching regular expression ˆVf (in PDT 2.0
tag set this indicates that $a is an infinitive); $a
has no child node that is an auxiliary verb (afun
= ’AuxV’). This last condition is expressed as a
sub-query with zero occurrences (0x).

The selective part of the query is followed by
one output filter (starting with >>). It returns three
values for each match: the functor of $s, the tec-
togrammatical lemma of $t, and for each distinct
pair of these two values the number of occurrences
of this pair counted over the whole matching set.
The output is ordered by the 3rd column in the de-
scending order. It may look like this:

PAT možnost 115
PAT schopný 110
EFF a 85
PAT #Comma 83
PAT rozhodnout_se 75

In the PML data model, attributes (like a of
$t, m of $a in our example) can carry com-
plex values: attribute-value structures, lists, se-
quences of named elements, which in turn may
contain other complex values. PML-TQ addresses
values nested within complex data types by at-
tribute paths whose notation is somewhat similar
to XPath (e.g. m/tag or a/[2]/aux.rf). An
attribute path evaluated on a given node may re-
turn more than one value. This happens for ex-
ample when there is a list value on the attribute
path: the expression m/w/token=’a’ where m
is a list of attribute-value structures reads as some
one value returned by m/w/token equals ’a’.
By prefixing the path with a *, we may write
all values returned by m/w/token equal ’a’ as
*m/w/token=’a’.

We can also fix one value returned by an at-

tribute path using the member keyword and query
it the same way we query a node in the treebank:

t-node $n:= [
member bridging [

type = "CONTRAST",
target.rf t-node [ functor="PAT" ]]]

where bridging is an attribute of t-node con-
taining a list of labeled graph edges (attribute-
value structures). We select one that has type
CONTRAST and points to a node with functor PAT.

4 Query Editor and Client

Figure 2: The PML-TQ graphical client in TrEd

The graphical user interface lets the user to
build the query graphically or in the text form; in
both cases it assists the user by offering available
node-types, applicable relations, attribute paths,
and values for enumerated data types. It commu-
nicates with the query engine and displays the re-
sults (matches, reports, number of occurrences).
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Colors are used to indicate which node in the
query graph corresponds to which node in the re-
sult. Matches from different annotation layers are
displayed in parallel windows. For each result, the
user can browse the complete document for con-
text. Individual results can be saved in the PML
format or printed to PostScript, PDF, or SVG. The
user can also bookmark any tree from the result
set, using the bookmarking features of TrEd. The
queries are stored in a local file.2

5 Engines

For practical reasons, we have developed two en-
gines that evaluate PML-TQ queries:

The first one is based on a translator of PML-
TQ to SQL. It utilizes the power of modern re-
lational databases3 and provides excellent perfor-
mance and scalability (answering typical queries
over a 1-million-word treebank in a few seconds).
To use this engine, the treebank must be, simi-
larly to (Bird and others, 2006), converted into
read-only database tables, which makes this en-
gine more suitable for data that do not change too
often (e.g. final versions of treebanks).

For querying over working data or data not
likely to be queried repeatedly, we have devel-
oped an index-less query evaluator written in Perl,
which performs searches over arbitrary data files
sequentially. Although generally slower than the
database implementation (partly due to the cost
of parsing the input PML data format), its perfor-
mance can be boosted up using a built-in support
for parallel execution on a computer cluster.

Both engines are accessible through the identi-
cal client interface. Thus, users can run the same
query over a treebank stored in a database as well
as their local files of the same type.

When implementing the system, we periodi-
cally verify that both engines produce the same
results on a large set of test queries. This testing
proved invaluable not only for maintaining con-
sistency, but also for discovering bugs in the two
implementations and also for performance tuning.

6 Conclusion

We have presented a powerful open-source sys-
tem for querying treebanks extending an estab-

2The possibility of storing the queries in a user account
on the server is planned.

3The system supports Oracle Database (version 10g or
newer, the free XE edition is sufficient) and PostgreSQL (ver-
sion at least 8.4 is required for complete functionality).

lished framework. The current version of the sys-
tem is available at http://ufal.mff.cuni.
cz/˜pajas/pmltq.
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Abstract 

This work describes an online application 

that uses Natural Language Generation 

(NLG) methods to generate walking di-

rections in combination with dynamic 2D 

visualisation. We make use of third party 

resources, which provide for a given 

query (geographic) routes and landmarks 

along the way. We present a statistical 

model that can be used for generating 

natural language directions. This model 

is trained on a corpus of walking direc-

tions annotated with POS, grammatical 

information, frame-semantics and mark-

up for temporal structure. 

1 Introduction 

The purpose of route directions is to inform a 

person, who is typically not familiar with his cur-

rent environment, of how to get to a designated 

goal. Generating such directions poses difficul-

ties on various conceptual levels such as the 

planning of the route, the selection of landmarks 

along the way (i.e. easily recognizable buildings 

or structures) and generating the actual instruc-

tions of how to navigate along the route using the 

selected landmarks as reference points. 

As pointed out by Tom & Denis (2003), the 

use of landmarks in route directions allows for 

more effective way-finding than directions rely-

ing solely on street names and distance measures. 

An experiment performed in Tom & Denis’ work 

also showed that people tend to use landmarks 

rather than street names when producing route 

directions themselves.  

The application presented here is an early re-

search prototype that takes a data-driven genera-

tion approach, making use of annotated corpora 

collected in a way-finding study. In contrast to 

previously developed NLG systems in this area 

(e.g. Dale et. al, 2002), one of our key features is 

the integration of a number of online resources to 

compute routes and to find salient landmarks. 

The information acquired from these resources 

can then be used to generate natural directions 

that are both easier to memorise and easier to 

follow than directions given by a classic route 

planner or navigation system. 

The remainder of this paper is structured as 

follows: In Section 2 we introduce our system 

and describe the resources and their integration 

in the architecture. Section 3 describes our cor-

pus-based generation approach, with Section 4 

outlining our integration of text generation and 

visualisation. Finally, Section 5 gives a short 

conclusion and discusses future work. 

2 Combining Resources  

The route planner used in our system is provided 

by the Google Maps API
1
. Given a route com-

puted in Google Maps, our system queries a 

number of online resources to determine land-

marks that are adjacent to this route. At the time 

of writing, these resources are: OpenStreetMaps
2
 

for public transportation, the Wikipedia WikiPro-

ject Geographical coordinates
3
 for salient build-

ings, statues and other objects, Google AJAX 

Search API
4
 for “yellow pages landmarks” such 

as hotels and restaurants, and Wikimapia
5
 for 

squares and other prominent places.  

All of the above mentioned resources can be 

queried for landmarks either by a single GPS 

                                                 
1
 http://code.google.com/apis/maps/  

2
 http://www.openstreetmap.org 

3
 http://en.wikipedia.org/wiki/Wikipedia:WikiProject 

Geographical_coordinates 
4
 http://code.google.com/apis/ajaxsearch 

5
 http://www.wikimapia.org  
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coordinate (using the LocalSearch method in 

Google AJAX Search and web tools in Wikipe-

dia) or an area of GPS coordinates (using URL 

based queries in Wikimapia and OpenStreet-

Maps). The following list describes the data for-

mats returned by the respective services and how 

they were integrated: 

 Wikimapia and OpenStreetMaps – Both 

resources return landmarks in the queried 

area as an XML file that specifies GPS 

coordinates and additional information. 

The XML files are parsed using a Java-

Script implementation of a SAX parser. 

The coordinates and names of landmarks 

are then used to add objects within the 

Google Maps API. 

 Wikipedia – In order to integrate land-

marks from Wikipedia, we make use of a 

community created tool called search-a-

place
6

, which returns landmarks from 

Wikipedia in a given radius of a GPS 

coordinate. The results are returned in an 

HTML table that is converted to an XML 

file similar to the output of Wikimapia. 

Both the query and the conversion are im-

plemented in a Yahoo! Pipe
7
 that can be 

accessed in JavaScript via its URL. 

 Google AJAX Search – The results re-

turned by the Google AJAX Search API 

are JavaScript objects that can be directly 

inserted in the visualisation using the 

Google Maps API.   

3 Using Corpora for Generation 

A data-driven generation approach achieves a 

number of advantages over traditional ap-

proaches for our scenario. First of all, corpus 

data can be used to learn directly how certain 

events are typically expressed in natural lan-

guage, thus avoiding the need of manually speci-

fying linguistic realisations. Secondly, variations 

of discourse structures found in naturally given 

directions can be learned and reproduced to 

avoid monotonous descriptions in the generation 

part. Last but not least, a corpus with good cov-

erage can help us determine the correct selection 

restrictions on verbs and nouns occurring in di-

rections. The price to pay for these advantages is 

                                                 
6
 http://toolserver.org/~kolossos/wp-

world/umkreis.php  
7
 http://pipes.yahoo.com/pipes/pipe.info?_id=BBI0x8

G73RGbWzKnBR50VA  

the cost of annotation; however we believe that 

this is a reasonable trade-off, in view of the fact 

that a small annotated corpus and reasonable 

generalizations in data modelling will likely 

yield enough information for the intended navi-

gation applications. 

3.1 Data Collection 

We currently use the data set from (Marciniak & 

Strube, 2005) to learn linguistic expressions for 

our generation approach. The data is annotated 

on the following levels: 

 Token and POS level 

 Grammatical level (including annotations 

of main verbs, arguments and connectives) 

 Frame-semantics level (including semantic 

roles and frame annotations in the sense of 

(Fillmore, 1977)) 

 Temporal level (including temporal rela-

tions between discourse units) 

3.2 Our Generation Approach 

At the time of writing, our system only makes 

use of the first three annotation levels. The lexi-

cal selection is inspired by the work of Ratna-

parkhi (2000) with the overall process designed 

as follows: given a certain situation on a route, 

our generation component receives the respective 

frame name and a list of semantic role filling 

landmarks as input (cf. Section 4). The genera-

tion component then determines a list of poten-

tial lexical items to express this frame using the 

relative frequencies of verbs annotated as evok-

ing the particular frame with the respective set of 

semantic roles (examples in Table 1). 

 

SELF_MOTION 

PATH 
17% walk, 13% follow, 10% 

cross, 7% continue, 6% take, … 

GOAL 
18% get, 18% enter, 9% con-

tinue, 7% head, 5% reach, … 

SOURCE 14% leave, 14% start, … 

DIRECTION 
25% continue, 13% make,  

13% walk, 6% go, 3% take, … 
DISTANCE 15% continue, 8% go, … 

PATH + GOAL 29% continue, 14% take, … 
DISTANCE + 

GOAL 
100% walk 

DIRECTION + 

PATH 

23% continue, 23% walk,  

8% take, 6% turn, 6% face, … 

Table 1: Probabilities of lexical items for the frame 

SELF_MOTION and different frame elements 
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For frame-evoking elements and each associated 

semantic role-filler in the situation, the gram-

matical knowledge learned from the annotation 

level determines how these parts can be put to-

gether in order to generate a full sentence (cf. 

Table 2). 

 

SELF_MOTION 

walk +  

[building PATH] 

walk  walk + PP 
PP  along + NP  

NP  the + building 

get +  

[building GOAL] 
get  get + to + NP 
NP  the + building 

take +  

[left DIRECTION] 

take  take + NP 

NP  a + left 

Table 2: Examples of phrase structures for the frame 

SELF_MOTION and different semantic role fillers 

4 Combining Text and Visualisation 

As mentioned in the previous section, our model 

is able to compute single instructions at crucial 

points of a route. At the time of writing the ac-

tual integration of this component consists of a 

set of hardcoded rules that map route segments to 

frames, and landmarks within the segment to role 

fillers of the considered frame. The rules are 

specified as follows: 

 A turning point given by the Google Maps 

API is mapped to the SELF_MOTION frame 

with the actual direction as the semantic 

role direction. If there is a landmark adja-

cent to the turning point, it is added to the 

frame as the role filler of the role source. 

 If a landmark is adjacent or within the 

starting point of the route, it will be 

mapped to the SELF_MOTION frame with 

the landmark filling the semantic role 

source. 

 If a landmark is adjacent or within the 

goal of a route, it will be mapped to the 

SELF_MOTION frame with the landmark 

filling the semantic role goal. 

 If a landmark is adjacent to a route or a 

route segment is within a landmark, the 

respective segment will be mapped to the 

SELF_MOTION frame with the landmark 

filling the semantic role path. 

5 Conclusions and Outlook 

We have presented the technical details of an 

early research prototype that uses NLG methods 

to generate walking directions for routes com-

puted by an online route planner. We outlined 

the advantages of a data-driven generation ap-

proach over traditional rule-based approaches 

and implemented a first-version application, 

which can be used as an initial prototype exten-

sible for further research and development. 

Our next goal in developing this system is to 

enhance the generation component with an inte-

grated model based on machine learning tech-

niques that will also account for discourse level 

phenomena typically found in natural language 

directions. We further intend to replace the cur-

rent hard-coded set of mapping rules with an 

automatically induced mapping that aligns 

physical routes and landmarks with the semantic 

representations. The application is planned to be 

used in web experiments to acquire further data 

for alignment and to study specific effects in the 

generation of walking instructions in a multimo-

dal setting.  

The prototype system described above will be 

made publicly available at the time of publica-

tion. 
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Figure 1: Visualised route from Rohrbacher Straße 6 to Hauptstrasse 22, Heidelberg. Left: GoogleMaps 

directions; Right: GoogleMaps visualisation enriched with landmarks and directions generated by our system 

(The directions were manually inserted here as they are actually presented step-by-step following the route) 

Script Outline 

Our demonstration is outlined as follows: At first 

we will have a look at the textual outputs of 

standard route planners and discuss at which 

points the respective instructions could be im-

proved in order to be better understandable or 

easier to follow. We will then give an overview 

of different types of landmarks and argue how 

their integration into route directions is a valu-

able step towards better and more natural instruc-

tions.  

Following the motivation of our work, we will 

present different online resources that provide 

landmarks of various sorts. We will look at the 

information provided by these resources, exam-

ine the respective input and output formats, and 

state how the formats are integrated into a com-

mon data representation in order to access the 

information within the presented application. 

Next, we will give a brief overview of the cor-

pus in use and point out which kinds of annota-

tions were available to train the statistical gen-

eration component. We will discuss which other 

annotation levels would be useful in this scenario 

and which disadvantages we see in the current 

corpus. Subsequently we outline our plans to 

acquire further data by collecting directions for 

routes computed via Google Maps, which would 

allow an easier alignment between the instruc-

tions and routes. 

Finally, we conclude the demonstration with a 

presentation of our system in action. During the 

presentation, the audience will be given the pos-

sibility to ask questions and propose routes for 

which we show our system’s computation and 

output (cf. Figure 1).  

System Requirements 

The system is currently developed as a web-

based application that can be viewed with any 

JavaScript supporting browser. A mid-end CPU 

is required to view the dynamic route presenta-

tion given by the application. Depending on the 

presentation mode, we can bring our own laptop 

so that the only requirements to the local organ-

isers would be a stable internet connection (ac-

cess to the resources mentioned in the system 

description is required) and presentation hard-

ware (projector or sufficiently large display). 
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Rule-based Dialogue Management in a Spoken Dialogue System

Sebastian Varges, Silvia Quarteroni, Giuseppe Riccardi, Alexei V. Ivanov, Pierluigi Roberti
Department of Information Engineering and Computer Science

University of Trento
38050 Povo di Trento, Italy

{varges|silviaq|riccardi|ivanov|roberti}@disi.unitn.it

Abstract

Over several years, we have developed an
approach to spoken dialogue systems that
includes rule-based and trainable dialogue
managers, spoken language understanding
and generation modules, and a compre-
hensive dialogue system architecture. We
present a Reinforcement Learning-based
dialogue system that goes beyond standard
rule-based models and computes on-line
decisions of the best dialogue moves. The
key concept of this work is that we bridge
the gap between manually written dia-
log models (e.g. rule-based) and adaptive
computational models such as Partially
Observable Markov Decision Processes
(POMDP) based dialogue managers.

1 Reinforcement Learning-based
Dialogue Management

In recent years, Machine Learning techniques,
in particular Reinforcement Learning (RL), have
been applied to the task of dialogue management
(DM) (Levin et al., 2000; Williams and Young,
2006). A major motivation is to improve robust-
ness in the face of uncertainty, for example due
to speech recognition errors. A further motivation
is to improve adaptivity w.r.t. different user be-
haviour and application/recognition environments.
The Reinforcement Learning framework is attrac-
tive because it offers a statistical model represent-
ing the dynamics of the interaction between sys-
tem and user. This is in contrast to the super-
vised learning approach of learning system be-
haviour based on a fixed corpus (Higashinaka et
al., 2003). To explore the range of dialogue man-
agement strategies, a simulation environment is
required that includes a simulated user (Schatz-
mann et al., 2006) if one wants to avoid the pro-
hibitive cost of using human subjects.

We demonstrate the various parameters that in-
fluence the learnt dialogue management policy by
using pre-trained policies (section 4). The appli-
cation domain is a tourist information system for
accommodation and events in the local area. The
domain of the trained DMs is identical to that of a
rule-based DM that was used by human users (sec-
tion 2), allowing us to compare the two directly.
The state of the POMDP keeps track of the SLU
hypotheses in the form of domain concepts (10 in
the application domain, e.g. main activity, star rat-
ing of hotels, dates etc.) and their values. These
values may be abstracted into ‘known/unknown,’
for example, increasing the likelihood that the sys-
tem re-visits a dialogue state which it can exploit.
Representing the verification status of the con-
cepts in the state, influences – in combination with
the user model (section 1.2) and N best hypotheses
– if the system learns to use clarification questions.

1.1 The exploration/exploitation trade-off in
reinforcement learning

The RL-DM maintains a policy, an internal data
structure that keeps track of the values (accumu-
lated rewards) of past state-action pairs. The goal
of the learner is to optimize the long-term reward
by maximizing the ‘Q-Value’ Qπ(st, a) of a policy
π for taking action a at time t. The expected cu-
mulative value V of a state s is defined recursively
as V π(st) =∑

a

π(st, a)
∑
st+1

P a
st,st+1

[Ra
st,st+1

+ γV π(st+1)].

Since an analytic solution to finding an optimal
value function is not possible for realistic dialogue
scenarios, V (s) is estimated by dialogue simula-
tions.

To optimize Q and populate the policy with ex-
pected values, the learner needs to explore un-
tried actions (system moves) to gain more expe-
riences, and combine this with exploitation of the

41



!

!
!!

!

!

!

!

!!
!!!
!
!
!

!!

!

!

!

!
!

!

!!

!
!

!

!
!

!
!

!

!

!

!

!!

!

!
!

!!

!

!

!

!

!

!

!

!

!
!!!

!

!!

!

!!

!

!!

!

!
!
!!

!

!

!

!

!!

!!

!

!

!

!
!

!!

!
!!!

!

!

!

!!

!

!

!

!

!

!

!
!

!

!

!
!

!

!

!

!

!

!

!!
!

!

!!

!!
!

!

!

!!

!

!

!
!

!

!
!!
!

!

!

!

!
!

!

!

!!!

!

!
!!

!

!

!

!!

!

!!

!
!

!
!

!

!

!
!

!!

!

!

!

!

!

!

!

!
!
!!
!
!
!
!

!

!

!

!

!

!

!

!

!

!
!

!

!
!

!
!!

!
!

!!

!

!

!

!

!

!

!

!!

!
!
!
!!

!
!

!!!

!!

!
!
!

!!

!
!

!

!

!

!!!

!

!

!

!

!!

!
!!
!

!

!

!

!

!
!

!!

!

!

!

!

!

!

!

!

!

!!!
!

!

!

!

!
!
!

!

!

!

!

!

!

!
!

!
!

!

!

!

!

!
!
!
!

!

!

!

!

!

!

!
!

!
!

!

!

!

!

!
!!!

!

!
!!

!

!!
!
!

!

!

!

!

!

!
!

!

!

!
!!

!
!

!!
!

!!

!!
!

!

!

!

!
!

!
!
!!
!
!
!

!

!

!
!

!

!

!

!

!

!

!
!
!

!

!

!
!
!
!!

!
!

!
!

!!

!

!

!

!
!
!

!

!
!
!
!
!
!

!

!!
!
!

!

!

!

!
!!!

!

!

!

!
!!

!

!!!

!

!
!

!

!

!

!
!
!!!!!
!!
!

!

!
!
!!!

!!!!!!

!

!

!
!!!

!

!

!

!
!
!
!

!
!

!

!

!

!

!
!
!

!

!
!
!

!

!

!

!!

!

!
!

!

!

!

!

!

!

!

!

!

!

!!

!

!
!

!

!

!
!
!!!
!

!

!

!
!

!

!
!!

!

!
!

!

!
!
!

!

!
!!
!

!!!

!

!
!

!
!

!

!
!

!

!
!

!

!
!

!

!

!

!

!!!

!
!

!

!
!!

!

!

!

!

!

!

!

!

!
!

!

!
!
!

!

!

!

!

!

!
!
!!

!

!!!!!

!!

!

!

!

!!
!

!

!

!!

!!

!!!

!!

!

!!

!
!

!
!

!!
!!!!

!!

!

!

!
!

!
!
!

!

!!

!

!!!

!

!

!

!

!

!

!

!

!

!!!!!
!

!

!!

!
!
!

!

!

!
!
!

!

!
!

!
!

!

!

!
!

!
!
!
!

!

!

!

!!
!
!

!
!!

!
!

!

!

!
!

!
!
!

!

!

!
!!

!

!!

!

!

!
!
!
!!
!

!

!

!

!

!

!

!
!

!

!

!!

!

!
!
!

!
!

!

!

!!

!!!
!

!!!!

!

!

!

!

!

!
!!
!

!

!

!

!!

!

!!

!

!

!

!

!
!

!

!

!

!
!

!

!

!
!

!
!
!

!

!
!

!

!!

!

!

!

!
!
!

!

!

!!
!
!

!

!

!

!

!!!
!
!
!
!!
!

!
!
!

!

!
!
!!
!
!!

!

!

!

!!

!

!!

!
!
!

!

!

!
!

!

!
!!

!

!

!!!
!

!

!

!!!
!

!
!

!

!
!!!

!

!

!!
!

!

!

!
!
!

!
!
!
!!!
!
!

!

!
!

!

!

!
!

!
!

!!

!

!
!!!

!

!!!!
!
!
!
!
!
!
!

!

!
!!!

!

!

!
!

!

!
!

!!!!!!

!

!
!
!
!

!

!

!
!!
!
!
!

!
!
!

!

!

!

!

!
!
!

!

!

!!

!!
!
!!
!
!!
!
!
!!!
!

!

!!
!
!
!
!
!
!!
!!

!

!!!!

!

!!!!
!!
!

!!!
!!
!
!
!!
!!

!

!!

!

!

!

!

!
!

!

!

!

!!
!

!

!

!

!!!
!

!!
!
!

!

!

!
!

!
!

!
!

!
!

!

!

!

!
!
!

!

!!

!!
!
!
!
!!

!

!

!!
!
!

!!
!!!
!!

!

!
!!!
!!
!!!
!
!
!

!

!

!

!!

!
!
!
!!!

!

!

!

!

!

!
!

!
!

!

!!!

!!

!!!

!

!!

!

!
!
!
!

!!
!

!

!
!!
!

!

!

!

!!

!

!!

!

!

!

!

!!
!

!
!
!

!

!!!
!
!
!

!

!
!!!!
!
!
!!
!!!

!

!

!

!

!

!
!

!

!
!!

!
!

!

!

!
!
!

!!

!

!!
!

!

!
!!

!!
!

!!!
!!!
!
!
!!

!

!

!

!

!
!!

!

!

!

!
!!
!

!

!

!

!

!
!

!!
!

!
!

!
!

!!
!
!

!
!

!

!

!

!
!
!!
!
!
!

!
!
!

!

!

!
!!!
!
!!

!
!

!!!

!
!!

!

!

!

!!
!!
!

!

!!
!
!!
!!!

!

!

!

!

!

!

!
!

!

!!

!

!

!

!!

!
!

!

!!!
!
!
!!!!!
!

!
!
!

!

!!!

!

!

!!!

!

!

!

!
!
!!!
!

!
!!

!

!

!

!!
!
!
!!
!

!

!

!!

!!
!
!

!
!!!!!

!

!

!

!
!!!!!
!!

!

!
!!
!
!!
!
!
!
!
!!!
!

!

!!
!
!!!

!

!
!

!
!!
!

!
!

!
!!!
!
!!
!

!

!

!!!
!

!
!

!!
!
!!!!
!
!
!!!

!
!!
!
!!!

!

!

!
!
!
!
!
!
!

!
!

!!!
!

!

!

!!
!!

!!
!

!
!

!

!!

!

!
!

!

!!

!
!
!

!

!
!!

!

!
!

!

!
!!!
!

!!!

!
!

!
!!!
!!
!
!
!!!!
!!

!

!
!

!
!
!!
!

!

!

!

!!!!!

!!

!

!

!
!
!
!
!
!!
!
!

!

!

!!
!

!
!
!

!

!!!
!!

!

!
!!!
!

!!
!

!

!

!!
!!!!

!
!
!

!
!!!!
!

!
!!
!

!
!
!
!

!
!!
!
!!
!

!
!
!

!
!
!

!

!

!!
!!!

!

!!

!

!
!

!!!

!!
!
!
!
!

!!

!

!

!!!!!
!

!

!

!

!
!!

!!
!!!!!
!

!
!
!

!!
!

!

!
!!
!

!
!!!

!!
!!
!

!
!
!

!
!!
!

!

!!

!
!

!!!!
!
!!

!!

!

!

!
!

!
!

!!!
!
!

!

!
!
!

!

!!
!!!!
!
!
!

!!
!!
!!

!
!
!!!
!

!

!!
!

!

!
!
!
!
!!

!

!

!
!
!
!!!
!

!

!
!!

!

!

!!!

!

!

!!
!
!

!
!

!

!!

!

!

!
!

!
!
!
!!
!

!
!
!

!

!
!!
!!!!!

!

!
!!

!!

!
!

!

!
!
!!!
!

!!
!!!
!!!

!

!

!

!
!
!
!

!!!!
!
!!
!
!
!

!
!
!
!

!

!

!
!
!
!

!
!
!
!
!

!
!
!

!

!

!
!

!
!
!
!

!

!
!!
!!

!

!!
!
!!!!!
!

!
!

!

!!!!

!

!
!

!!

!

!
!
!

!

!!!!
!!
!
!
!
!

!!

!!
!

!!!!!

!
!
!
!
!!
!!!!!!
!!!!!!!!
!

!

!!
!

!
!!

!!
!
!

!!
!
!

!!
!
!
!!
!!
!
!!
!!

!

!
!

!

!!!
!
!

!

!

!

!

!

!
!

!!!
!!
!
!

!

!
!
!!!
!!

!

!

!

!!

!
!
!!
!
!!

!

!
!!
!

!

!
!!!!

!

!
!!
!!!!
!!!
!

!

!
!!!
!!

!

!!!
!
!!
!
!

!
!!!!
!

!
!
!!!
!
!!!

!

!!!

!
!!
!
!
!

!

!
!
!!

!!!

!
!!!
!
!!

!

!!!

!

!!
!
!

!

!
!

!
!
!!

!

!
!!

!!
!

!!!!!
!

!!
!
!

!
!
!

!
!

!

!

!

!
!
!!!
!!

!

!!

!
!

!

!
!
!
!

!

!
!!!

!

!

!

!
!
!

!
!

!!!!
!
!!!!!!!
!

!!
!

!
!
!

!

!!
!!!
!

!
!!!
!
!!
!!

!

!!
!

!

!

!
!
!

!

!!!!!
!!!!!

!
!

!

!
!!
!
!
!
!!!
!!!
!!!!

!

!
!
!!!!
!!

!
!
!
!
!

!
!
!
!!
!
!
!

!

!
!
!

!!

!

!

!
!
!!
!
!!
!

!!!
!
!

!
!
!!

!!
!

!
!!
!

!

!

!

!

!
!
!
!
!!!
!

!

!

!!
!
!

!!
!
!
!!
!!!!
!!
!

!
!

!
!

!!

!

!

!

!
!

!

!!!!

!

!!!!
!
!
!!

!
!
!

!
!
!
!!

!
!

!
!!
!
!
!

!

!!
!!!!
!!
!

!
!!
!
!
!!
!
!
!!
!
!!
!!!
!

!

!
!!

!
!
!!
!
!

!

!!!!
!
!
!
!
!
!!!!
!
!!
!!
!
!

!

!
!
!
!
!!

!
!
!
!
!
!
!

!

!!

!
!!!

!
!

!

!
!
!
!
!!

!!
!
!
!

!
!
!!
!

!

!
!
!
!

!!
!!
!
!
!
!
!!

!
!

!
!

!

!

!
!
!

!
!

!!!
!
!

!!
!!!

!

!!
!!!
!!
!
!

!!
!!
!

!

!
!
!!!
!

!
!
!

!

!!
!
!!
!
!

!
!
!
!
!
!
!
!
!
!!

!
!
!
!!
!
!
!!!!
!

!

!
!!!!
!!!!!
!!!

!

!
!

!

!!
!

!

!
!

!
!
!
!
!
!
!!
!
!

!!
!!
!
!!
!!

!
!
!!
!!
!!

!!

!

!

!

!
!
!

!!
!!

!

!
!!!
!
!!!!!!!
!
!!
!
!
!
!
!
!!
!

!!
!

!!

!

!

!
!
!

!!
!

!

!
!

!

!

!
!
!
!!
!

!
!
!

!
!
!
!!
!!
!!
!
!!
!!
!
!

!

!
!

!
!
!
!

!

!
!

!
!
!!
!
!!!
!
!!
!
!
!
!

!

!

!

!
!
!
!!!
!

!
!
!

!
!!!
!
!!

!

!
!
!!!
!
!
!
!!
!

!!

!

!
!
!
!
!
!!!
!!!
!!

!
!
!!
!!
!
!
!
!!
!
!
!
!!!!
!
!!!

!
!
!
!

!
!
!
!
!!
!!!

!

!
!
!!

!

!!
!

!

!

!

!!!!
!
!
!
!
!
!
!!
!!

!!

!
!!

!

!

!!
!!

!

!

!
!
!

!

!
!!
!
!!!!
!

!

!
!!!
!
!
!

!
!
!
!!!
!!
!
!!

!

!
!
!
!!
!!
!
!!!

!!
!!
!

!

!

!

!!

!

!

!

!
!
!
!
!
!
!
!
!
!
!
!

!
!!!
!!

!!
!
!

!!

!

!
!

!

!
!

!
!!

!
!!

!

!

!

!
!
!
!
!!

!!!
!
!
!!
!
!

!

!
!!!
!!
!

!

!!

!

!

!
!!
!
!

!

!

!!
!
!
!!
!!

!
!
!!

!

!!!
!
!!!!
!
!!
!!
!
!
!

!!!
!

!

!
!!
!
!
!
!!
!

!
!!!
!
!!
!

!
!
!

!
!!!!
!
!
!

!
!

!

!!

!
!!
!

!
!

!

!!
!
!
!
!

!!

!

!!!
!
!
!!
!!
!
!!
!
!
!

!

!!

!
!!!
!

!
!

!
!
!!
!!

!

!
!
!!

!

!
!!!
!!

!!!
!!!!
!

!!

!
!!
!
!

!!

!

!
!

!
!
!!
!
!

!!
!!
!

!

!
!!
!!
!
!
!
!

!
!
!

!
!
!

!
!

!

!
!!
!!
!!!!!!
!

!
!

!

!
!!
!!!
!
!
!
!!
!
!
!

!

!
!!!
!!!!!!!

!
!
!
!
!!

!!!

!

!

!

!
!

!
!
!!!!

!

!
!
!
!
!!
!
!
!

!
!

!
!!!
!
!!
!
!
!
!
!

!

!!!
!

!
!

!
!
!
!
!!!
!

!
!
!!
!
!
!

!
!

!
!
!
!!!!!
!
!!
!!

!!!
!!!!
!!

!

!
!
!!
!

!
!

!

!

!
!!
!

!
!
!

!!
!
!
!!
!
!

!!!!
!!!

!!
!
!!!

!!

!!
!
!
!!
!
!!!
!
!
!
!!
!
!!
!

!
!
!!!

!
!!!
!

!

!

!
!
!!!
!
!!
!!!!
!
!!
!
!

!

!
!!

!!
!
!

!
!!
!

!

!
!!

!

!!!

!
!!

!

!
!!
!!!

!

!
!
!
!

!
!
!

!
!

!
!
!

!

!
!!!!
!
!
!!
!
!
!!
!
!!
!
!
!

!

!
!
!
!

!

!

!
!
!
!

!
!
!!
!!
!

!
!!
!!
!

!

!

!
!
!
!

!!
!
!
!!!
!
!!
!
!!
!
!!

!
!!
!!
!

!

!!!!!!
!
!!
!!!
!
!!
!
!
!
!!
!
!!!
!

!!

!
!
!!

!

!!
!

!!
!!!
!

!!

!
!!!

!

!!!!!!!!!
!!!
!
!
!
!
!
!
!!
!!

!!
!
!

!

!

!

!!
!!
!
!!

!
!
!!

!

!!
!
!
!!
!

!

!

!
!
!
!
!
!!!
!
!
!
!
!
!!!
!
!
!
!

!

!!
!

!!
!!
!

!
!!!!!!!
!

!
!!
!!

!
!
!

!
!
!

!

!
!

!!
!
!
!
!

!
!
!
!!!
!

!
!!
!!

!

!
!
!

!!!!
!
!
!!
!!
!!

!
!

!

!!!
!!
!!
!!
!!!
!
!

!

!

!
!!!
!
!!!!
!
!
!

!

!!

!!!
!

!
!
!
!
!

!!!

!
!

!

!
!!
!!
!
!

!
!
!!
!!
!

!

!!
!
!

!!!!
!
!!
!!!
!
!
!
!!!
!
!
!
!!
!!
!!
!

!

!
!
!
!!
!

!
!!

!

!

!
!!

!
!!!!!
!!!
!!
!

!
!!!
!!

!

!
!
!
!
!!
!
!
!
!!!

!

!!
!

!

!!!

!

!

!

!

!
!
!
!

!!!
!!
!!

!

!

!
!

!!
!
!
!!
!

!

!
!
!
!!!
!

!

!
!
!!!!!!!
!
!!!!
!
!!
!
!

!!!
!

!
!
!
!

!
!

!
!!!
!
!

!!
!
!!
!
!!!!
!
!!
!
!
!

!
!
!!

!!
!!
!
!

!!!!!
!
!

!
!!!

!
!!!!
!!
!
!!

!!

!!
!
!!!
!

!

!

!

!

!

!
!!

!
!
!!!

!
!
!
!
!
!
!
!!
!
!!
!

!

!
!
!
!
!!
!
!
!
!

!

!
!

!

!
!
!
!!
!

!

!
!!
!

!

!

!

!!

!

!
!
!
!!!!
!
!!!

!
!
!
!
!!!
!
!
!
!
!
!
!

!
!
!!!

!!
!
!
!
!
!!!
!

!!
!
!

!!

!
!!

!

!!!
!!!
!
!
!!
!!

!

!

!!!!
!
!!

!
!

!!
!!

!

!

!
!!!

!
!
!
!

!
!
!
!

!

!
!!!
!
!
!
!
!
!!
!
!!!!

!
!

!
!
!!!

!!
!!!
!
!
!!!!
!
!

!!
!
!

!

!!!

!
!!
!

!!
!
!

!
!
!!!!!
!!!
!
!!!!

!
!
!
!!
!
!!!
!

!
!

!
!!
!
!

!

!!

!

!
!!
!
!
!
!
!
!
!

!
!
!

!
!

!
!

!!!
!

!

!!

!!!
!
!
!
!!
!!
!
!!!
!
!

!
!
!
!

!
!!!
!
!!
!
!

!
!

!

!

!
!!!!
!
!
!!!!
!!
!!

!
!
!

!

!

!
!!
!
!
!
!!!!
!

!!!

!
!
!
!
!
!

!!!
!!

!!
!!!!!!
!
!
!
!
!
!
!!

!

!
!
!!
!!

!
!

!
!!
!
!!
!

!

!

!!!
!

!!
!
!
!!
!

!
!
!!
!

!
!
!!

!!
!!

!

!!!!!
!
!
!
!
!
!!!
!
!
!!!
!
!
!!!!
!
!!!
!
!
!

!

!
!!!
!!
!

!

!!
!

!

!
!
!!!!
!

!

!

!
!

!

!!!!
!!

!!!
!!
!!

!!!

!

!!

!
!
!

!
!!!!
!
!

!
!
!
!
!

!
!!
!

!

!!

!
!

!

!

!!!

!
!

!

!

!!
!
!
!

!
!
!
!
!
!!
!
!

!

!

!
!
!

!!!

!
!!!
!!

!!
!
!
!
!

!

!
!!
!
!!

!

!!!
!
!!
!!!
!
!
!
!!
!
!

!

!!
!

!

!

!

!
!!
!!

!!
!
!
!!
!
!
!
!
!

!

!!
!
!
!
!!
!!
!!!
!

!

!
!!
!
!
!
!!

!

!!
!
!!

!

!!!!

!
!
!!
!!
!

!
!
!
!
!!!

!

!!!!
!

!
!

!

!
!
!
!
!
!!

!!
!
!
!
!
!
!

!!
!
!
!!!!!
!
!!!
!
!!!
!!

!

!
!
!
!
!
!

!
!
!!!
!
!
!
!
!
!

!

!
!
!!!
!!

!!!
!
!
!
!

!
!!
!!!
!

!
!
!
!

!
!
!
!!!!
!
!
!!
!
!
!
!
!!!
!
!
!
!!
!

!!

!

!
!
!
!
!!
!

!
!

!

!!
!

!
!

!
!
!!
!
!!!!!
!
!
!!!!

!

!!

!
!!
!

!!

!
!
!
!
!
!
!
!!
!

!

!
!

!
!

!
!
!

!

!!!!!

!
!!
!
!

!
!!!
!!!
!

!!!

!

!!

!
!
!
!
!!

!

!

!

!
!
!
!
!!
!!
!!!
!!!
!

!
!
!
!!!
!!
!
!
!!
!
!
!!

!
!
!!!
!

!
!!

!!
!!
!

!
!!!!

!

!!
!!
!
!!

!
!
!
!
!
!

!!!!
!

!!
!
!
!!!!
!
!
!!!
!

!
!
!!
!!
!
!
!

!
!

!

!
!
!
!
!
!

!!
!
!
!
!!!

!

!
!
!

!

!
!

!

!
!
!!!
!!!!!
!!!!
!!
!
!
!

!
!
!
!
!
!
!
!
!!
!!
!
!
!!
!
!
!
!
!
!
!
!

!
!!
!

!

!!
!

!

!
!!!
!

!

!
!!
!!
!
!!!!

!
!!
!

!!!
!

!
!!!!!
!

!

!
!
!
!
!
!!!!!!
!!

!

!
!
!

!

!!!
!
!!!!
!
!
!

!
!
!!
!
!
!!
!
!!

!

!

!
!!
!

!

!

!

!
!
!
!

!

!

!
!

!

!!!!
!
!

!!
!!!
!!
!!
!!!!!

!!

!

!!
!
!

!
!
!!!

!
!!!!

!

!!!
!!
!
!
!!
!
!
!

!!

!

!
!
!

!
!
!

!
!
!
!
!
!
!

!!
!
!
!
!
!
!!!

!

!!

!
!
!
!
!!!!!

!

!

!!!!!!!!!!
!!!
!!
!

!
!
!
!
!
!
!
!
!
!!

!

!

!
!!!!
!

!!

!

!
!

!
!!

!

!!
!
!!
!!
!
!!

!!

!
!!!!
!
!
!

!
!!
!!

!

!
!

!
!!
!
!!!
!!
!!
!
!!!!!!!!!!
!

!
!!!!
!
!!
!!

!
!!!
!

!
!
!

!

!
!

!

!
!
!

!
!
!
!!
!

!
!
!!

!

!

!
!
!!

!
!
!!
!
!
!!!
!

!

!

!

!

!!!!
!
!

!

!
!!
!!
!

!

!
!

!

!
!!
!
!
!!
!
!

!

!
!
!!!
!

!!

!
!!
!!

!

!
!!!
!!
!
!
!!!!!!
!
!

!!
!!
!!
!

!!

!
!
!
!

!
!!!
!

!
!
!
!
!!

!
!
!
!!
!
!
!!
!

!
!
!

!
!!
!
!!
!

!

!
!!!!!
!
!

!

!
!
!

!!!
!

!

!
!
!
!
!!!!!!!
!
!!!
!!
!
!
!
!
!
!
!

!

!!!

!
!
!
!
!

!
!!
!!!
!

!

!
!
!
!!!
!
!!!
!!
!!!
!
!!
!!!
!

!!

!

!!
!
!
!!!!!
!

!
!!
!
!
!
!

!

!

!
!

!

!!
!

!!
!!!!
!
!
!
!
!!

!!!
!!
!!
!!
!!
!!
!
!
!
!
!
!
!!!
!
!!
!
!
!!!!!!
!

!

!
!
!
!!

!
!

!

!!

!

!
!
!
!
!

!!

!
!
!
!
!
!

!

!!
!
!

!

!

!
!
!

!
!

!

!
!
!
!
!!
!

!

!
!

!
!
!

!
!!
!
!

!
!
!!
!
!

!
!

!
!!

!

!
!
!
!!
!
!
!
!

!

!
!!
!
!!!!
!
!
!!
!
!

!!
!
!

!
!!
!

!

!
!!

!

!
!!
!
!
!!

!

!!!
!

!!

!
!

!

!
!!
!
!!
!
!!!
!
!!
!
!
!
!!!
!
!
!!

!

!!
!

!

!
!
!

!
!!
!
!

!
!
!!

!

!!!
!!!
!
!

!!

!

!
!
!
!
!
!
!

!

!!!!
!
!
!
!!
!

!!
!!!!
!!
!!!!!!
!

!!
!
!
!

!

!!

!
!!!
!
!
!
!
!

!

!

!
!

!!
!
!!
!

!
!!!!!
!
!
!

!

!!

!

!
!!!!!

!
!

!

!

!
!
!
!

!

!

!

!
!

!

!
!

!

!
!
!
!
!
!

!

!

!
!!
!

!

!
!!
!
!
!
!
!
!
!!

!
!
!!
!!
!!

!
!
!
!!!!!
!!
!

!

!
!
!
!!
!

!!

!
!!
!
!!

!

!
!!
!
!
!
!

!!

!
!!!
!

!
!!
!!
!
!
!
!
!!!
!!
!

!

!!
!
!
!!
!

!
!

!

!
!
!
!!!
!

!

!

!

!
!

!

!
!

!
!

!!
!!!
!
!
!

!!

!
!
!!!

!

!
!
!
!!
!
!!!
!!
!

!!
!!!
!

!

!

!
!
!

!
!
!!
!!
!!

!
!
!
!!

!!

!
!
!

!

!!!
!
!!!!
!
!!
!
!
!
!
!
!!

!

!
!!!!

!
!!
!!!

!!
!!
!!
!

!

!!
!!
!!!!!!
!

!

!

!
!!
!

!

!!
!!
!
!!
!!
!
!!

!

!!!!

!

!

!
!
!

!!

!!
!
!

!
!
!!!!
!!!!
!
!!
!

!

!!!
!

!!
!
!
!!!
!
!
!!!!!
!!
!

!
!
!
!!!!!
!

!
!!!!
!
!
!
!
!

!!
!

!
!
!
!
!

!!!
!!
!

!
!!
!

!

!!!

!

!

!
!

!
!
!

!

!
!!
!
!
!
!

!
!!
!!

!
!
!!

!

!!!!!!!
!!
!!

!

!

!
!
!
!
!!
!!

!

!

!

!!!
!!

!
!
!
!!
!
!
!
!!
!
!
!!
!

!
!
!
!

!
!!
!

!
!!!!!!
!
!

!
!

!
!!

!
!
!

!
!!
!

!
!!!!!!
!
!

!
!
!!
!!

!

!

!!

!
!!
!
!
!
!
!!
!
!!!
!

!

!!!
!!!
!
!
!!

!

!
!
!
!

!

!
!

!

!

!!

!
!
!
!
!
!
!!
!!!!!!
!

!
!
!
!!!
!
!

!

!
!
!
!
!!
!
!
!
!
!

!

!
!!!
!!!
!
!
!
!
!
!!!

!
!

!

!!
!
!!
!

!
!
!!
!
!

!!!!
!
!!

!

!!
!!

!!
!
!

!

!
!

!

!!

!

!
!
!
!

!

!
!
!

!
!
!
!
!

!

!
!!!!
!!
!!
!
!
!

!
!!
!

!!!

!
!!
!
!!!
!

!!
!

!

!

!
!

!

!
!

!!
!

!

!
!
!
!!
!

!
!
!
!!
!!!
!
!!
!
!
!
!

!
!
!

!

!!
!
!
!
!!
!

!
!!
!!!
!
!

!
!
!
!
!

!!
!

!!
!

!!

!
!
!

!

!
!!
!
!
!!
!

!

!!!!

!

!
!
!
!!!!
!
!
!
!!
!
!
!
!!
!
!
!
!!
!

!

!!

!
!!
!
!
!!!
!
!!
!!!!

!

!!
!!

!

!
!
!
!
!!
!
!
!
!

!

!
!
!!!
!

!

!

!

!!!
!

!
!!
!

!

!

!!

!

!

!

!

!

!

!

!

!
!
!
!!
!
!!!!!
!
!
!
!
!

!
!
!
!!!

!
!!
!!!
!
!
!
!!
!

!

!
!
!

!

!!
!
!
!!!
!!

!

!
!
!
!
!

!!!!
!
!
!
!
!!
!
!
!
!
!
!

!

!

!
!
!!!
!

!
!!!!
!

!
!
!
!!
!
!!!
!

!
!!
!
!
!
!

!!
!
!!
!
!

!
!!!
!!
!

!

!!
!

!
!
!
!
!!!

!

!

!

!!!!!
!

!!
!!!!
!!
!
!
!!!
!!!

!
!!
!!
!

!!!!!
!
!
!

!

!

!!
!
!!!

!
!

!

!
!!
!!

!

!
!

!

!!

!
!!
!
!!!
!
!!
!

!
!
!
!
!!

!
!!!!
!!
!
!

!

!

!

!
!
!

!
!
!!!
!!

!
!
!!!!
!!
!

!
!!

!
!!!
!!

!

!!!!!!
!

!!

!!

!
!!
!
!!
!
!
!!!

!
!

!

!
!
!
!
!
!
!!
!!
!

!

!
!
!!
!
!
!!!
!

!
!
!
!!!!
!
!
!
!
!
!

!

!
!
!
!
!
!

!
!

!

!!!!!!
!
!
!!
!
!
!!
!!

!

!

!!

!!

!
!
!
!

!

!

!!!!
!
!
!
!!
!!

!!

!
!
!
!
!
!
!
!
!
!!
!
!
!
!!!!!
!
!!!
!!

!
!
!

!

!
!
!
!

!

!

!
!!
!
!

!

!

!!!
!!
!!
!
!

!!!

!

!
!
!!
!
!

!
!!

!

!
!
!
!
!

!
!
!
!
!!
!!
!
!
!
!
!
!
!
!
!
!!
!
!
!!!

!!!!

!
!
!!
!
!!
!!!
!
!!
!!
!

!!!
!

!

!!!
!
!
!
!!!
!
!
!
!!
!
!
!
!!
!

!
!
!
!
!
!!
!

!

!
!
!
!
!!

!
!

!
!!
!

!

!
!

!
!!
!
!!
!!
!
!!!

!

!
!
!
!!!!!
!

!

!

!

!
!
!
!
!

!!
!
!!!
!!
!
!!!
!!

!
!!
!

!!

!

!!!
!

!
!!!!
!
!
!
!
!!
!!
!
!
!!

!!
!!
!

!
!

!

!

!
!
!!
!
!
!

!

!
!!
!
!
!!

!!
!!
!
!
!

!!
!
!
!
!
!
!

!

!

!
!
!
!

!

!!
!!!!!!
!
!
!!
!!

!
!

!
!!!!
!

!!
!
!!
!!
!!!
!!
!!!!!!!

!
!
!

!
!

!
!
!
!

!

!!
!
!!

!
!!
!

!
!

!!!
!

!

!

!

!
!
!!!
!
!

!!

!

!
!
!!
!
!

!!!!

!!
!
!
!
!!

!!

!
!!
!
!

!!!
!
!
!!

!
!

!
!
!!!!
!!!
!

!
!!!!

!

!
!!!!!
!
!!!
!!
!!
!
!!
!
!
!
!
!

!

!!!!

!

!!!

!
!

!!!
!
!
!
!!!
!
!
!!!
!!
!!
!!

!
!!
!
!
!

!

!
!
!!

!
!

!
!
!
!

!

!

!
!!
!!

!
!!
!
!
!!
!!!!!
!!
!
!
!
!
!
!

!!!
!!
!
!
!
!
!
!
!
!
!

!

!!
!!!
!
!!!!!
!!!
!
!

!

!!!

!!

!!
!

!
!
!

!

!!!
!
!
!

!

!
!
!

!
!!!
!
!

!

!!!
!

!!
!

!!
!!!
!
!

!
!
!
!!
!!
!
!

!!

!

!
!
!
!
!!
!!
!
!
!

!
!!
!
!!!!!

!
!
!
!
!
!

!!

!
!
!

!

!
!!!
!
!!!!
!

!

!
!
!
!
!

!

!
!
!!
!
!
!!
!
!
!!

!!
!
!
!

!

!
!!

!

!
!
!

!
!
!!!

!

!
!!

!
!
!
!!
!!

!

!
!
!

!!

!!
!!!!!
!!
!!

!
!!
!
!
!!
!

!!
!!
!
!
!
!!
!

!

!

!!

!
!!
!
!
!

!

!
!

!!
!!!!
!

!

!

!
!!

!

!
!
!!
!!

!

!!
!
!!
!

!

!!

!!
!
!

!!
!
!
!!
!!

!
!
!
!
!
!!!!

!

!!!
!
!!

!

!!
!!!!!
!
!
!!

!

!

!
!!!!!
!
!
!!
!!!!
!!

!!
!!!
!
!!!
!
!!!
!
!
!

!

!

!
!

!
!!
!
!
!
!

!

!!!

!!

!

!
!

!
!
!
!!
!
!!!
!
!

!
!
!
!

!

!!!
!
!
!!

!

!
!!!!
!

!
!!!!
!
!

!

!
!!!
!
!
!!!
!
!!
!
!
!
!!!!!

!

!

!
!!

!

!
!

!
!

!
!
!!
!

!
!

!

!!
!!
!

!

!
!
!!
!!!
!
!
!
!

!
!
!
!

!

!!
!!

!!

!

!
!
!
!!!

!

!
!
!!
!

!
!
!!!!!!!!
!
!
!!!!!
!

!

!
!!!
!
!

!

!!!
!
!
!
!!
!!

!!
!!
!!
!

!

!
!!!
!!
!

!

!

!
!
!

!!!
!!
!

!
!
!
!!
!
!
!!

!
!!!!
!

!
!!
!
!!

!
!
!!
!

!
!
!

!
!!!

!
!
!
!

!
!!

!

!!!!

!

!
!
!!!
!
!!
!
!

!
!
!
!

!
!!!
!
!
!
!

!!

!!!

!
!
!

!
!
!!
!!
!
!
!!
!

!

!
!!

!

!
!!
!!
!

!
!
!

!

!

!

!
!
!

!

!
!
!

!
!
!
!
!!

!
!!!
!
!!!!
!
!!!!
!!
!!!!!!

!

!!
!

!!
!
!
!!
!

!
!!
!
!!!!
!

!

!!!
!

!

!!
!

!!!
!
!

!
!
!
!
!
!!

!
!
!!!
!!
!!!
!

!
!

!!
!
!
!

!
!!!
!

!

!

!!!
!

!
!
!

!
!!!!
!
!
!!

!

!

!

!

!!!
!
!!
!
!
!

!!!

!
!
!

!!
!
!
!
!
!
!
!
!!!

!!

!

!!!!

!

!!
!!
!!!!
!!
!
!
!
!
!!
!

!
!
!
!!

!

!

!

!!
!!
!

!!
!
!

!!

!!

!
!!
!
!
!!

!
!
!!!
!!!
!
!

!

!!!!

!
!
!!
!
!

!
!!
!
!

!
!
!
!
!!
!!
!!
!
!
!
!
!
!
!

!

!!
!

!!

!!
!
!!
!
!!

!
!!!
!
!!
!
!

!

!
!
!!!!
!

!

!

!

!
!
!!
!!!!
!

!!
!!

!
!
!
!!
!!
!!
!!
!
!!

!
!!

!
!
!

!

!
!
!

!!

!
!
!
!
!!
!

!
!
!

!
!
!

!

!
!
!!!
!
!
!
!!
!
!
!
!

!
!
!

!

!
!!
!

!
!
!!
!!
!
!

!

!!
!
!
!
!
!
!
!

!!
!
!
!
!
!
!
!!

!

!
!
!
!!!
!!
!
!

!

!!
!
!
!
!
!

!

!!
!!!!
!
!
!
!
!
!!
!
!!!!!!!!
!
!!!
!
!!!
!
!
!

!!
!
!
!

!!

!

!

!

!
!
!
!
!
!!!
!!

!!

!!
!

!
!!
!!
!
!
!!
!!!!

!

!
!

!!
!!
!!
!!
!!

!

!
!
!!
!!!

!

!
!!!
!

!

!!!
!!!!

!
!!

!
!

!
!
!
!
!

!!
!
!
!
!
!

!
!

!

!

!

!
!
!
!
!!
!!
!
!

!

!
!

!

!!!
!
!
!!!
!
!

!
!
!!!
!
!
!

!!!

!

!
!

!!
!!
!
!
!!!!
!
!

!
!!
!
!
!
!

!!
!!

!

!
!!
!!
!

!
!
!
!!
!
!
!
!
!
!
!

!
!
!!

!

!!!
!
!

!

!
!

!
!

!!
!!

!

!!!!!!!!!
!
!
!
!!!!
!!!

!
!!
!
!
!

!!

!

!!!
!
!!
!

!

!!!

!
!
!

!
!!!
!
!
!
!
!!

!
!
!
!
!!
!
!!
!!!

!

!

!

!
!
!
!!

!

!!!!

!

!!!

!

!!!!!
!
!!
!!!!
!
!

!
!
!
!
!!!!!!!
!

!!!

!
!
!
!!!
!
!!
!
!
!

!
!
!

!
!
!
!
!

!
!

!

!
!
!
!
!
!!
!!
!
!
!

!

!

!
!

!

!
!!

!

!
!!
!!

!!
!

!

!

!!

!
!
!!
!

!!
!
!
!

!

!
!!!!
!
!
!
!!
!

!

!
!!!!!!!!
!
!
!
!!

!

!!!
!

!

!
!
!
!
!
!
!!!
!
!!!
!

!
!!!
!

!
!
!
!
!

!
!
!
!!!
!
!
!
!
!
!!

!

!!!
!

!

!
!

!
!

!
!!
!
!
!

!
!
!
!
!
!!!!!
!
!

!

!
!

!
!!!

!

!
!
!!
!
!!
!!!
!
!
!

!
!
!
!!!!
!
!
!

!
!!

!

!
!
!
!
!

!
!!
!
!!
!
!!

!

!!
!

!

!!

!

!!!
!
!
!
!
!
!

!!!
!
!!
!!!
!
!!
!!

!

!
!!
!

!
!!
!
!
!!!
!
!
!
!
!
!

!

!

!
!

!

!
!
!
!!!
!!

!
!!
!
!
!
!!!
!!

!!!!
!!
!

!
!!!
!

!

!!!

!

!

!

!
!
!

!

!!!!

!

!!
!

!
!
!

!

!!
!
!

!!
!

!
!
!
!!
!
!

!
!!
!

!
!
!

!
!
!
!!!
!
!
!
!
!!

!

!!

!

!
!
!
!
!
!

!
!

!
!
!

!!
!
!
!

!

!!

!
!
!!!

!

!!
!
!
!

!

!!
!!
!
!!
!!
!!!!
!
!
!

!!

!!

!

!
!
!!
!!!!!
!!

!
!!
!

!
!!

!
!
!
!
!

!

!!

!

!
!

!
!
!!!
!
!
!
!
!!
!

!

!

!!

!!

!
!

!
!
!!

!!

!
!!

!!
!
!!

!!!

!!
!!!!!
!
!!!
!
!

!
!
!
!

!
!!

!

!
!!

!

!

!
!
!

!

!!

!
!!!
!

!

!

!!
!!!
!

!!
!!!
!!!!
!

!
!

!
!
!
!!!
!
!!
!
!!
!!

!

!
!!
!

!

!!!

!!
!!

!

!

!

!

!

!

!
!

!

!!!
!

!

!

!
!
!

!
!

!

!!

!
!
!
!
!

!
!
!
!
!!
!

!

!!
!!
!
!

!

!!
!!!
!!

!
!
!

!!

!
!
!
!
!!
!!!!!
!
!!!!
!
!
!!
!!
!

!
!

!
!!
!!!!!
!!
!!
!!

!

!!
!

!

!!

!
!!!
!
!
!

!
!!!!!
!

!

!
!!!

!
!
!
!!
!!
!
!
!!
!
!!!
!
!!

!

!
!
!
!
!!!!
!
!
!!

!
!
!
!!
!!!

!!
!
!
!
!

!
!
!!!!

!!
!!
!
!
!
!!
!
!
!
!

!

!
!
!
!!
!
!!
!
!!
!
!

!!!
!
!
!
!!
!
!!
!!
!

!
!!
!

!

!

!
!
!!
!!

!

!
!
!
!

!

!

!
!
!
!
!!!
!!

!!

!
!!!
!
!!!
!!!
!!!!!!!
!
!!
!
!
!
!!
!
!
!
!

!

!
!!
!!
!
!

!

!
!
!
!!
!
!
!!
!

!

!
!
!!
!
!

!
!
!!

!

!
!

!
!
!!

!
!!
!
!!!!!!
!
!
!

!
!
!!!
!!!!
!
!
!

!
!!!
!!

!
!
!
!!

!

!!
!

!
!
!
!

!!

!

!!
!
!

!!
!!
!
!
!

!

!
!!
!
!

!

!!!

!
!!
!

!

!

!
!
!

!!
!!
!
!
!
!
!

!
!
!
!
!
!!!
!
!!
!!

!
!!
!
!!!!
!

!
!
!
!
!!

!!!
!

!

!

!

!

!
!!!!!!!!
!!
!
!
!!!
!
!!
!!

!

!!!
!
!
!
!!
!

!

!!
!
!
!

!

!
!
!!
!!!!

!

!
!

!!
!!
!
!
!
!
!
!
!
!!
!!!!
!
!!!
!
!!
!!!
!!!!
!

!!
!
!
!!
!
!
!

!!!

!
!
!

!
!
!
!
!
!
!
!!

!

!!!
!

!!
!!
!

!
!
!

!
!!
!!!
!
!!

!

!
!!!
!!
!!!!
!!
!!
!!

!!
!!!

!!

!
!

!!!

!

!
!
!
!
!
!
!
!!

!
!
!!
!
!
!
!
!
!
!
!
!!!
!
!
!!
!!!
!!
!!!!!!
!
!
!
!

!
!!!!
!

!!!
!

!
!!
!
!
!!
!

!

0 2000 4000 6000 8000 10000

!
8

!
6

!
4

!
2

0

x8

g
re
e
d
y
0
.0
_
fi
x
e
d
_
e
rr
o
r_
s
e
s
s
io
n
s
1
0
0
0
0
_
m
a
x
s
e
s
s
io
n
le
n
g
th
4
_
ru
n
s
1
0

re
w

ar
d 

# sessions 

(a) 0% exploration, 100% exploitation: learner does not find
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(b) 20% exploration, 80% exploitation: noticeable increase in
reward, hitting upper bound

Figure 1: Exploration/exploitation trade-off

already known successful actions to also ensure
high reward. In principle there is no distinction
between training and testing. Learning in the RL-
based dialogue manager is strongly dependent on
the chosen exploration/exploitation trade-off. This
is determined by the action selection policy, which
for each system turn decides probabilistically (ε-
greedy, softmax) if to exploit the currently known
best action of the policy for the believed dialogue
state, or to explore an untried action. Figure 1(a)
shows, for a subdomain of the application domain,
how the reward (expressed as minimizing costs)
reaches an upper bound early during 10,000 sim-
ulated dialogue sessions (each dot represents the
average of 10 rewards at a particular session num-
ber). Note that if the policy provides no matching
state, the system can only explore, and thus a cer-
tain amount of exploration always takes place. In
contrast, with exploration the system is able to find
lower cost solutions (figure 1(b)).

1.2 User Simulation

In order to conduct thousands of simulated dia-
logues, the DM needs to deal with heterogeneous
but plausible user input. For this purpose, we have
designed a User Simulator (US) which bootstraps
likely user behaviors starting from a small corpus
of 74 in-domain dialogs, acquired using the rule-
based version of the SDS (section 2). The task of
the US is to simulate the output of the SLU mod-
ule to the DM, hence providing it with a ranked
list of SLU hypotheses.

A list of possible user goals is stored in a
database table (section 3) using a frame/slot rep-
resentation. For each simulated dialogue, one or
more user goals are randomly selected. The User
Simulator’s task is to mimic a user wanting to per-
form such task(s). At each turn, the US mines the

previous system dialog act to obtain the concepts
required by the DM and obtains the corresponding
values (if any) from the current user goal.

The output of the user model proper is passed
to an error model that simulates the “noisy chan-
nel” recognition errors based on statistics from the
dialogue corpus. These concern concept values as
well as other dialogue phenomena such as noIn-
put, noMatch and hangUp. If the latter phenomena
occur, they are propagated to the DM directly; oth-
erwise, the following US step is to attach plausible
confidences to concept-value pairs, also based on
the dialogue corpus. Finally, concept-value pairs
are combined in an SLU hypothesis and, as in the
regular SLU module, a cumulative utterance-level
confidence is computed, determining the rank of
each of the n hypotheses. The probability of a
given concept-value observation at time t+1 given
the system act at time t, named as,t, and the ses-
sion user goal gu, P (ot+1|as,t, gu), is obtained by
combining the error model and the user model:

P (ot+1|au,t+1) · P (au,t+1|as,t, gu)

where au,t+1 is the true user action.

2 Rule-based Dialogue Management

A rule-based dialogue manager was developed as a
meaningful comparison to the trained DM, to ob-
tain training data from human-system interaction
for the user simulator, and to understand the prop-
erties of the domain (Varges et al., 2008). Rule-
based dialog management works in two stages:
retrieving and preprocessing facts (tuples) taken
from a dialogue state database (section 3), and
inferencing over those facts to generate a system
response. We distinguish between the ‘context
model’ of the first phase – essentially allowing
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more recent values for a concept to override less
recent ones – and the ‘dialog move engine’ (DME)
of the second phase. In the second stage, accep-
tor rules match SLU results to dialogue context,
for example perceived user concepts to open ques-
tions. This may result in the decision to verify the
application parameter in question, and the action
is verbalized by language generation rules. If the
parameter is accepted, application dependent task
rules determine the next parameter to be acquired,
resulting in the generation of an appropriate re-
quest.

3 Data-centric System Architecture

All data is continuously stored in a database which
web-service based processing modules (such as
SLU, DM and language generation) access. This
architecture also allows us to access the database
for immediate visualization. The system presents
an example of a “thick” inter-module informa-
tion pipeline architecture. Individual components
exchange data by means of sets of hypotheses
complemented by the detailed conversational con-
text. The database concentrates heterogeneous
types of information at various levels of descrip-
tion in a uniform way. This facilitates dialog eval-
uation, data mining and online learning because
data is available for querying as soon as it has
been stored. There is no need for separate logging
mechanisms. Multiple systems/applications are
available on the same infrastructure due to a clean
separation of its processing modules (SLU, DM,
NLG etc.) from data storage (DBMS), and moni-
toring/analysis/visualization and annotation tools.

4 Visualization Tool

We developed a live web-based dialogue visual-
ization tool that displays ongoing and past di-
alogue utterances, semantic interpretation confi-
dences and distributions of confidences for incom-
ing user acts, the dialogue manager state, and
policy-based decisions and updating. An exam-
ple of the visualization tool is given in figures 3
(dialogue logs) and 4 (annotation view). We are
currently extending the visualization tool to dis-
play the POMDP-related information that is al-
ready present in the dialogue database.

The visualization tool shows how our dedicated
SLU module produces a number of candidate se-
mantic parses using the semantics of a domain on-
tology and the output of ASR.

The visualization of the internal representation
of the POMDP-DM includes the N best dialogue
states after each user utterance and the reranking
of the action set. At the end of each dialogue ses-
sion, the reward and the policy updates are shown,
i.e. new or updated state entries and action val-
ues. Another plot relates the current dialogue’s
reward to the reward of previous dialogues (as in
plots 1(b) and 1(a)).

Users are able to talk with several systems
(via SIP phone connection to the dialogue system
server) and see their dialogues in the visualization
tool. They are able to compare the rule-based
system, a randomly exploring learner that has
not been trained yet, and several systems that
use various pre-trained policies. These policies
are obtained by dialogue simulations with user
models based on data obtained from human-
machine dialogues with the original rule-based
dialogue manager. The web tool is available
at http://cicerone.dit.unitn.it/
DialogStatistics/.
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Figure 2: Architecture for interacting with human user (left) and simulated user (right)

Figure 3: Left pane: overview of all dialogues. Right pane: visualization of a system opening prompt fol-
lowed by the user’s activity request. All distinct SLU hypotheses (concept-value combinations) deriving
from ASR are ranked based on concept-level confidence (2 in this turn).

Figure 4: Turn annotation of task success based on previously filled dialog transcriptions (left box).

44



Author Index

Akamine, Susumu, 1
Ashok, B., 29
Aw, Aiti, 21

Branco, António, 5

Callison-Burch, Chris, 25
Costa, Francisco, 5

Datha, Naren, 29
Dendi, Vikram, 29
Dyery, Chris, 25

Elson, David K., 9

Ferreira, Eduardo, 5
Frank, Anette, 37

Ganitkevitch, Juri, 25
Gavrila, Monica, 13

Inui, Kentaro, 1
Ivanov, Alexei V., 41

Kato, Yoshikiyo, 1
Kawahara, Daisuke, 1
Khudanpur, Sanjeev, 25
Kidawara, Yutaka, 1
Koehn, Philipp, 17
Kumaran, A., 29
Kurohashi, Sadao, 1

Lee, Lianhau, 21
Li, Haizhou, 21
Li, Zhifei, 25

Mahani, Sharifah Aljunied, 21
Martins, Pedro, 5
McKeown, Kathleen R., 9

Nakagawa, Tetsuji, 1
Nunes, Filipe, 5

Pajas, Petr, 33

Quarteroni, Silvia, 41

Riccardi, Giuseppe, 41

Roberti, Pierluigi, 41
Roth, Michael, 37

Saravanan, K., 29
Schwartz, Lane, 25
Silva, João, 5
Silveira, Sara, 5
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