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Preface

The 45th Annual Meeting of the Association for Computational Linguistics, Posters and
Demonstrations session was held between the 25th to 27th June 2007 in Prague. This year we had
113 submissions out of which 61 were selected for presentation, resulting in a 54% acceptance rate.

The criteria for acceptance of posters were to describe original work in progress, and to present
innovative methodologies used to solve problems in computational linguistics or NLP. 48 posters were
accepted.

For demonstrations the criterion for acceptance was the implementation of mature systems or prototypes
in which computational linguistics or NLP technologies are used to solve practically important
problems. 13 demonstrations were accepted.

I would like to thank the General Conference Chair of ACL 2007, John Carroll, for his insightful
suggestions in formulating the call for papers. My gratitude to the members of the Program Committee
for their promptness, professionalism and willingness in reviewing more papers than anticipated.

I would like to extend my thanks to the local organisers who accommodated a number of requests
speedily making sure that the scheduling and the physical facilities were in place for this event. Last
but not least, my special thanks to Scott Piao and Yutaka Sasaki for their help in the preparation of the
camera-ready copy of the proceedings.

Sophia Ananiadou
Chair
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MIMUS: A Multimodal and Multilingual Dialogue System for the Home

Domain

J. Gabriel Amores
Julietta Research Group
Universidad de Sevilla

jgabriel@us.es

Abstract

This paper describes MIMUS, a multimodal
and multilingual dialogue system for the in—
home scenario, which allows users to con-
trol some home devices by voice and/or
clicks. Its design relies on Wizard of Oz ex-
periments and is targeted at disabled users.
MIMUS follows the Information State Up-
date approach to dialogue management, and
supports English, German and Spanish, with
the possibility of changing language on—the—
fly. MIMUS includes a gestures—enabled
talking head which endows the system with
a human-like personality.

1 Introduction

This paper describes MIMUS, a multimodal and
multilingual dialogue system for the in—-home sce-
nario, which allows users to control some home de-
vices by voice and/or clicks. The architecture of
MIMUS was first described in (Pérez et al., 2006c¢).
This work updates the description and includes a
life demo. MIMUS follows the Information State
Update approach to dialogue management, and has
been developed under the EU-funded TALK project
(Talk Project, 2004). Its architecture consists of a
set of OAA agents (Cheyer and Martin, 1972) linked
through a central Facilitator, as shown in figure 1:

The main agents in MIMUS are briefly described
hereafter:

e The system core is the Dialogue Manager,
which processes the information coming from
the different input modality agents by means of
a natural language understanding module and
provides output in the appropriate modality.

e The main input modality agent is the ASR
Manager, which is obtained through an OAA
1

Guillermo Pérez
Julietta Research Group
Universidad de Sevilla
gperezlus.es

Pilar Manchon
Julietta Research Group
Universidad de Sevilla
pmanchon@us.es

DIALOGUE MANAGER

NLU NLG

Input Pool|

Figure 1: MIMUS Architecture

wrapper for Nuance. Currently, the system sup-
ports English, Spanish and German, with the
possibility of changing languages on—the—fly
without affecting the dialogue history.

The HomeSetup agent displays the house lay-
out, with all the devices and their state. When-
ever a device changes its state, the HomeSetup
is notified and the graphical layout is updated.

The Device Manager controls the physical de-
vices. When a command is sent, the Device
Manager notifies it to the HomeSetup and the
Knowledge Manager, guaranteeing coherence
in all the elements in MIMUS.

The GUI Agents control each of the device—
specific GUIs. Thus, clicking on the telephone
icon, a telephone GUI will be displayed, and so
on for each type of service.

The Knowledge Manager connects all the
agents to the common knowledge resource by

Proceedings of the ACL 2007 Demo and Poster Sessions, pages 1-4,
Prague, June 2007. (©2007 Association for Computational Linguistics



means of an OWL Ontology.

e The Talking Head. MIMUS virtual charac-
ter is synchronized with Loquendo’s TTS, and
has the ability to express emotions and play
some animations such as nodding or shaking
the head.

2 WoZ Experiments

MIMUS has been developed taking into account
wheel—chair bound users. In order to collect first—
hand information about the users’ natural behavior
in this scenario, several WoZ experiments were first
conducted. A rather sophisticated multilingual WoZ
experimental platform was built for this purpose.

The set of WoZ experiments conducted was de-
signed in order to collect data. In turn, these
data helped determine the relevant factors to con-
figure multimodal dialogue systems in general, and
MIMUS in particular.

A detailed description of the results obtained after
the analysis of the experiments and their impact on
the overall design of the system may be found in
(Manchon et al., 2007).

3 ISU-based Dialogue Management in
MIMUS

As pointed out above, MIMUS follows the ISU
approach to dialogue management (Larsson and
Traum, 2000). The main element of the ISU ap-
proach in MIMUS is the dialogue history, repre-
sented formally as a list of dialogue states. Dia-
logue rules update this information structure either
by producing new dialogue states or by supplying
arguments to existing ones.

3.1

The information state in MIMUS is represented as a
feature structure with four main attributes: Dialogue
Move, Type, Arguments and Contents.

Multimodal DTAC structure

e DMOVE: Identifies the kind of dialogue move.

o TYPE: This feature identifies the specific dia-
logue move in the particular domain at hand.

e ARGS: The ARGS feature specifies the argu-
ment structure of the DMOVE/TYPE pair.
2

Modality and Time features have been added in
order to implement fusion strategies at dialogue
level.

3.2 Updating the Information State in MIMUS

This section provides an example of how the In-
formation State Update approach is implemented
in MIMUS. Update rules are triggered by dialogue
moves (any dialogue move whose DTAC structure
unifies with the Attribute—Value pairs defined in the
TriggeringCondition field) and may require addi-
tional information, defined as dialogue expectations
(again, those dialogue moves whose DTAC structure
unify with the Attribute—Value pairs defined in the
DeclareExpectations field).

Consider the following DTAC, which represents
the information state returned by the NLU module
for the sentence switch on:

[DMOVE specifyCommand
TYPE SwitchOn
ARGS [Localion, DeviceType]
META_INFO [MODALITY VOICE
TIME_INIT 00:00:00
TIME_END 00:00:30
CONFIDENCE 700

Consider now the (simplified) dialogue rule
“ON”, defined as follows:

RulelID: ON;
TriggeringCondition:
(DMOVE : specifyCommand,
TYPE:SwitchOn) ;
DeclareExpectations: {
Location,
DeviceType }
ActionsExpectations: {
[DeviceType] =>
{NLG (DeviceType);} }
PostActions: {
ExecuteAction (@is-ON); }

The DTAC obtained for switch on triggers the
dialogue rule ON. However, since two declared
expectations are still missing (Location and De-
viceType), the dialogue manager will activate the
ActionExpectations and prompt the user for the
kind of device she wants to switch on, by means
of a call to the natural language generation mod-
ule NLG(DeviceType). Once all expectations have



been fulfilled, the PostActions can be executed over
the desired device(s).

4 Integrating OWL in MIMUS

Initially, OWL Ontologies were integrated in
MIMUS in order to improve its knowledge manage-
ment module. This functionality implied the imple-
mentation of a new OAA wrapper capable of query-
ing OWL ontologies, see (Pérez et al., 2006b) for
details.

4.1 From Ontologies to Grammars: OWL2Gra

OWL ontologies play a central role in MIMUS. This
role is limited, though, to the input side of the sys-
tem. The domain—dependent part of multimodal and
multilingual production rules for context—free gram-
mars is semi—automatically generated from an OWL
ontology.

This approach has achieved several goals: it lever-
ages the manual work of the linguist, and ensures
coherence and completeness between the Domain
Knowledge (Knowledge Manager Module) and the
Linguistic Knowledge (Natural Language Under-
standing Module) in the application. A detailed ex-
planation of the algorithm and the results obtained
can be found in (Pérez et al., 2006a)

4.2 From OWL to the House Layout

MIMUS home layout does not consist of a pre—
defined static structure only usable for demonstra-
tion purposes. Instead, it is dynamically loaded at
execution time from the OWL ontology where all
the domain knowledge is stored, assuring the coher-
ence of the layout with the rest of the system.

This is achieved by means of an OWL-RDQL
wrapper. It is through this agent that the Home Setup
enquires for the location of the walls, the label of the
rooms, the location and type of devices per room and
so forth, building the 3D graphical image from these
data.

5 Multimodal Fusion Strategies

MIMUS approach to multimodal fusion involves
combining inputs coming from different multimodal
channels at dialogue level (Pérez et al., 2005). The
idea is to check the multimodal input pool before
launching the actions expectations while waiting for

3

an “inter-modality” time. This strategy assumes
that each individual input can be considered as an
independent dialogue move. In this approach, the
multimodal input pool receives and stores all in-
puts including information such as time and modal-
ity. The Dialogue Manager checks the input pool
regularly to retrieve the corresponding input. If
more than one input is received during a certain time
frame, they are considered simultaneous or pseudo—
simultaneous. In this case, further analysis is needed
in order to determine whether those independent
multimodal inputs are truly related or not. Another,
improved strategy has been proposed at (Manchén
et al., 2006), which combines the advantages of this
one, and those proposed for unification-based gram-
mars (Johnston et al., 1997; Johnston, 1998).

6 Multimodal Presentation in MIMUS

MIMUS offers graphical and voice output to the
users through an elaborate architecture composed of
a TTS Manager, a HomeSetup and GUI agents. The
multimodal presentation architecture in MIMUS
consists of three sequential modules. The current
version is a simple implementation that may be ex-
tended to allow for more complex theoretical issues
hereby proposed. The main three modules are:

e Content Planner (CP): This module decides
on the information to be provided to the user.
As pointed out by (Wahlster et al., 1993), the
CP cannot determine the content independently
from the presentation planner (PP). In MIMUS,
the CP generates a set of possibilities, from
which the PP will select one, depending on
their feasibility.

e Presentation Planner (PP): The PP receives the
set of possible content representations and se-
lects the “best” one.

e Realization Module (RM): This module takes
the presentation generated and selected by
the CP-PP, divides the final DTAC structure
and sends each substructure to the appropriate
agent for rendering.

7 The MIMUS Talking Head

MIMUS virtual character is known as Ambrosio.
Endowing the character with a name results in per-



sonalization, personification, and voice activation.
Ambrosio will remain inactive until called for duty
(voice activation); each user may name their per-
sonal assistant as they wish (Personalization); and
they will address the system at personal level, re-
inforcing the sense of human-like communication
(Personification). The virtual head has been imple-
mented in 3D to allow for more natural and realis-
tic gestures and movements. The graphical engine
used is OGRE (OGRE, 2006), a powerful, free and
easy to use tool. The current talking head is inte-
grated with Loquendo, a high quality commercial
synthesizer that launches the information about the
phonemes as asynchronous events, which allows for
lip synchronization. The dialogue manager controls
the talking head, and sends the appropriate com-
mands depending of the dialogue needs. Through-
out the dialogue, the dialogue manager may see it
fit to reinforce the communication channel with ges-
tures and expressions, which may or may not imply
synthesized utterances. For instance, the head may
just nod to acknowledge a command, without utter-
ing words.

8 Conclusions and Future Work

In this paper, an overall description of the MIMUS
system has been provided.

MIMUS is a fully multimodal and multilingual di-
alogue system within the Information State Update
approach. A number of theoretical and practical is-
sues have been addressed successfully, resulting in a
user—friendly, collaborative and humanized system.

We concluded from the experiments that a
human-like talking head would have a significant
positive impact on the subjects’ perception and will-
ingness to use the system.

Although no formal evaluation of the system has
taken place, MIMUS has already been presented
successfully in different forums, and as expected,
“Ambrosio” has always made quite an impression,
making the system more appealing to use and ap-
proachable.
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Abstract

We are currently developing a translation
aid system specially designed for English-
to-Japanese volunteer translators working
mainly online. In this paper we introduce
the stratified reference lookup interface that
has been incorporated into the source text
area of the system, which distinguishes three
user awareness levels depending on the type
and nature of the reference unit. The dif-
ferent awareness levels are assigned to ref-
erence units from a variety of reference
sources, according to the criteria of “com-
position”, “difficulty”, “speciality” and “re-
source type”.

1 Introduction

A number of translation aid systems have been de-
veloped so far (Bowker, 2002; Gow, 2003). Some
systems such as TRADOS have proved useful for
some translators and translation companies'. How-
ever, volunteer (and in some case freelance) trans-
lators do not tend to use these systems (Fulford and
Zafra, 2004; Fulford, 2001; Kageura et al., 20006),
for a variety of reasons: most of them are too expen-
sive for volunteer translators?; the available func-
tions do not match the translators’ needs and work
style; volunteer translators are under no pressure
from clients to use the system, etc. This does not
mean, however, that volunteer translators are satis-
fied with their working environment.

Against this backdrop, we are developing a trans-
lation aid system specially designed for English-to-
Japanese volunteer translators working mainly on-
line. This paper introduces the stratified reference

Uhttp://www.trados.com/
>Omega-T, http://www.omegat.org/
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lookup/notification interface that has been incorpo-
rated into the source text area of the system, which
distinguishes three user awareness levels depending
on the type and nature of the reference unit. We
show how awareness scores are given to the refer-
ence units and how these scores are reflected in the
way the reference units are displayed.

2 Background

2.1 Characteristics of target translators

Volunteer translators involved in translating English
online documents into Japanese have a variety of
backgrounds. Some are professional translators,
some are interested in the topic, some translate as a
part of their NGO activities, etc’. They nevertheless
share a few basic characteristics: (i) they are native
speakers of Japanese (the target language: TL); (ii)
most of them do not have a native-level command in
English (the source language: SL); (iii) they do not
use a translation aid system or MT; (iv) they want to
reduce the burden involved in the process of transla-
tion; (v) they spend a huge amount of time looking
up reference sources; (vi) the smallest basic unit of
translation is the paragraph and “at a glance” read-
ability of the SL text is very important. A translation
aid system for these translators should provide en-
hanced and easy-to-use reference lookup functions
with quality reference sources. An important point
expressed by some translators is that they do not
want a system that makes decisions on their behalf;
they want the system to help them make decisions
by making it easier for them to access references.
Decision-making by translations in fact constitutes
an essential part of the translation process (Munday,
2001; Venuti, 2004).

3We carried out a questionnaire survey of 15 volunteer trans-
lators and interviewed 5 translators.

Proceedings of the ACL 2007 Demo and Poster Sessions, pages 5-8,
Prague, June 2007. (©2007 Association for Computational Linguistics



Some of these characteristics contrast with those
of professional translators, for instance, in Canada
or in the EU. They have native command in both
the source and target languages; they went through
university-level training in translation; many of them
have a speciality domain; they work on the principle
that “time is money” #. For this type of translator,
facilitating target text input can be important, as is
shown in the TransType system (Foster et al., 2002;
Macklovitch, 2006).

2.2 Reference units and lookup patterns

The major types of reference unit can be sum-
marised as follows (Kageura et al., 2006).

Ordinary words: Translators are mostly satisfied
with the information provided in existing dictionar-
ies. Looking up these references is not a huge bur-
den, though reducing it would be preferable.

Idioms and phrases: Translators are mostly sat-
isfied with the information provided in dictionaries.
However, the lookup process is onerous and many
translators worry about failing to recognise idioms
in SL texts (as they can often be interpreted liter-
ally), which may lead to mistranslations.

Technical terms: Translators are not satisfied
with the available reference resources °; they tend
to search the Internet directly. Translators tend to be
concerned with failing to recognise technical terms.

Proper names: Translators are not satisfied with
the available reference resources. They worry more
about misidentifying the referent. For the identifica-
tion of the referent, they rely on the Internet.

3 The translation aid system: QRedit

3.1 System overview

The system we are developing, QRedit, has been de-
signed with the following policies: making it less
onerous for translators to do what they are currently
doing; providing information efficiently to facilitate
decision-making by translators; providing functions
in a manner that matches translators’ behaviour.
QRedit operates on the client server model. It is
implemented by Java and run on Tomcat. Users ac-

“Personal communication  with  Professor  Elliott
Macklovitch at the University of Montreal, Canada.
SWith the advent of Wikipedia, this problem is gradually

becoming less important.
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cess the system through Web browsers. The inte-
grated editor interface is divided into two main ar-
eas: the SL text area and the TL editing area. These
scroll synchronically. To enable translators to main-
tain their work rhythm, the keyboard cursor is al-
ways bound to the TL editing area (Abekawa and
Kageura, 2007).

3.2 Reference lookup functions

Reference lookup functions are activated when an
SL text is loaded. Relevant information (translation
candidates and related information) is displayed in
response to the user’s mouse action. In addition to
simple dictionary lookup, the system also provides
flexible multi-word unit lookup mechanisms. For
instance, it can automatically look up the dictionary
entry “with one’s tongue in one’s cheek” for the ex-
pression “He said that with his big fat tongue in his
big fat cheek” or “head screwed on right” for “head
screwed on wrong” (Kanehira et al., 20006).

The reference information can be displayed in two
ways: a simplified display in a small popup window
that shows only the translation candidates, and a full
display in a large window that shows the full refer-
ence information. The former is for quick reference
and the latter for in-depth examination.

Currently, Sanseido’s Grand Concise English-
Japanese Dictionary, Eijiro®, List of technical terms
in 23 domains, and Wikipedia are provided as refer-
ence sources.

4 Stratified reference lookup interface

In relation to reference lookup functions, the follow-
ing points are of utmost importance:

1. In the process of translation, translators often
check multiple reference resources and exam-
ine several meanings in SL and expressions in
TL. We define the provision of “good informa-
tion” for the translator by the system as infor-
mation that the translator can use to make his
or her own decisions.

2. The system should show the range of avail-
able information in a manner that corresponds
to the translator’s reference lookup needs and
behaviour.

Shttp://www.eijiro.jp/



The reference lookup functions can be divided
into two kinds: (i) those that notify the user of the
existence of the reference unit, and (ii) those that
provide reference information. Even if a linguistic
unit is registered in reference sources, if the transla-
tor is unaware of its existence, (s)he will not look
up the reference, which may result in mistransla-
tion. It is therefore preferable for the system to no-
tify the user of the possible reference units. On the
other hand, the richer the reference sources become,
the greater the number of candidates for notification,
which would reduce the readability of SL texts dra-
matically. It was necessary to resolve this conflict
by striking an appropriate balance between the no-
tification function and user needs in both reference
lookup and the readability of the SL text.

4.1 Awareness levels

To resolve this conflict, we introduced three transla-
tor “awareness levels’:

e Awareness level -2:  Linguistic units that the
translator may not notice, which will lead to
mistranslation. The system always actively no-
tifies translators of the existence of this type of
unit, by underlining it. Idioms and complex
technical terms are natural candidates for this
awareness level.

e Awareness level -1: Linguistic units that trans-
lators may be vaguely aware of or may suspect
exist and would like to check. To enable the
user to check their existence easily, the rele-
vant units are displayed in bold when the user
moves the cursor over the relevant unit or its
constituent parts with the mouse. Compounds,
easy idioms and fixed expressions are candi-
dates for this level.

e Awareness level O0:  Linguistic units that the
user can always identify. Single words and easy
compounds are candidates for this level.

In all these cases, the system displays reference in-
formation when the user clicks on the relevant unit
with the mouse.

4.2 Assignment of awareness levels

The awareness levels defined above are assigned to
the reference units on the basis of the following four

characteristics: .

C(unit): The compositional nature of the unit.
Single words can always be identified in texts, so
the score O is assigned to them. The score -1 is as-
signed to compound units. The score -2 is assigned
to idioms and compound units with gaps.

D(unit): The difficulty of the linguistic unit for a
standard volunteer translator. For units in the list of
elementary expressions’, the score 1 is given. The
score O is assigned to words, phrases and idioms
listed in general dictionaries. The score -1 is as-
signed to units registered only in technical term lists.

S(unit): The degree of domain dependency of the
unit. The score -1 is assigned to units that belong to
the domain which is specified by the user. The score
Ois assigned to all the other units. The domain infor-
mation is extracted from the domain tags in ordinary
dictionaries and technical term lists. For Wikipedia
entries the category information is used.

R(unit): The type of reference source to which the
unit belongs. We distinguish between dictionaries
and encyclopaedia, corresponding to the user’s in-
formation search behaviour. The score -1 is assigned
to units which are registered in the encyclopaedia
(currently Wikipedia® ), because the fact that fac-
tual information is registered in existing reference
sources implies that there is additional information
relating to these units which the translator might
benefit from knowing. The score 0 is assigned to
units in dictionaries and technical term lists.

The overall score A(unit) for the awareness level
of a linguistic unit is calculated by:

A(unit) = C(unit)+D(unit)+S(unit)+ R(unit).

Table 1 shows the summary of awareness levels
and the scores of each characteristic. For instance, in
an the SL sentence “The airplane fook right off.”, the
C'(take off) = —2, D(take off) = 1, S(take off) =
0 and R(take off) = 0; hence A(take off) = —1.

A score lower than -2 is normalised to -2, and a
score higher than 0 is normalised to 0, because we
assume three awareness levels are convenient for re-
alising the corresponding notification interface and

"This list consists of 1,654 idioms and phrases taken from
multiple sources for junior high school and high school level
English reference sources published in Japan.

8 As the English Wikipedia has entries for a majority of or-
dinary words, we only assign the score -1 to proper names.



A(unit) : awareness level <=-2 -1 >=0
Mode of alert always emphasis by mouse-over none

Score -2 -1 0 1
C'(unit) : composition compound unit with gap| compound unit | single word

D(unit) : difficulty

technical term | general term |elementary term

S(unit) : speciality

specified domain | general domain

R(unit) : resource type

encyclopaedia dictionary

Table 1: Awareness levels and

are optimal from the point of view of the user’s
search behaviour. We are currently examining user
customisation functions.

5 Conclusion

In this paper, we introduced a stratified reference
lookup interface within a translation aid environ-
ment specially designed for English-to-Japanese on-
line volunteer translators. We described the incorpo-
ration into the system of different “awareness levels”
for linguistic units registered in multiple reference
sources in order to optimise the reference lookup in-
terface. The incorporation of these levels stemmed
from the basic understanding we arrived at after con-
sulting with actual translators that functions should
fit translators’ actual behaviour. Although the effec-
tiveness of this interface is yet to be fully examined
in real-world situations, the basic concept should be
useful as the idea of awareness level comes from
feedback by monitors who used the first version of
the system.

Although in this paper we focused on the use
of established reference resources, we are currently
developing (i) a mechanism for recycling relevant
existing documents, (ii) dynamic lookup of proper
name transliteration on the Internet, and (iii) dy-
namic detection of translation candidates for com-
plex technical terms. How to fully integrate these
functions into the system is our next challenge.
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Abstract

A multimedia blog creation system is de-
scribed that uses Japanese dia ogue with an
intelligent robot. Although multimedia
blogs are increasing in popularity, creating
blogs is not easy for users who lack high-
level information literacy skills. Even
skilled users have to waste time creating
and assigning text descriptions to their
blogs and searching related multimedia
such as images, music, and illustrations. To
enable effortless and enjoyable creation of
multimedia blogs, we developed the system
on a prototype robot called PaPeRo. Video
messages are recorded and converted into
text descriptions by PaPeRo using continu-
ous speech recognition. PaPeRo then
searches for suitable multimedia contents
on the internet and databases, and then,
based on the search results, chooses appro-
priate sympathetic comments by using
natural language text retrieval. The re-
trieved contents, PaPeRo's comments, and
the video recording on the user's blog is
automatically uploaded and edited. The
system was evaluated by 10 users for creat-
ing travel blogs and proved to be helpful
for both inexperienced and experienced us-
ers. The system enabled easy multimedia-
rich blog creation and even provided users
the pleasure of chatting with PaPeRo.

1 Introduction

Blogs have become popular and are used in a vari-
ety of settings not only for personal use, but are
also used in the internal communications of or-
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ganizations. A multimedia blog, which contains
videos, music, and illustrations, is increasing in
popularity because it enables users to express their
thoughts creatively. However, users are unsatisfied
with the current multimedia blog creation methods.
Users have three requirements. First, they need
easier methods to create blogs. Most multimedia
blogs are created in one of two ways: 1) A user
creates audio-visual contents by cameras and or
some other recording devices, and then assigns a
text description to the contents as indexes. 2) A
user creates a text blog, and then searches for mul-
timedia contents on the internet and databases to
attach them to his blog. Both methods require
high-level information literacy skills. Second, they
would like to reduce their blog-creation time. Even
skilled users have to waste time assigning text de-
scription and searching related multimedia con-
tents. Third, they like to be encouraged by other
peoples’ comments on their blogs. Although some
users utilize pet-type agents making automatic
comments to their blogs, the agents do not aways
satisfy them because the comments do not consider
users moods. To meet the three requirements, we
developed a multimedia blog creation system using
Japanese dialogue with an intelligent robot. The
system was developed on a prototype robot called
PaPeRo (Fujita, 2002), which has the same CPU
and memory as a mobile PC. In this paper, we de-
scribe the multimedia blog creation method and
the evaluation resultsin a practical setting.

2 Multimedia Blog Creation

21

The system has four sequential processes. video
message recording, continuous speech recognition,
natural language text retrieval, and blog coordina-

Outline of system processes

Proceedings of the ACL 2007 Demo and Poster Sessions, pages 9—12,
Prague, June 2007. (©2007 Association for Computational Linguistics



tion. The first process is activated when a user be-
gins a conversation with PaPeRo. The process
stores a video message recorded on PaPeRo's mi-
crophones and CCD cameras, and the second
process converts the speech contents of the video
message into atext description to extract important
keywords. Then, the third process searches for
suitable multimedia contents on pre-specified web
sites and databases based on the text description.
The first three processes can simplify multimedia
blog creation and reduce creation costs. The last
process detects a user’s mood, such as delight, an-
ger, sorrow, and pleasure, by extracting typical
expressions from the text description, and then
chooses appropriate sympathetic comments to en-
courage the user. Finally, the last process coordi-
nates uploading the recorded video message, the
text description, the extracted keywords, the
searched contents, and the sympathetic comments
on the user's blog.

2.2 Continuous Speech Recognition

The system converts the speech content of the
video message into text descriptions and extracts
important keywords based on their lexica infor-
mation. The system should, therefore, be equipped
with a large-vocabulary continuous speech recog-
nition engine capable of dealing with spontaneous
speech. Thisis because blog messages usualy con-
tain various kinds of words and expressions. As
this kind of engine needs a large amount of mem-
ory and computational resources, it is generaly
difficult to install the engine on small intelligent
robots because the robot requires its own computa-
tional resources for their own intelligent operations,
such as image recognition and movement control.
To solve this problem, we used a compact and
scalable large-vocabulary continuous speech rec-
ognition framework, which has been shown to
work on low-power devices, such as PDAS (Isotani
et a.,2005). The framework achieves compact and
high-speed processing by the following techniques:
- Efficient reduction of Gaussian components us-

ing MDL criterion (Shinoda, et a., 2002)

- High-speed likelihood calculation using tree-
structured probability density functions (Wata-
nabe, et al., 1995)

- Compaction of search algorithm using lexical
prefix tree and shared usage of calculated lan-
guage model scores (Isotani et al., 2005)

10

The framework we devel oped contained a Japanese
lexicon of 50,000 words typically used in travel
conversations based on a speech trandation system
(Isotani, et a., 2002). We were able to evaluate the
developed system by making a travel blog using
Japanese dialogue with PaPeRo.

2.3 Natural Language Text Retrieval

The system generates a query sentence from a
text description converted using the above-
mentioned framework. As few multimedia contents
contain retrieval keywords, the system matches the
guery to text in web pages and documents contain-
ing multimedia contents. The system then chooses
multimedia contents located adjacent to the highly-
matched text as retrieval results. To achieve high
precision for avoiding user interaction with the
retrieved results, the system is enhanced using the
Okapi BM25 model (Robertson, et al., 1995) by
the following techniques (Ikeda, et al., 2005):

(1) Utilization of syntactic relationships
The system needs to distinguish illustrations
based on the context. For example, an illustration
of fish to be eaten in arestaurant should be differ-
ent from that of fish to be seen in an aquarium. To
achieve this, the system utilizes the syntactic rela-
tionships between a pair of words. The system
produces a higher score for text containing the
same syntactic relationship as that of a pair of
words in a query sentence when calculating the
matching score.

(2) Distinction of negation and affirmation

The system needs to distinguish negative and &f -

firmative expressions because their meanings are

clearly opposite. To achieve this, the system
checks adjuncts attached to the expressions when
matching a query sentence and text.

(3) Identification of synonyms

As different expressions have the same meaning,

the system normalizes expressions by using a

synonym dictionary containing 500 words before

matching a query sentence and text.

2.4  Blog Coordination

The system detects users’ mood to choose en-
couraging comments. Users’ moods are sometimes
detected by the expressions used and the manner in
which the utterances are spoken. Although speak-
ing manner can clearly detect emotions, such as
laughing or crying, some emotions are not always
indicated. Expressions that clearly identify a per-



son’s mood can be indicated (Nakamura, 1993).
By studying moods that are easily detectable from
expressions, including modality, we developed a
database of 10 moods (delight, anger, sorrow,
pleasure, desire, fear, shame, relief, surprise, and
normal) individually linked with 100 kinds of spe-
cific expressions. The database is searched based
on the above-mentioned natural language text re-
trieval, which considers syntactic relationships,
negative and affirmative responses, and synonyms.
The database is also linked to PaPeRo’s response
to convey the most appropriate sympathy for each
mood. The response includes verbal comments,
such as “I'm happy for you” and “It's redly too
bad”, and gestures, such as dancing and crying de-
picted using GIF animation files. Responses are
chosen based on the mood detected. Finaly, the
system coordinates uploading a recorded video
message, the text description, the extracted impor-
tant keywords, the searched multimedia contents,
and PaPeRo’s responses on the user's blog.

3 ExampleUsein Practical Setting

We developed a prototype system for creating a
travel blog on PaPeRo, which can retrieve 2000
web pages containing 1500 illustrations and 550
songs. PaPeRo is activated by hearing the phrase,
“can you help me make my blog please?’, aslisted
in Table. 1, and creates a blog, as shown in Figure
1. Figure 1 shows a screen shot of a video message
attached to the blog, a text description converted
by the speech recognition and a button for playing
the video message (A). Keywords, in this case Y o-
semite, Las Vegas, and Roulette, extracted from
the text description are displayed (B). Three illus-
trations searched based on a query using the text
description are displayed (C). A button for playing
a searched song is available (D). PaPeRo’s com-
ments, such as “I hope that happens”, are displayed
(E). The user’s mood is detected as desire from her
saying “I would like to go there again.” The com-
ment is displayed together with the appropriate
PaPeRo’s response.

Table 1. Did ogue example (Excerpt)

A user : Can you help me make my blog please?
PaPeRo: Y es, please push the button on my head.
A user : | went to Y osemite for my winter vacation.
| played the roulette for the first time in Las
Vegas. | would like to go there again.
PaPeRo: Ok, now your blog is ready for viewing.
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Figure 1. Example of Created Blog

4 Evaluation and Discussion

4.1

The system needs to be evaluated from two per-
spectives. The first is to individually evaluate the
performance of each process mentioned in section
2. The second is to evaluate total performance, in-
cluding the users’ subjective opinions. As per-
formance has been evaluated using different appli-
cation systems, such as an automatic speech trans-
lation system (Isotani, et a., 2002) and a speech-
activated text retrieval system (Ikeda, et al., 2005),
we concentrated on evaluating the total perform-
ance based on surveying users’ opinions about the
blogs they created using the devel oped system. The
survey results were analyzed in terms of speech
recognition accuracy and users’ blog making ex-
perience to improve the system.

4.2 Resultsand Discussion

The system was evaluated by 10 users. Half had
blog making experiences, and the other half had
no experience at all. All users input 20 sentences,
and half of the sentences input were on travel is-
sues, but the other half were unrelated because we
needed opinions based on the results from low
speech recognition accuracy. Users were inter-
viewed on their automatically created blogs.
Their opinions are listed in Table 2. The first row
contains opinions about blogs created based on
speech recognition results that had high word ac-
curacy (85-95%). The second row contains opin-
ions that had low accuracy (50-84%). The third
row shows opinions regardliess of the accuracy.

Evaluation



The left column contains opinions of users with
blog-making experience. The middle column con-
tains opinions of inexperienced users. The right
column shows opinions regardless of the experi-
ence. The table leads to the following discussion:
(1) Expectations for multimedia blog creation
Users were satisfied with the system when high
speech recognition accuracy was used regardless
of their blog-making experience. Some users ex-
pected that the system could promote spread of
multimedia contents with index keywords, even
though few multimedia contents currently have
indexesfor retrieval.
(2) Robustness and tolerability for low accuracy
Users understood the results when low speech
recognition accuracy was used because the mul-
timedia content search is still fairly successful
when keywords are accurately recognized, even
though the total accuracy is not high. Users can
appreciate the funny side of speech recognition
errors and unexpected multimedia contents from
PaPeRo’s mistakes. However, as the errors do not
always lead to amusing results, an edit interface
should be equipped to improve keywords, illus-
trations and the total blog page layout.
(3) More expectations of dialogue with PaPeRo
Users would like to more enjoy themselves with
PaPeRo, regardless of the speech recognition ac-
curacy. They expect PaPeRo to give them more
information, such as track-back and comments,
based on dialogue history. As PaPeRo stores all
the messages in himself, he has the ability to gen-
erate more sophisticated comments and track-
back messages with users. Also, when the dia-
logue scenario is improved, he can ask the users
some encouraging questions to make their blog
more interesting and attractive while recording
their video messages.

5 Conclusion

We developed a multimedia blog creation system
using Japanese dialogue with an intelligent robot.
The system was developed on PaPeRo for creating
travel blogs and was evaluated by 10 users. Results
showed that the system was effective for inexperi-
enced and experienced users. The system enabled
easy and simple creation of multimedia-rich blogs,
while enabling users the pleasure of chatting with
PaPeRo. We plan to improve the system by sup-
porting the edit interface and enhancing the dia-

12

logue scenario so that users can enjoy themselves
with more sophisticated and complex interaction
with PaPeRo.

Table 2. Survey of Users’ Opinions

Blog-making experience
Experienced | Inexperienced Either
-This system -l would liketo | -Easy to create
makes multi- create blogs with | blog only by
media con- PaPeRo. chatting.
| tentsmore -PaPeRo’s
% .‘:ic” searchable on comments are
5 the internet. nice.
3 -Keywords, -Searched con- | -PaPeRo could
g searched con- | tents are good. be allowed for
.g > tents, and the -Even unexpect- | his mistake.
‘| O| total lay-out of | edly searched - Unexpected
g -
e blogs should contents because | texts tempt users
§ be edited. of recognition to play the
5 errors are funny. | video.
3 -PaPeRo’s -PaPeRo should | -PaPeRo should
& track-back is talk on reasons consider ahis-
E wanted aswell | of hischoosing a | tory of recorded
E asmore d_ia song. messages and his
logue varia comments.
tion.
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Abstract The structure of the paper is as follows. First,
_ _ we briefly introduce the syntactic and semantic for-
In this paper, we introduceEMTAG, a free malisms that are being handled (section 2). Second,

and open software architecture for the de- we situate our approach with respect to other possi-
velopment of Tree Adjoining Grammars in-  ble ways of doing TAG based semantic construction
tegrating a compositional semanticseNs (section 3). Third, we show howma, the linguistic
TAG differs from XTAG in two main ways. formalism used to specify the grammar (section 4)
First, it provides an expressive grammar differs from existing computational frameworks for
formalism and compiler for factorising and  specifying a TAG and in particular, how it supports
specifying TAGs. Second, it supports se-  the integration of semantic information. Finally, sec-

mantic construction. tion 5 focuses on the semantic construction module
_ and reports on the coverage OEMSFRAG, a core
1 Introduction TAG for French including both syntactic and seman-

Over the last decade, many of the main grammaticHF information.

frameworks used in computational linguistics wer
extended to support semantic construction (i.e., th

computation of a meaning representation from synye start by briefly introducing the syntactic and se-
tax and word meanings). Thus, the HPSG ERGantic formalisms assumed bye@TAG namely,

grammar for English was extended to output miniceatyre-Based Lexicalised Tree Adjoining Gram-
mal recursive structures as semantic representatioggr and L.

for sentences (Copestake and Flickinger, 2000); the

LFG (Lexical Functional Grammar) grammars tolree Adjoining Grammars (TAG) TAG is a tree
output lambda terms (Dalrymple, 1999); and Clarkewriting system (Joshi and Schabes, 1997). A TAG
and Curran’s CCG (Combinatory Categorial Gramis composed of (i) two tree sets (a set of initial trees
mar) based statistical parser was linked to a semaand a set of auxiliary trees) and (ii) two rewriting op-
tic construction module allowing for the derivationerations (substitution and adjunction). Furthermore,
of Discourse Representation Structures (Bos et aln a Lexicalised TAG, each tree has at least one leaf
2004). which is a terminal.

For Tree Adjoining Grammar (TAG) on the other Initial trees are trees where leaf-nodes are labelled
hand, there exists to date no computational frameither by a terminal symbol or by a non-terminal
work which supports semantic construction. In thisymbol marked for substitution ). Auxiliary trees
demo, we presentEMTAG, a free and open soft- are trees where a leaf-node has the same label as the
ware architecture that supports TAG based semanticot node and is marked for adjunctiom).( This
construction. leaf-node is called oot node.
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Further, substitution corresponds to the insertioadopted e.g., in the HPSG ERG and in synchronous
of an elementary treet; into a treet, at a frontier TAG (Nesson and Shieber, 2006). In the second
node having the same label as the root nodé; of approach, semantic construction proceeds from the
Adjunction corresponds to the insertion ofauxil- syntactic structure of a complete sentence, from a
iary treet; into a treet, at an inner node having the lexicon associating each word with a semantic rep-
same label as the root and foot nodeg;0f resentation and from a set of semantic rules speci-

In a Feature-Based TAG, the nodes of the trees afgging how syntactic combinations relate to seman-
labelled with two feature structures callégh and tic composition. This is the approach adopted for
bot. Derivation leads to unification on these nodes asstance, in the LFG glue semantic framework, in
follows. Given a substitution, the top feature structhe CCG approach and in the approaches to TAG-
tures of the merged nodes are unified. Given abpased semantic construction that are based on the
adjunction, (i) the top feature structure of the inneifAG derivation tree.
node receiving the adjunction and of the root node of SEMTAG implements a hybrid approach to se-
the inserted tree are unified, and (ii) the bot featurmantic construction where (i) semantic construction
structures of the inner node receiving the adjunctioproceeds after derivation and (ii) the semantic lexi-
and of the foot node of the inserted tree are unifiedon is extracted from a TAG which simultaneously
At the end of a derivation, thtop andbot feature specifies syntax and semantics. In this approach
structures of each node in a derived tree are unifiedGardent and Kallmeyer, 2003), the TAG used in-
Semantics(L). The semantic representation Ian_tegrates syntactic and semantic information as fol-

. . . lows. Each elementary tree is associated with a for-
guage we use is a unification-based extension of the

PLU language (Bos, 1995)Ly is defined as fol- mula of LU representing_its meaning. I_mportantly_,
lows. Let H be a set ohole constants,,. the set the meanmg r_eprese_ntatlons of semantlcfunt_:tors n-
of label constants, and,, the set oflabel variables. c!gde unification varlables_thaF are shared .Wlth spe-
Let I, (resp. 1,) b’e thevset of individual constantscmc feature values_occurrmg in the assouateql ele-
(respc. variablgs), leR be a set of n-ary relations mentary trees. For instance in flgur_e 1, the varlab_les
over .U, U H, and let> be a relation ove U L. T and_y appear both in the §emant|c repre_sentanon
called thescope-over relation. Giverl € L, U Ly, asso_mated with the tree faime (love) and in the
heH,iy,...incl,ULUH andR" c R,we Ueeisell .
have: le_en such a TAG', 'the semantics of a tree
1.1: R"(iy,...,in) is aLy formula. t derlved_ from c.omblnlng the elgmentary trees
5 h>lis z;LU’formuIa. ti, ..., tn IS the_u_nlo_n of the semantics of, . .. o
3 ¢_¢ is L., formula iff both ¢ and < are Ly, modulo the u.nlflcatlons _that results from dgnvmg
formulels. tha_t tree. For_lnstance, given the sentede aime
4. Nothing else is & formula. vraiment Marie (John really loves Mary) whose

In short, L, is a flat (i.e., non recursive) version TAG derivation is given in figure 1, the union of the

. : U : semantics of the elementary trees used to derived the

of first-order predicate logic in which scope may be o
- . e sentence tree is:

underspecified and variables can be unification vari-

ables. lo: jean(y), U1 : aime(z,y), l2 : vraiment(ho),
ls < ho, I3 : marie(m)
3 TAG based semantic construction

_ _ _ The unifications imposed by the derivations are:
Semantic construction can be performed either dur-

ing or after derivation of a sentence syntactic struc- {x = 4,y = m,ls — 11}

ture. In the first approach, syntactic structure and

semantic representations are built simultaneouslience the final semantics of the sentedean aime
This is the approach sketched by Montague angaiment Marieis:

'For mode details on i, see (Gardent and Kallmeyer, lo : jean(j), b : aime(j,m), lz : vraiment(ho),
2003). l1 < ho, I3 : marie(m)
14



S[lab:ll] eeemTTTTTTTTT ::::»1’\’/< Tl

NPy - NPLA bty Nl o] Vitaiy NPz
Jean aime V@:u* Agv Marie
o vraiment
lo : jean(j) li : aimer(z,y) la : vraiment(ho), I3 : marie(m)
ls < ho

Figure 1: Derivation of “Jean aime vraiment Marie”

As shown in (Gardent and Parmentier, 2005), se- To specify the syntax / semantics interface
mantic construction can be performed either dursketched in section MG is used as follows :
ing or after derivation. However, performing se- 1. The elementary tree of a semantic functor is
mantic construction after derivation preserves modiefined as the conjunction of its spine (the projec-
ularity (changes to the semantics do not affect syrion of its syntactic head) with the tree fragments
tactic parsing) and allows the grammar used to redescribing each of its arguments. For instance, in
main within TAG (the grammar need contain neifigure 2, the tree for an intransitive verb is defined
ther an infinite set of variables nor recursive featuras the conjunction of the tree fragment for its spine
structures). Moreover, it means that standard TAGActive) with the tree fragment for (a canonical re-
parsers can be used (if semantic construction wadisation of) its subject argument (Subject).
done during derivation, the parser would have to be 2. In the tree fragments representing the different
adapted to handle the association of each elemesyntactic realizations (canonical, extracted, etc.) of
tary tree with a semantic representation). Hence ia given grammatical function, the node representing
SEMTAG, semantic construction is performed aftethe argument (e.g., the subject) is labelled with an
derivation. Section 5 gives more detail about thisdx feature whose value is shared witlG&idx fea-

process. ture in the interface (wher€F is the grammatical
function).
4 The xmG formalism and compiler 3. Semantic representations are encapsulated as

_ o ~ fragments where the semantic arguments are vari-

(XxMG) designed to facilitate the specification of tré&rgument of a semantic relation is associated with
based grammars integrating a semantic dimensiofhe arg| interface feature.

XMG differs from similar proposals (Xiaetal., 1998) 4 Finally, the mapping between grammatical
in three main ways (Duchier et al., 2004). First itynctions and thematic roles is specified when con-
supports the description of both syntax and semajisining an elementary tree fragment with a semantic
tics. Specifically, it permits associating each elerepresentation. For instance, in figure the inter-
mentary tree with an i formula. SecondkMG pro-  ace unifies the value @irgl (the thematic role) with
vides an expressive formalism in whichfaxtorise  that of subjldx (a grammatical function) thereby

several TAG elementary trees. ThirdMG pro- y4jue of the first semantic argument.

vides a sophisticated treatment of variables which
inter alia, supports variable sharing between semarb  Semantic construction

tic representation and syntactic tree. This sharing E tioned ab ST, ; "
implemented by means of so-callaaterfaces i.e., S mentioned above, AG periorms semantic

feature structures that are associated with a give%)nstt_rucnontaft(ta_r denvanon. tM dOLe fﬁ ecleflllc aII_y, sg—
(syntactic or semantic) fragment and whose scoﬂgan IC construction IS supported by the Tollowing -

is global to several fragments of the grammar spec?—telo process.
fication. 2The interfaces are represented using gray boxes.
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Intransitive: Subject:
S
. S
NP|lide=X] " vp s
ide=1I
I o: Rel (X) <= NPT /\
ar go=X subj | dx=I
subj I dx=X

Active: 1-ary relation:

I o: Rel (A)
w /A

ar g0=A

Figure 2: Syntax / semantics interface within the metagramm
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Abstract

In this paper, we will describe ODIE, the
On-Demand Information Extraction system.
Given a user’s query, the system will pro-
duce tables of the salient information about
the topic in structured form. It produces the
tables in less than one minute without any
knowledge engineering by hand, i.e. pat-
tern creation or paraphrase knowledge
creation, which was the largest obstacle in
traditional 1E. This demonstration is based
on the idea and technologies reported in
(Sekine 06). A substantial speed-up over
the previous system (which required about
15 minutes to analyze one year of newspa-
per) was achieved through a new approach
to handling pattern candidates; now less
than one minute is required when using 11
years of newspaper corpus. In addition,
functionality was added to facilitate inves-
tigation of the extracted information.

1 Introduction

The goal of information extraction (IE) is to extract
information about events in structured form from
unstructured texts. In traditional IE, a great deal of
knowledge for the systems must be coded by hand
in advance. For example, in the later MUC evalua-
tions, system developers spent one month for the
knowledge engineering to customize the system to
the given test topic. Improving portability is neces-
sary to make Information Extraction technology
useful for real users and, we believe, lead to a
breakthrough for the application of the technology.

1) This work was conducted when the first author was a
junior research scientist at New York University.
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Sekine (Sekine 06) proposed ‘On-demand in-
formation extraction (ODIE)’: a system which
automatically identifies the most salient structures
and extracts the information on the topic the user
demands. This new IE paradigm becomes feasible
due to recent developments in machine learning for
NLP, in particular unsupervised learning methods,
and is created on top of a range of basic language
analysis tools, including POS taggers, dependency
analyzers, and extended Named Entity taggers.
This paper describes the demonstration system of
the new IE paradigm, which incorporates some
new ideas to make the system practical.

2  Algorithm Overview

We will present an overview of the algorithm in
this section. The details can be found in (Sekine
06).

The basic functionality of the system is the fol-
lowing. The user types a query / topic description
in keywords (for example, “merge, acquire, pur-
chase”). Then tables will be created automatically
while the user is waiting, rather than in a month of
human labor. These tables are expected to show
information about the salient relations for the topic.

There are six major components in the system.

1) IR system: Based on the query given by the
user, it retrieves relevant documents from the
document database. We used a simple TF/IDF

IR system we developed.

2) Pattern discovery: The texts are analyzed using
a POS tagger, a dependency analyzer and an
Extended Named Entity (ENE) tagger, which
will be explained in (5). Then sub-trees of de-
pendency trees which are relatively frequent in
the retrieved documents compared to the entire
corpus are identified. The sub-trees to be used

must satisfy some restrictions, including having

Proceedings of the ACL 2007 Demo and Poster Sessions, pages 17-20,
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between 2 and 6 nodes, having a predicate or
nominalization as the head of the sub-tree, and
having at least one NE. We introduced upper
and lower frequency bounds for the sub-trees to
be used, as we found the medium frequency
sub-trees to be the most useful and least noisy.
We compute a score for each pattern based on
its frequency in the retrieved documents and in
the entire collection. The top scoring sub-trees
will be called patterns, which are expected to
indicate salient relationships of the topic and
which will be used in the later components. We
pre-compute such information as much as pos-
sible in order to enable usably prompt response
to queries.

3) Paraphrase discovery: In order to find semantic
relationships between patterns, i.e. to find pat-
terns which should be used to build the same
table, we use lexical knowledge such as Word-
Net and paraphrase discovery technigques. The
paraphrase discovery was conducted off-line

and created a paraphrase knowledge base.

4) Table construction: In this component, the pat-
terns created in (2) are linked based on the
paraphrase knowledge base created by (3), pro-
ducing sets of patterns which are semantically
equivalent. Once the sets of patterns are created,
these patterns are applied to the documents re-
trieved by the IR system (1). The matched pat-
terns pull out the entity instances from the sen-
tences and these entities are aligned to build the
final tables.

5) Extended NE tagger: Most of the participants in
events are likely to be Named Entities. How-
ever, the traditional NE categories are not suffi-
cient to cover most participants of various
events. For example, the standard MUC’s 7 NE
categories (i.e. person, location, organization,
percent, money, time and date) miss product
names (e.g. Windows XP, Boeing 747), event
names (Olympics, World War 1I), numerical
expressions other than monetary expressions,
etc. We used the Extended NE with 140 catego-
ries and a tagger developed for these categories.

3 Speed-enhancing technology

The largest computational load in this system is the
extraction and scoring of the topic-relevant sub-
trees. In the previous system, 1,000 top-scoring
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sub-trees are extracted from all possible (on the
order of hundreds of thousands) sub-trees in the
top 200 relevant articles. This computation took
about 14 minutes out of the total 15 minutes of the
entire process. The difficulty is that the set of top
articles is not predictable, as the input is arbitrary
and hence the list of sub-trees is not predictable,
too. Although a state-of-the-art tree mining algo-
rithm (Abe et al. 02) was used, the computation is
still impracticable for a real system.

The solution we propose in this paper is to pre-
compute all possibly useful sub-trees in order to
reduce runtime. We enumerate all possible sub-
trees in the entire corpus and store them in a data-
base with frequency and location information. To
reduce the size of the database, we filter the pat-
terns, keeping only those satisfying the constraints
on frequency and existence of predicate and named
entities. However, it is still a big challenge, be-
cause in this system, we use 11 years of newspaper
(AQUAINT corpus, with duplicate articles re-
moved) instead of the one year of newspaper (New
York Times 95) used in the previous system. With
this idea, the response time of the demonstration
system is reduced significantly.

The statistics of the corpus and sub-trees are as
follows. The entire corpus includes 1,031,124 arti-
cles and 24,953,026 sentences. The frequency
thresholds for sub-trees to be used is set to more
than 10 and less than 10,000; i.e. sub-trees of those
frequencies in the corpus are expected to contain
most of the salient relationships with minimum
noise. The sub-trees with frequency less than 11
account for a very large portion of the data; 97.5%
of types and 66.3% of instances, as shown in Table
1. The sub-trees of frequency of 10,001 or more
are relatively small; only 76 kinds and only 2.5%
of the instances.

Frequency 10,001 or | 10,000-11 10 or less
more

# of type 76 975,269 38,158,887
~0.0% 2.5% 97.5%

# of instance | 2,313,347 | 29,257,437 | 62,097,271
2.5% 31.2% 66.3%

Table 1. Frequency of sub-trees

We assign ID numbers to all 1 million sub-trees
and 25 million sentences and those are mutually
linked in a database. Also, 60 million NE occur-
rences in the sub-trees are identified and linked to




the sub-tree and sentence IDs. In the process, the
sentences found by the IR component are identi-
fied. Then the sub-trees linked to those sentences
are gathered and the scores are calculated. Those
processes can be done by manipulation of the data-
base in a very short time. The top sub-trees are
used to create the output tables using NE occur-
rence IDs linked to the sub-trees and sentences.

4 A Demonstration

In this section, a simple demonstration scenario is
presented with an example. Figure 1 shows the
initial page. The user types in any keywords in the
query box. This can be anything, but as a tradi-
tional IR system is used for the search, the key-
words have to include expressions which are nor-
mally used in relevant documents. Examples of
such keywords are “merge, acquisition, purchase”,
“meet, meeting, summit” and “elect, election”,
which were derived from ACE event types.

Then, normally within one minute, the system
produces tables, such as those shown in Figure 2.
All extracted tables are listed. Each table contains
sentence 1D, document ID and information ex-
tracted from the sentence. Some cells are empty if
the information can’t be extracted.

TN St bt it w00 . i 0 i

AT ERD BEY ERE s D
. i oo P ——

On-Demand Information Extraction

Figure 1. Screenshot of the initial page

5 Evaluation

The evaluation was conducted using scenarios
based on 20 of the ACE event types. The accuracy
of the extracted information was evaluated by
judges for 100 rows selected at random. Of these
rows, 66 were judged to be on target and correct.
Another 10 were judged to be correct and related
to the topic, but did not include the essential in-
formation of the topic. The remaining 24 included
NE errors and totally irrelevant information (in
some cases due to word sense ambiguity; e.g.
“fine” weather vs.“fine” as a financial penalty).

¥)0n-Demand Information Extraction ~ Mozilla Firefox 101 x|
IrfIE REE FTM EEGE Feie-0E VD ANFH delicious()
o - - 3 [ http:/fbananacanyuedul 0080/ odie-server/ | v | [ | ||G|= | Gooele g
€ {1 ] TAG
I I | [VETRlS I [T =]
table patterns
sentence id|[document id|[COMPANY| COMPANY (DATE
sentences documents Raytheon 1955
sentences  |[documents  ||ADL Time Warner|[1998
sentences documents Disney ARG 1955
Hsentences documents  ||[Bank One 1988 i
table patterns |
sentence id|document id |NAT[0 NALITY| COMPANY COMPANY
sentences documents Revnolds Metals||Alcoa
”Sentences documents |British |Time Warner America Online
”Sentences documents U 3 West
”Sentences documents |British |Time Warner America Online|
table patterns |
| sentence || document ||nEDC(\hI||{‘(\I lnl\hlv” O dAD AR ||(‘f\l lnl\hlv”nATI:”_lLI
‘. »

Figure 2. Screenshot of produced tables
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6 Other Functionality

Functionality is provided to facilitate the user’s
access to the extracted information. Figure 3 shows
a screenshot of the document from which the in-
formation was extracted. Also the patterns used to
create each table can be found by clicking the tab
“patterns” (shown in Figure 4). This could help the
user to understand the nature of the table. The in-
formation includes the frequency of the pattern in
the retrieved documents and in the entire corpus,
and the pattern’s score.

=

A ERD REY B ety el A

% T ————— T —

wo KOL Timn Wasrmr =

F'igﬁr'é' 3. Screenshot of document view
=0 =]

AL ERD REY B ety el A
A % E P R —_

s

Figure 4. Screenshot of pattern information

7  Future Work

We demonstrated the On-Demand Information Ex-
traction system, which provides usable response
time for a large corpus. We still have several im-
provements to be made in the future. One is to in-
clude more advanced and accurate natural lan-
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guage technologies to improve the accuracy and
coverage. For example, we did not use a corefer-
ence analyzer, and hence information which was
expressed using pronouns or other anaphoric ex-
pressions can not be extracted. Also, more seman-
tic knowledge including synonym, paraphrase or
inference knowledge should be included. The out-
put table has to be more clearly organized. In par-
ticular, we can’t display role information as col-
umn headings. The keyword input requirement is
very inconvenient. For good performance, the cur-
rent system requires several keywords occurring in
relevant documents; this is an obvious limitation.
On the other hand, there are systems which don’t
need any user input to create the structured infor-
mation (Banko et al. 07) (Shinyama and Sekine 06).
The latter system tries to identify all possible struc-
tural relations from a large set of unstructured
documents. However, the user’s information needs
are not predictable and the question of whether we
can create structured information for all possible
needs is still a big challenge.
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Abstract Vogel, 2004) and ontologies engineering (Klein,
2001), are the following ones: 1) Terms and con-
cepts must be distinguished; for this purpose, we
use lightweight ontologies, i.e. simple taxonomic
structures of primitive or composite terms together
with associated definitions. They are hardly axiom-
atized as the intended meaning of the terms used by
the community is more or less known in advance
1 Introduction by all members, and the ontology can be limited to

Qose structural relationships among terms that are

The European union each year produces a Iaré _ _
number of Union Directives (EUD), which are trans- _onS|dered as relevant (Oberle, 20052) We dis-

lated into each of the communitary languages. Th%]guiSh the ontology implicitly defined by EUD,

This paper describes the main features of our
tool called “Legal Taxonomy Syllabus”. The
system is an ontology based tool designed to
annotate and recover multi-lingua legal in-
formation and build conceptual dictionaries
on European Directives.

EUD are sets of norms that have to be implemente: € EUt_ Ievelllfrorjn It:het;]/arlous natlor;]al o?tololg:es,
by the national legislations. The problem of multi-, €national level Furthermore, each national 1eg-

linguism in European legislation has recently beef?latlon refers to a distinct national legal ontology.

addressed by using linguistic and ontological tools\,Ne do not assume that the transposition of an EUD

e.g. (Boer et al., 2003; Giguet and P.S., 2006 Dé[ltroduces automatically in a national ontology the

sprés and Szulman, 2006). The management Sgme concepts present at the EU level. 3) Corre-

EUD is particularly complex since the imIOIementa_sponding concepts at the EU level and at the national

tion of a EUD however not correspond to the straighltew_aI can be denoted by different terms in the same
transposition into a national law. An EUD is subjectn"jltlon"’1I language.
to further interpretation, and this process can lead to In this paper, we show how the Legal Taxon-
unexpected results. Comparative Law has studied finy Syllabus (LTS) is used to build a dictionary
details the problematics concerning EUD and thei@f consumer law, to support the Uniform Terminol-
complexities. On the other hand managing with ag2dy Project (Rossi and Vogel, 2004). The struc-
propriate tools this kind of complexity can facilitateture of this paper is the following one. In Section 2
the comparison and harmonization of national legis¥e stress two main problems which comparative law
lation (Boer et al., 2003). Based on this research, ifas raised concerning EUD and their transpositions.
this paper, we describe the tool for building multilin-In Section 3 we describe how the methodology of
gual conceptual dictionaries we developed for reprdhe LTS allows to cope with these problems and fi-
senting an analysing the terminology and concepfi@lly in Section 4we give some conclusions.
used in EUD.

The main assumptions of our methodology, MO- igeentt p: // cos. ont owar e. or g/
tivated by studies in comparative law (Rossi and ?nhttp://www. uni f ornt er m nol ogy. unito.it
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2 Terminological and conceptual chiaro e comprensibilén Italian), each legal term,
misalignment when transposed in the national legal orders, is in-
fluenced by the conceptual filters of the lawyers’
Comparative law has identified two key points injomestic legal thinking. Sdlar und versandlich
dealing with EUD, which makes more difficult deal-jn the German system is considered by the German
ing with the polysemy of legal terms: we call themcommentators referring to three different legal con-
thetermin0|0gicalandconceptual misalignments Cepts: 1) the print or the Wrmng of the informa-
In the case of EUD (usually adopted for harmontion must be clear and legiblgéstaltung der infor-
ising the laws of the Member States), the terminomatior), 2) the information must be intelligible by
logical matter is complicated by their necessity tahe consumerférmulierung der informatio)y 3) the
be implemented by the national legislations. In ortanguage of the information must be the national of
der to have a precise transposition in a national lawgonsumer gprache der information In Italy, the
a Directive may be subject to further interpretationjudiciary tend to control more the formal features of
Thus, a saméegal conceptan be expressed in dif- the concepts 1 and 3, and less concept 2, while in
ferent ways in a Directive and in its implementingEngland the main role has been played by the con-
national law. The same legal concept in some lareept 2, though considered as plain style of language
guage can be expressed in a different way in a EUMot legal technical jargon) thanks to the historical
and in the national law implementing it. As a con-nfluences of plain English movement in that coun-
sequence we have a terminological misalignmentyy.
For example, the concept corresponding to the word Note that this kind of problems identified in com-
reasonablyin EninSh, is translated into Italian as parative law has a direct Correspondence in the on-
ragionevolmenten the EUD, and agon ordinaria  tology theory. In particular Klein (Klein, 2001) has
diligenzainto the transposition law. remarked that two particular forms of ontology mis-
In the EUD transposition laws a further problemmatch argerminologicalandconceptualizatioron-
arises from the different nationakgal doctrines tological mismatch which straightforwardly corre-
A legal concept expressed in an EUD may not bgpond to our definitions of misalignments.
present in a national legal system. In this case we
can talk about a conceptual misalignment. To makg The methodology of the L egal Taxonomy
sense for the national lawyers’ expectancies, the Eu-  Sy|labus
ropean legal terms have not only to be translated
into a sound national terminology, but they need té standard way to properly manage large multilin-
be correctly detected when their meanings are to rgual lexical databases is to do a clear distinction
fer to EU legal concepts or when their meanings aramong terms and their interlingual acceptions (or
similar to concepts which are known in the Membegnxieg (Sérasset, 1994; Lyding et al., 2006). In
states. Consequently, the transposition of Europeanir system to properly manage terminological and
law in the parochial legal framework of each Mem-conceptual misalignment we distinguish in the LTS
ber state can lead to a set of distinct national leg@iroject the notion of legal term from the notion of
doctrines, that are all different from the Europearegal concept and we build a systematic classifica-
one. In case of consumer contracts (like those cotion based on this distinction. The basic idea in
cluded by the means of distance communication asir system is that the conceptual backbone consists
in Directive 97/7/EC, Art. 4.2), the notion to pro-in a taxonomy of concepts (ontology) to which the
vide in aclear and comprehensible manrsyme el- terms can refer to express their meaning. One of
ements of the contract by the professionals to thine main points to keep in mind is that we do not
consumers represents a specification of the informassume the existence of a single taxonomy cover-
tion duties which are a pivotal principle of EU law.ing all languages. In fact, it has been convincingly
Despite the pairs of translation in the language verrgued that the different national systems may orga-
sions of EU Directives (i.e.klar und verséndlich nize the concepts in different ways. For instance,
in German -clear and comprehensibl@ English - the termcontractcorresponds to different concepts
22



Term-Ita-A Term-Ger-A tional system and the meaning of the same term in
e, Pt the translation of a EU directive. This feature en-
’ " ables the LTS to be more precise about what “trans-
lation” means. It puts at disposal a way for asserting
that two terms are the translation of each other, but
just in case those terms have been used in the trans-
lation of an EU directive: within LTS, we can talk
about direct EU-translations of terms, but only about
indirect national-system translations of terms. The
situation enforced in LTS is depicted in Fig. 1, where
it is represented that: The Italian terferm-Ita-A
and the German teriferm-Ger-Ahave been used as
Figure 1: Relationship between ontologies andorresponding terms in the translation of an EU di-
terms. The thick arcs represent the inter-ontologyective, as shown by the fact that both of them refer
“association” link. to the same EU-concej@U- 1. In the ltalian legal
system,Term-Ita-Ahas the meaningt a- 2. In the

_ o . German legal systenTerm-Ger-Ahas the meaning
in common law and civil law, where it has the meanger - 3. The EU translations of the directive is cor-

ing of bargain andagreementrespectively (Sacco, rect insofar no terms exist in Italian and German that
1999). In most complex instances, there are ngngracterize precisely the concdfit- 1 in the two
homologous between terms-concepts sucfrito languages (i.e., the “associated” conceptsa- 4
civile (legal fruit) andincome but respectively civil gngcer - 5 have no corresponding legal terms). A
law and common law systems can achieve functionsractical example of such a situation is reported in
ally same operational rules thanks to the functionpig_ 2, where we can see that the ontologies include
ing of the entire taxonomy of national legal conceptgjifferent types of arcs. Beyond the usisa (link-
(Graziadei, 2004). Consequently, the LTS includeﬁ]g a category to its supercategory), there are also
different ontologies, one for each involved national purposearc, which relates a concept to the legal
language plus one for the language of EU doCuyrinciple motivating it, ancconcerns which refers
ments. Each language-specific ontology is relateg) 5 general relatedness. The dotted arcs represent
via a set ofassociationlinks to the EU concepts, as the reference from terms to concepts. Some terms
shown in Fig. 1. have links both to a National ontology and to the EU
Although this picture is conform to intuition, in Ontology (in particularwithdrawal vs. recessaand
LTS it had to be enhanced in two directions. Firstdifesa del consumatores. consumer protection
it must be observed that the various national ontolo- The last item above is especially relevant: note
gies have a reference language. This is not the cag®t this configuration of arcs specifies thatwith-
for the EU ontology. For instance, a given term irdrawal and recessohave been used as equivalent
English could refer either to a concept in the UK onterms (concepEU- 2) in some European Directives
tology or to a concept in the EU ontology. In the(e.g., Directive 90/314/EEC). 2) In that context, the
first case, the term is used for referring to a concepérm involved an act having as purpose the some
in the national UK legal system, whilstin the secondkind of protection of the consumer. 3) The terms
one, it is used to refer to a concept used in the Euratsed for referring to the latter ammnsumer protec-
pean directives. This is one of the main advantagd®mn in English anddifesa del consumatoria Ital-
of LTS. For examplélar und verséndlichcould re- ian. 4) In the British legal system, however, not
fer both to concepGer - 379 (a concept in the Ger- all withdrawals have this goal, but only a subtype
man Ontology) and to concefllJ- 882 (a concept of them, to which the code refers to eancellation
in the European ontology). This is the LTS solutionconcepteng- 3). 5) In the Italian legal system, the
for facing the possibility of a correspondence onlytermdiritto di recessas ambiguous, since it can be
partial between the meaning of a term has in the nased with reference either to something concerning
23
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P Conclusione del contratto @ knowledge the LTS is the first attempt which starts
ancellation ifesa del umator 4 . . -

{ Consumer protection @@ .-'.gh-fﬁsdfrﬁf;iam“me’z from fine grained legal expertise on the EUD do-
+ Termination Risoluzione H

o T Risckuone @ main.

: Future work is to study how the LTS can be used

P,

’ as a thesaurus for general EUD, even if the current
<’m I v domain is limited to consumer law.

AR
concern. - 4 concerns
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Abstract

This paper describes the latest version of
speech-to-speech translation systems de-
veloped by the team of NICT-ATR for over
twenty years. The system is now ready to
be deployed for the travel domain. A new
noise-suppression technique notably im-
proves speech recognition performance.
Corpus-based approaches of recognition,
translation, and synthesis enable coverage
of a wide variety of topics and portability
to other languages.

1 Introduction

Speech recognition, speech synthesis, and machine
translation research started about half a century
ago. They have developed independently for a long
time until speech-to-speech translation research
was proposed in the 1980’s. The feasibility of
speech-to-speech translation was the focus of re-
search at the beginning because each component
was difficult to build and their integration seemed
more difficult. After groundbreaking work for two
decades, corpus-based speech and language proc-
essing technology have recently enabled the
achievement of speech-to-speech translation that is
usable in the real world.

This paper introduces (at ACL 2007) the state-
of-the-art speech-to-speech translation system de-
veloped by NICT-ATR, Japan.

2 SPEECH-TO-SPEECH
TION SYSTEM

A speech-to-speech translation system is very large
and complex. In this paper, we prefer to describe

TRANSLA-
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recent progress. Detailed information can be found
in [1, 2, 3] and their references.

2.1

To obtain a compact, accurate model from corpora
with a limited size, we use MDL-SSS [4] and
composite multi-class N-gram models [5] for
acoustic and language modeling, respectively.
MDL-SSS is an algorithm that automatically de-
termines the appropriate number of parameters ac-
cording to the size of the training data based on the
Maximum Description Length (MDL) criterion.
Japanese, English, and Chinese acoustic models
were trained using the data from 4,200, 532, and
536 speakers, respectively. Furthermore, these
models were adapted to several accents, e.g., US
(the United States), AUS (Australia), and BRT
(Britain) for English. A statistical language model
was trained by using large-scale corpora (852 k
sentences of Japanese, 710 k sentences of English,
510 k sentences of Chinese) drawn from the travel
domain.

Robust speech recognition technology in noisy
situations is an important issue for speech transla-
tion in real-world environments. An MMSE
(Minimum mean square error) estimator for log
Mel-spectral energy coefficients using a GMM
(Gaussian Mixture Model) [6] is introduced for
suppressing interference and noise and for attenu-
ating reverberation.

Even when the acoustic and language models
are trained well, environmental conditions such as
variability of speakers, mismatches between the
training and testing channels, and interference
from environmental noise may cause recognition
errors. These utterance recognition errors can be
rejected by tagging them with a low confidence
value. To do this we introduce generalized word

Speech recognition
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posterior probability (GWPP)-based recognition
error rejection for the post processing of the speech
recognition [7, 8].

2.2

The translation modules are automatically con-
structed from large-scale corpora: (1) TATR, a
phrase-based SMT module and (2) EM, a simple
memory-based translation module. EM matches a
given source sentence against the source language
parts of translation examples. If an exact match is
achieved, the corresponding target language sen-
tence will be output. Otherwise, TATR is called up.
In TATR, which is built within the framework of
feature-based exponential models, we used the fol-
lowing five features: phrase translation probability
from source to target; inverse phrase translation
probability; lexical weighting probability from
source to target; inverse lexical weighting prob-
ability; and phrase penalty.

Here, we touch on two approaches of TATR:
novel word segmentation for Chinese, and lan-
guage model adaptation.

We used a subword-based approach for word
segmentation of Chinese [9]. This word segmenta-
tion is composed of three steps. The first is a dic-
tionary-based step, similar to the word segmenta-
tion provided by LDC. The second is a subword-
based 10B tagging step implemented by a CRF
tagging model. The subword-based 10B tagging
achieves a better segmentation than character-
based 10B tagging. The third step is confidence-
dependent disambiguation to combine the previous
two results. The subword-based segmentation was
evaluated with two different data from the Sighan
Bakeoff and the NIST machine translation evalua-
tion workshop. With the data of the second Sighan
Bakeoff', our segmentation gave a higher F-score
than the best published results. We also evaluated
this segmentation in a translation scenario using
the data of NIST translation evaluation? 2005,
where its BLEU score® was 1.1% higher than that
using the LDC-provided word segmentation.

The language model that is used plays an impor-
tant role in SMT. The effectiveness of the language

Machine translation

! http://sighan.cs.uchicago.edu/bakeoff2005/
“http://www.nist.gov/speech/tests/mt/mt0Seval_official _
results_release_20050801 v3.html
*http://www.nist.gov/speech/tests/mt/resources/scoring.
htm

26

model is significant if the test data happen to have
the same characteristics as those of the training
data for the language models. However, this coin-
cidence is rare in practice. To avoid this perform-
ance reduction, a topic adaptation technique is of-
ten used. We applied this adaptation technique to
machine translation. For this purpose, a “topic” is
defined as clusters of bilingual sentence pairs. In
the decoding, for a source input sentence, f, a topic
T is determined by maximizing P(f|T). To maxi-
mize P(f|T) we select cluster T that gives the high-
est probability for a given translation source sen-
tence f. After the topic is found, a topic-dependent
language model P(e|T) is used instead of P(e), the
topic-independent language model. The topic-
dependent language models were tested using
IWSLTO06 data*. Our approach improved the
BLEU score between 1.1% and 1.4%. The paper of
[10] presents a detailed description of this work.

2.3 Speech synthesis

An ATR speech synthesis engine called XIMERA
was developed using large corpora (a 110-hour
corpus of a Japanese male, a 60-hour corpus of a
Japanese female, and a 20-hour corpus of a Chi-
nese female). This corpus-based approach makes it
possible to preserve the naturalness and personality
of the speech without introducing signal processing
to the speech segment [11]. XIMERA’s HMM
(Hidden Markov Model)-based statistical prosody
model is automatically trained, so it can generate a
highly natural FO pattern [12]. In addition, the cost
function for segment selection has been optimized
based on perceptual experiments, thereby improv-
ing the naturalness of the selected segments [13].

3 EVALUATION
31

We have collected three kinds of speech and lan-
guage corpora: BTEC (Basic Travel Expression
Corpus), MAD (Machine Aided Dialog), and FED
(Field Experiment Data) [14, 15, 16, and 17]. The
BTEC Corpus includes parallel sentences in two
languages composed of the kind of sentences one
might find in a travel phrasebook. MAD is a dialog
corpus collected using a speech-to-speech transla-
tion system. While the size of this corpus is rela-
tively limited, the corpus is used for adaptation and

Speech and language corpora

* http://www.slt.atr.jp/IWSLT2006/



evaluation. FED is a corpus collected in Kansai
International Airport uttered by travelers using the
airport.

3.2

The size of the vocabulary was about 35 Kk in ca-
nonical form and 50 k with pronunciation varia-
tions. Recognition results are shown in Table 1 for
Japanese, English, and Chinese with a real-time
factor® of 5. Although the speech recognition per-
formance for dialog speech is worse than that for
read speech, the utterance correctness excluding
erroneous recognition output using GWPP [8] was
greater than 83% in all cases.

Speech recognition system

BTEC | MAD FED

Characteristics steeae(::h sD;;:égﬂ stligﬂ
(Office) | (Airport)
# of speakers 20 12 6
# of utterances 510 502 155
# of word tokens 4,035/ 5,682 | 1,108
Average length 7.9 11.3 7.1
Perplexity 18.9 23.2 36.2
Japanese 94.9 92.9 91.0
\C’\l’ﬁ;‘iy ¢ "English 923 905| 810
Chinese 90.7| 78.3 76.5
Utterance | All 82.4| 622 69.0

correct- Not re-

ness jected 87.1| 83.9 914

Table 1 Evaluation of speech recognition

3.3

The mechanical evaluation is shown, where there
are sixteen reference translations. The performance
is very high except for English-to-Chinese (Table
2).

Machine Translation

BLEU
Japanese-to-English 0.6998
English-to-Japanese 0.7496
Japanese-to-Chinese 0.6584
Chinese-to-Japanese 0.7400
English-to-Chinese 0.5520
Chinese-to-English 0.6581

Table 2 Mechanical evaluation of translation

® The real time factor is the ratio to an utterance time.
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The translation outputs were ranked A (perfect),
B (good), C (fair), or D (nonsense) by professional
translators. The percentage of ranks is shown in
Table 3. This is in accordance with the above
BLEU score.

A AB ABC
Japanese-to-English 78.4 86.3 92.2
English-to-Japanese 74.3 85.7 93.9
Japanese-to-Chinese 68.0 78.0 88.8
Chinese-to-Japanese 68.6 80.4 89.0
English-to-Chinese 52.5 67.1 79.4
Chinese-to-English 68.0 77.3 86.3

Table 3 Human Evaluation of translation

4  System presented at ACL 2007

The system works well in a noisy environment and
translation can be performed for any combination
of Japanese, English, and Chinese languages. The
display of the current speech-to-speech translation
system is shown below.

EE#ERT—EA
REER
HBEAVEKHEVTY, HEEEFATTE)

JE

HERER -

| have a bad stomachache. Please call an
ambulance.

FURIERLTHEREEAALTLSEZ L,
Baik Bt kit

J=>E

Figure 1 Japanese-to-English Display of NICT-
ATR Speech-to-Speech Translation System

5 CONCLUSION

This paper presented a speech-to-speech transla-
tion system that has been developed by NICT-ATR
for two decades. Various techniques, such as noise
suppression and corpus-based modeling for both
speech processing and machine translation achieve
robustness and portability.

The evaluation has demonstrated that our system
is both effective and useful in a real-world envi-
ronment.
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Abstract

We introduce the zipfR package, a power-
ful and user-friendly open-source tool for
LNRE modeling of word frequency distribu-
tions in the R statistical environment. We
give some background on LNRE models,
discuss related software and the motivation
for the toolkit, describe the implementation,
and conclude with a complete sample ses-
sion showing a typical LNRE analysis.

1 Introduction

As has been known at least since the seminal work
of Zipf (1949), words and other type-rich linguis-
tic populations are characterized by the fact that
even the largest samples (corpora) do not contain in-
stances of all types in the population. Consequently,
the number and distribution of types in the avail-
able sample are not reliable estimators of the number
and distribution of types in the population. Large-
Number-of-Rare-Events (LNRE) models (Baayen,
2001) are a class of specialized statistical models
that estimate the distribution of occurrence proba-
bilities in such type-rich linguistic populations from
our limited samples.

LNRE models have applications in many
branches of linguistics and NLP. A typical use
case is to predict the number of different types (the
vocabulary size) in a larger sample or the whole
population, based on the smaller sample available to
the researcher. For example, one could use LNRE
models to infer how many words a 5-year-old child
knows in total, given a sample of her writing. LNRE
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models can also be used to quantify the relative
productivity of two morphological processes (as
illustrated below) or of two rival syntactic construc-
tions by looking at their vocabulary growth rate as
sample size increases. Practical NLP applications
include making informed guesses about type counts
in very large data sets (e.g., How many typos are
there on the Internet?) and determining the “lexical
richness” of texts belonging to different genres. Last
but not least, LNRE models play an important role
as a population model for Bayesian inference and
Good-Turing frequency smoothing (Good, 1953).
However, with a few notable exceptions (such as
the work by Baayen on morphological productivity),
LNRE models are rarely if ever employed in linguis-
tic research and NLP applications. We believe that
this has to be attributed, at least in part, to the lack of
easy-to-use but sophisticated LNRE modeling tools
that are reliable and robust, scale up to large data
sets, and can easily be integrated into the workflow
of an experiment or application. We have developed
the zipfR toolkit in order to remedy this situation.

2 LNRE models

In the field of LNRE modeling, we are not interested
in the frequencies or probabilities of individual word
types (or types of other linguistic units), but rather
in the distribution of such frequencies (in a sam-
ple) and probabilities (in the population). Conse-
quently, the most important observations (in mathe-
matical terminology, the statistics of interest) are the
total number V (V) of different types in a sample of
N tokens (also called the vocabulary size) and the
number V,,,(N) of types that occur exactly m times
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in the sample. The set of values V;,, (V) for all fre-
quency ranks m = 1,2, 3, ... is called a frequency
spectrum and constitutes a sufficient statistic for the
purpose of LNRE modeling.

A LNRE model M is a population model that
specifies a certain distribution for the type proba-
bilities in the population. This distribution can be
linked to the observable values V(NN) and V,,,(N)
by the standard assumption that the observed data
are a random sample of size N from this popula-
tion. It is most convenient mathematically to formu-
late a LNRE model in terms of a type density func-
tion g(r), defined over the range of possible type
probabilities 0 < 7 < 1, such that f;g(ﬂ) dr is
the number of types with occurrence probabilities
in the range a« < 7 < b.! From the type density
function, expected values E[V (N)] and E[V;, (V)]
can be calculated with relative ease (Baayen, 2001),
especially for the most widely-used LNRE models,
which are based on Zipf’s law and stipulate a power
law function for g(7). These models are known as
GIGP (Sichel, 1975), ZM and fZM (Evert, 2004).
For example, the type density of the ZM and fZM
models is given by

C-7m=*1 A<g<B
g(m) =

0 otherwise

with parameters 0 < @ < land 0 < A < B.
Baayen (2001) also presents approximate equations
for the variances Var[V(N)] and Var[V;,(N)]. In
addition to such predictions for random samples, the
type density g(m) can also be used as a Bayesian
prior, where it is especially useful for probability es-
timation from low-frequency data.

Baayen (2001) suggests a number of models that
calculate the expected frequency spectrum directly
without an underlying population model. While
these models can sometimes be fitted very well to
an observed frequency spectrum, they do not inter-
pret the corpus data as a random sample from a pop-
ulation and hence do not allow for generalizations.
They also cannot be used as a prior distribution for
Bayesian inference. For these reasons, we do not see

ISince type probabilities are necessarily discrete, such a
type density function can only give an approximation to the true
distribution. However, the approximation is usually excellent

for the low-probability types that are the center of interest for
most applications of LNRE models.
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them as proper LNRE models and do not consider
them useful for practical application.

3 Requirements and related software

As pointed out in the previous section, most appli-
cations of LNRE models rely on equations for the
expected values and variances of V' (IN) and V,,,(N)
in a sample of arbitrary size N. The required ba-
sic operations are: (i) parameter estimation, where
the parameters of a LNRE model M are determined
from a training sample of size Ny by comparing
the expected frequency spectrum E[V;,(No)] with
the observed spectrum V,,,(Ny); (ii) goodness-of-fit
evaluation based on the covariance matrix of V' and
Vim; (iil) interpolation and extrapolation of vocabu-
lary growth, using the expectations E[V'(N)]; and
(iv) prediction of the expected frequency spectrum
for arbitrary sample size N. In addition, Bayesian
inference requires access to the type density g(m)
and distribution function G(a) = fal g(m) dm, while
random sampling from the population described by
a LNRE model M is a prerequisite for Monte Carlo
methods and simulation experiments.

Up to now, the only publicly available implemen-
tation of LNRE models has been the lexstats toolkit
of Baayen (2001), which offers a wide range of
models including advanced partition-adjusted ver-
sions and mixture models. While the toolkit sup-
ports the basic operations (i)—(iv) above, it does
not give access to distribution functions or random
samples (from the model distribution). It has not
found widespread use among (computational) lin-
guists, which we attribute to a number of limitations
of the software: lexstats is a collection of command-
line programs that can only be mastered with expert
knowledge; an ad-hoc Tk-based graphical user in-
terfaces simplifies basic operations, but is fully sup-
ported on the Linux platform only; the GUI also has
only minimal functionality for visualization and data
analysis; it has restrictive input options (making its
use with languages other than English very cumber-
some) and works reliably only for rather small data
sets, well below the sizes now routinely encountered
in linguistic research (cf. the problems reported in
Evert and Baroni 2006); the standard parameter es-
timation methods are not very robust without exten-
sive manual intervention, so lexstats cannot be used



as an off-the-shelf solution; and nearly all programs
in the suite require interactive input, making it diffi-
cult to automate LNRE analyses.

4 Implementation

First and foremost, zipfR was conceived and de-
veloped to overcome the limitations of the lexstats
toolkit. We implemented zipfR as an add-on library
for the popular statistical computing environment R
(R Development Core Team, 2003). It can easily
be installed (from the CRAN archive) and used off-
the-shelf for standard LNRE modeling applications.
It fully supports the basic operations (i)—(iv), cal-
culation of distribution functions and random sam-
pling, as discussed in the previous section. We have
taken great care to offer robust parameter estimation,
while allowing advanced users full control over the
estimation procedure by selecting from a wide range
of optimization techniques and cost functions. In
addition, a broad range of data manipulation tech-
niques for word frequency data are provided. The
integration of zipfR within the R environment makes
the full power of R available for visualization and
further statistical analyses.

For the reasons outlined above, our software
package only implements proper LNRE models.
Currently, the GIGP, ZM and fZM models are sup-
ported. We decided not to implement another LNRE
model available in lexstats, the lognormal model, be-
cause of its numerical instability and poor perfor-
mance in previous evaluation studies (Evert and Ba-
roni, 2006).

More information about zipfR can be found on its
homepage at http://purl.org/stefan.evert/zipfR/.

5 A sample session

In this section, we use a typical application example
to give a brief overview of the basic functionality of
the zipfR toolkit. zipfR accepts a variety of input for-
mats, the most common ones being type frequency
lists (which, in the simplest case, can be newline-
delimited lists of frequency values) and tokenized
(sub-)corpora (one word per line). Thus, as long as
users can extract frequency data or at least tokenize
the corpus of interest with other tools, they can per-
form all further analysis with zipfR.

Suppose that we want to compare the relative pro-
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ductivity of the Italian prefix ri- with that of the
rarer prefix ultra- (roughly equivalent to English re-
and ultra-, respectively), and that we have frequency
lists of the word types containing the two prefixes.?
In our R session, we import the data, create fre-
quency spectra for the two classes, and we plot the
spectra to look at their frequency distribution (the
output graph is shown in the left panel of Figure 1):

ItaRi.tfl <- read.tfl("ri.txt")
ItaUltra.tfl <- read.tfl("ultra.txt")
ItaRi.spc <- tfl2spc(ItaRi.tfl)
ItaUltra.spc <- tfl2spc(ItaUltra.tfl)
> plot (ItaRi.spc,ItaUltra.spc,

+ legend=c ("ri-","ultra-"))

We can then look at summary information about
the distributions:

> summary (ItaRi.spc)

zipfR object for frequency spectrum
Sample size: N = 1399898
Vocabulary size: V = 1098

Class sizes: Vm = 346 105 74 43
> summary (ItaUltra.spc)

zipfR object for frequency spectrum
Sample size: N = 3467
Vocabulary size: V 523

Class sizes: Vm = 333 68 37 15

We see that the ultra- sample is much smaller than
the ri- sample, making a direct comparison of their
vocabulary sizes problematic. Thus, we will use the
fZM model (Evert, 2004) to estimate the parameters
of the ultra- population (notice that the summary of
an estimated model includes the parameters of the
relevant distribution as well as goodness-of-fit infor-
mation):

> ItaUltra.fzm <- lnre("fzm",ItaUltra.spc)
> summary (ItaUltra.fzm)

finite Zipf-Mandelbrot LNRE model.
Parameters:

Shape: alpha = 0.6625218
Lower cutoff: A = 1.152626e-06
Upper cutoff: B = 0.1368204
[ Normalization: C = 0.673407 ]
Population size: S = 8732.724

Goodness-of-fit (multivariate chi-squared):

X2 df p

19.66858 5 0.001441900
Now, we can use the model to predict the fre-
quency distribution of ultra- types at arbitrary sam-
ple sizes, including the size of our ri- sample. This
allows us to compare the productivity of the two pre-
fixes by using Baayen’s &, obtained by dividing the

*The data used for illustration are taken from an Italian
newspaper corpus and are distributed with the toolkit.
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Figure 1: Left: Comparison of the observed ri- and ultra- frequency spectra. Right: Interpolated ri- vs. ex-

trapolated ultra- vocabulary growth curves.

number of hapax legomena by the overall sample
size (Baayen, 1992):
> ItaUltra.ext.spc<-lnre.spc(ItaUltra.fzm,
+ N(ItaRi.spc))
> Vm(ItaUltra.ext.spc,1l)/N(ItaRi.spc)
[1] 0.0006349639
> Vm(ItaRi.spc,1l)/N(ItaRi.spc)
[1] 0.0002471609

The rarer ultra- prefix appears to be more produc-
tive than the more frequent ri-. This is confirmed by
a visual comparison of vocabulary growth curves,
that report changes in vocabulary size as sample size
For ri-, we generate the growth curve
by binomial interpolation from the observed spec-
trum, whereas for ultra- we extrapolate using the
estimated LNRE model (Baayen 2001 discuss both

techniques).

increases.

sample.sizes <- floor (N(ItaRi.spc)/100)
*(1:100)

ItaRi.vgc <- vgc.interp(ItaRi.spc,
sample.sizes)

ItaUltra.vgc <- lnre.vgc (ItaUltra.fzm,
sample.sizes)

plot (ItaRi.vgc, ItaUltra.vgc,

legend=c ("ri-", "ultra-"))

+ VvV +V +V +V

The plot (right panel of Figure 1) confirms the
higher (potential) type richness of ultra-, a “fancier”
prefix that is rarely used, but, when it does get used,
is employed very productively (see discussion of
similar prefixes in Gaeta and Ricca 2003).
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1 Introduction ker, and named entity recogniser (Curran and Clark,

2003b). The taggers are highly efficient, with pro-

The statisti_cal modelling of language, together sz:essing speeds of over 100,000 words per second.
advances in wide-coverage grammar development, Finally, the various components, including the

have led to high levels of robustness and eﬁidenc%orphological analyser morpha (Minnen et al.

in NLP systems and made linguistically motivatedy,q1y 4re combined into a single program. The out-
large-scale language processing a possibility (Mab'ut from this program — acG derivation,postags,

suzaki et.al., 2007; Kaplan et_al.,. 2004). This pafemmas, and named entity tags — is used by the
per .descnbes anLp system which is based On SYN"module Boxer (Bos, 2005) to produce interpretable
tactic and semantic formalisms from theoretical lingy, e in the form of Discourse Representation
guistics, and which we have used to analyse the eg’[ructurestoRss).
tire Gigaword corpus (1 billion words) in less than
5 days using only 18 processors. This combinatiod The ccc Parser
of detail and speed of analysis represents a break-
through inNLP technology. The grammar used by the parser is extracted from
The system is built around a wide-coverage ComceCGbank, accc version of the Penn Treebank
binatory Categorial Grammarc€c) parser (Clark (Hockenmaier, 2003). The grammar consists of 425
and Curran, 2004b). The parser not only recovelsxical categories, expressing subcategorisation in-
the local dependencies output by treebank parsefiemation, plus a small number of combinatory rules
such as Collins (2003), but also the long-range depvhich combine the categories (Steedman, 2000). A
dendencies inherent in constructions such as extraddaximum Entropy supertagger first assigns lexical
tion and coordination.ccG is a lexicalized gram- categories to the words in a sentence (Curran et al.,
mar formalism, so that each word in a sentence ®006), which are then combined by the parser using
assigned an elementary syntactic structurede’'s  the combinatory rules and thuxy algorithm.
case a lexical category expressing subcategorisationClark and Curran (2004b) describes log-linear
information. Statistical tagging techniques can agarsing models foccG. The features in the models
sign lexical categories with high accuracy and lovare defined over local parts afcG derivations and
ambiguity (Curran et al., 2006). The combination ofnclude word-word dependencies. A disadvantage
finite-state supertagging and highly engineered C+ef the log-linear models is that they require clus-
leads to a parser which can analyse up to 30 seter computing resources for practical training (Clark
tences per second on standard hardware (Clark aadd Curran, 2004b). We have also investigated per-
Curran, 2004a). ceptron training for the parser (Clark and Curran,
The c&c tools also contain a number of Maxi- 2007b), obtaining comparable accuracy scores and
mum Entropy taggers, including tlexc G supertag- similar training times (a few hours) compared with
ger, apostagger (Curran and Clark, 2003a), chunthe log-linear models. The significant advantage of
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.. . . . . Mr._2 N/N_1 1 Barnum_3

the perceptron training is that it only requires a SiNcaiied_4 (S[deiNP_1yNP_2)NP_3 3 that 5
.. . . . worst-case_7 N/N_1 1 scenario_8
gle processor. The training is online, updating the s npibin_1 1 scenario_s
. . called_4 ((S[dcl\NP_1)/NP_2)/NP_3 2 scenario_8
model parameters one sentence at a time, and it CQRiea"s (S[dcINP_1)/NP_2)NP_3 1 Bamum._3
verges in a few passes over the CCGbank data. 2 S/t & called s
A packed chart representation allows efficient defz caiea 4 tacs)

coding, with the same algorithm — the Viterbi al-§o seerare s ag) ="
gorithm — finding the highest scoring derivation for{o cale 4 scenaro_9)

(ncsubj called_4 Barnum_3 _)

the log-linear and perceptron models. (conj _ called_4 But_1)

2.1 The Supertagger Figure 1: Dependency output in the form ot

The supertagger uses Maximum Entropy taggingePendencies and grammatical relations

techniques (Section 3) to assign a set of lexical cate- :
: erformance of thecG parser with thekaspparser

gories to each word (Curran et al., 2006). Supertal Briscoe et al., 2006)

ging has been especially successfuldaa: Clark N '

and Curran (2004a) demonstrates the consideralde Maximum Entropy Taggers

increases in speed that can be obtained through use

of a supertagger. The supertagger interacts with tH&'e taggers are based on Maximum Entropy tag-

parser in an adaptive fashion: initially it assignging methods (Ratnaparkhi, 1996), and can all be

a small number of categories, on average, to eadffined on new annotated data, using eitaes or

word in the sentence, and the parser attempts to cfgEGStraining code.

ate a spanning analysis. If this is not possible, the ThePOstagger uses the standard set of grammat-

supertagger assigns more categories, and this p,igal categories from the Penn Treebank and, as well

curacy on unseen newspaper text: over 97% per-

2.2 Parser Output word accuracy on Section 23 of the Penn Treebank

The parser produces various types of output. Fid_Curran and Clark, 2003a). The chunker recognises
ure 1 shows the dependency output for the exante standard set of grammatical “chunks™ NP, VP,
ple sentenc@But Mr. Barnum called that a worst- PP. ADJP, ADVP, and so on. It has been trained on
case scenarioTheccac dependencies are defined inthe CONLL shared task data.
terms of the arguments within lexical categories; for The named entity recogniser recognises the stan-
example/(S[dcl]\NP;)/NP,,2) represents the di- Qard set of ngmed entltl_es in text: person, loca-
rect object of a transitive verb. The parser als§On. organisation, date, time, monetary amount. It
outputs grammatical relationsks) consistent with has been trained on theuc data. The named en-
Briscoe et al. (2006). Thers are derived through a tity recogniser contains many more features than the
manually created mapping from tieec dependen- other taggers; Curran and Clark (2003b) describes
cies, together with a python post-processing scrigpe€ feature set.
which attempts to remove any differences between Each tagger can be run as a “multi-tagger”, poten-
the two annotation schemes (for example the way i#@lly assigning more than one tag to a word. The
which coordination is analysed). multi-tagger uses the forward-backward algorithm
The parser has been evaluated on the predica{g_calculate a distribution over tags for each word in
argument dependencies in CCGbank, obtaining |4be sentence, and a parameter determines how many
belled precision and recall scores of 84.8% anHtds are assigned to each word.
84.5% on Section 23. We have also evaluated thf Boxer
parser on DepBank, using the Grammatical Rela-
tions output. The parser scores 82.4% labelled pr&oxer is a separate component which takescas
cision and 81.2% labelled recall overall. Clark andlerivation output by the& c parser and generates a
Curran (2007a) gives precison and recall scores breemantic representation. Boxer implements a first-
ken down by relation type and also compares therder fragment of Discourse Representation Theory,
34



X0 x1 x2 x3 |
|
named(x0,barnum,per) |
named(x0,mr,ttl) |
thing(x1) |
worst-case(x2) |
scenario(x2) |

DRT (Kamp and Reyle, 1993), and is capable of
generating the box-like structures DRT known as
Discourse Representation Structureg$s). DRT is
a formal semantic theory backed up with a model

theory, and it demonstrates a large coverage of lin- ;ai'gxgg ||
. ut(x:
guistic phenomena. Boxer follows the formal the- event(x3) |
. . . agent(x3,x0) |
ory closely, introducing discourse referents for noun patient(x3.x1) |

phrases and events in the domain afres, and their theme(x3,x2) |

properties in the conditions ofzRs.
One deviation with the standard theory is the
adoption of a Neo-Davidsonian analysis of events

and roles. Boxer also implements Van der Sandtgourse referents represented as Prolog variables.
theory of presupposition projection treating propepther output options include: a flat structure, in
names and defininite descriptions as anaphoric &ygich the recursive structure obsis unfolded by
pressions, by binding them to appropriate previouslypelling eactbrs andbrs-condition; an XML for-
introduced discourse referents, or accommodatir}gat; and an easy-to-read box-like structure as found
on a suitable level of discourse representation.  in textbooks and articles aRT. Figure 2 shows the
easy-to-read output for the sentefdtd Mr. Barnum
called that a worst-case scenario.

DRss are recursive data structures —eaefscom-  The semantic representations can also be output
prises a domain (a set of discourse referents) andag first-order formulas. This is achieved using the
set of conditions (possibly introducing nedRSs).  standard translation frorvrs to first-order logic
DRs-conditions are either basic or complex. The bagkamp and Reyle, 1993), and allows the output
sic DRs-conditions supported by Boxer are: equaltp pe pipelined into off-the-shelf theorem provers
ity, stating that two discourse referents refer to thgr model builders for first-order logic, to perform

same entity; one-place relations, expressing propefonsistency or informativeness checking (Blackburn
ties of discourse referents; two place relations, exnd Bos, 2005).

pressing binary relations between discourse refer-

ents; and names and time expressions. Complex (sage of the Tools

DRS-conditions are: negation of BRS; disjunction

of two DRss; implication (oneDRs implying an- The taggers (and therefore the parser) can accept

other); and propositional, relating a discourse refmany different input formats and produce many dif-

erent to @DRS. ferent output formats. These are described using a
Nouns, verbs, adjectives and adverbs introductttle language” similar to C printf format strings.

one-place relations, whose meaning is represent€dr example, the input format %%p \n indicates

by the corresponding lemma. Verb roles and prepdhat the program expects word (%w) ardstag

Figure 2: Easy-to-read output format of Boxer

4.1 Discourse Representation Structures

sitions introduce two-place relations. (%p) pairs as input, where the words apdstags
are separated by pipe characters, and each wosl-
4.2 Inputand Output tag pair is separated by a single space, and whole

The input for Boxer is a list ofEcG derivations deco- sentences are separated by newlings.( Another
rated with named entitiegostags, and lemmas for feature of the input/output is that other fields can be
nouns and verbs. By default, eaclkeG derivation read in which are not used in the tagging process,
produces on®Rs. However, it is possible for one and also form part of the output.
DRS to span severatcG derivations; this enables The c&c tools use a configuration management
Boxer to deal with cross-sentential phenomena sudystem which allows the user to override all of the
as pronouns and presupposition. default parameters for training and running the tag-
Boxer provides various output formats. The degers and parser. All of the tools can be used as stand-
fault output is abrs in Prolog format, with dis- alone components. Alternatively, a pipeline of the
35



tools is provided which supports two modes: locattephen Clark and James R. Curran. 2004a. The importance of
file readina/writina or SOAP server mode. supertagging for wide-coverage CCG parsing.Pmoceed-
9 9 ings of COLING-04pages 282-288, Geneva, Switzerland.

6 Applications Stephen Clark and James R. Curran. 2004b. Parsing the WSJ
) ) using CCG and log-linear models. Rroceedings of ACL-
We have developed an open-domaimsystem built 04, pages 104-111, Barcelona, Spain.

around the:gc tOOIS_and Boxer (A.hn etal., 2005). Stephen Clark and James R. Curran. 2007a. Formalism-
The parser is well suited to analysing large amounts independent parser evaluation with CCG and DepBank. In

of text containing a potential answer, because of Proceedings of the 45th Annual Meeting of the ABtague,

. .. . . Czech Republic.

its efficiency. The grammar is also well suited to

analysing questions, becauseawfG's treatment of Stephen Clark and James R. Curran. 2007b. Perceptron train-
long-range dependencies. However, sincedbe ing for a wide-coverage lexicalized-grammar parsePio-

) - ceedings of the ACL Workshop on Deep Linguistic Process-
parser is based on the Penn Treebank, which con-ing, Prague, Czech Republic.

tains few examples of questions, the pa'rser tr""”"esqephen Clark, Mark Steedman, and James R. Curran. 2004.
on CCGbank is a poor analyser of questions. Clark Object-extraction and question-parsing using CCG. In
et al. (2004) describes a porting method we have de- Proceedings of the EMNLP Conferencgages 111-118,

. . T Barcelona, Spain.
veloped which exploits the lexicalized naturecafG
by relying on rapid manual annotation at the |lexiMichael Collins. 2003. Head-driven statistical models

. . for natural language parsingComputational Linguistigs
cal category level. We have successfully applied this 29(4):589_6379 g¢ parsing®omp gHista

method to questions. o
The robustness and efficiency of the parser: i,[Jsames R. Curran and Stephen Clark. 2003a. Investigating GIS
o ero i y p X ' and smoothing for maximum entropy taggers. Pimceed-
ability to analyses questions; and the detailed out- ings of the 10th Meeting of the EAChages 91-98, Bu-
put provided by Boxer make it ideal for large-scale dapest, Hungary.

open-domaimaA. James R. Curran and Stephen Clark. 2003b. Language inde-
pendent NER using a maximum entropy taggerPtaceed-
7 Conclusion ings of CoNLL-03pages 164-167, Edmonton, Canada.

. . . James R. Curran, Stephen Clark, and David Vadas. 2006.
Linguistically motivated NLP can now be used Multi-tagging for lexicalized-grammar parsing. Rroceed-

for large-scale language processing applications. ings of COLING/ACL-0Bpages 697—704, Sydney.

The c&c tools plus Boxer are freely avallableJulia Hockenmaier. 2003.Data and Models for Statistical
for research use and can be downloaded from parsing with Combinatory Categorial GrammaPh.D. the-

http://svn.ask.it.usyd.edu.au/trac/candc/wiki. sis, University of Edinburgh.
H. Kamp and U. Reyle. 1993From Discourse to Logic; An
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Abstract

We demonstrate one aspect of an affect-
extraction system for use in intelligent con-
versational agents. This aspect performs a
degree of affective interpretation of some
types of metaphorical utterance.

1 Introduction

Our demonstration is of one aspect of a system
for extracting affective information from individ-
ual utterances, for use in text-based intelligent con-
versational agents (ICAs). Affect includes emo-
tions/moods (such as embarrassment, hostility) and
evaluations (of goodness, importance, etc.). Our
own particular ICA [Zhang et al. 2006] is for use
in an e-drama system, where human users behave as
actors engaged in unscripted role-play. Actors type
in utterances for the on-screen characters they con-
trol to utter (via speech bubbles). Our ICA is an-
other actor, controlling a bit-part character. Through
extracting affect from other characters’ utterances it
makes responses that can help keep the conversation
flowing. The same algorithms are also used for in-
fluencing the characters’ gesturing (when a 3D ani-
mation mode is used).

The system aspect demonstrated handles one im-
portant way in which affect is expressed in most dis-
course genres: namely metaphor. Only a relatively
small amount of work has been done on computa-
tional processing of metaphorical meaning, for any
purpose, let alone in ICA research. Major work
apart from ours on metaphorical-meaning compu-
tation includes (Fass, 1997; Hobbs, 1990; Mar-
tin, 1990; Mason, 2004; Narayanan, 1999; Veale,
1998). The e-drama genre exhibits a variety of types
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of metaphor, with a significant degree of linguistic
open-endedness. Also, note that our overarching re-
search aim is to study metaphor as such, not just how
it arises in e-drama. This increases our need for sys-
tematic, open-ended methods.

2 Metaphor and Affect

Conveying affect is one important role for metaphor,
and metaphor is one important way of conveying
affect. Emotional states and behavior often them-
selves described metaphorically (Kovecses, 2000;
Fussell & Moss, 1998), as in ‘He was boiling
inside’ [feelings of anger]. But another impor-
tant phenomenon is describing something X using
metaphorical source terms that are subject to that
affect, as in ‘My son’s room [= X] is a bomb site’
or ‘smelly attitude’ (an e-drama transcript exam-
ple). Such carry-over of affect in metaphor is well-
recognized, e.g. in the political domain (Musolff,
2004). Our transcript analyses indicate that this type
of affect-laden metaphor is a significant issue in e-
drama: at a conservative estimate, in recent user
studies in secondary schools at least one in every
16 speech-turns has contained such metaphor (each
turn is <100 characters, and rarely more than one
sentence; 33K words across all transcripts).

There are other specific, theoretically interesting
metaphorical phenomena arising in e-drama that are
important also for discourse in general, and plausi-
bly could be handled reasonably successfully in an
ICA using current techniques. Some are:

1) Casting someone as an animal. This often con-
veys affect, from insultingly negative to affection-
ately positive. Terms for young animals (“piglet’,
‘wolf cub’, etc.) are often used affectionately, even

Proceedings of the ACL 2007 Demo and Poster Sessions, pages 37-40,
Prague, June 2007. (©2007 Association for Computational Linguistics



when the adult form is negative. Animal words can
have a conventional metaphorical sense, often with
specific affect, but in non-conventional cases a sys-
tem may still be able to discern a particular affective
connotation; and even if it cannot, it can still plausi-
bly infer that some affect is expressed, of unknown
polarity (positivity/negativity).

2) Rather similarly, casting someone as a monster
or as a mythical or supernatural being, using words
such as ‘monster’, ‘dragon,” ‘angel,” ‘devil.’

3) Casting someone as a special type of human, us-
ing words such as ‘baby’ (to an adult), ‘freak,” ‘girl’
(to a boy), ‘lunatic.’

4) Metaphorical use of size adjectives (cf. Sharoff,
2006). Particularly, using ‘a little X’ to convey af-
fective qualities of X such as unimportance and con-
temptibility, but sometimes affection towards X, and
‘big X’ to convey importance of X (‘big event’) or
intensity of X-ness (‘big bully’)—and X can itself
be metaphorical (‘baby’, ‘ape’).

Currently, our system partially addresses (1), (2) and
4).

3 Metaphor Recognition & Analysis

3.1 The Recognition Component

The basis here is a subset of a list of
metaphoricity  signals we have compiled
[http://www.cs.bham.ac.uk/~ jab/ATT-
Meta/metaphoricity—signals.html],byInodﬁy—
ing and expanding a list from Goatly (1997). The
signals include specific syntactic structures, phrase-
ological items and morphological elements. We
currently focus on two special syntactic structures,
X is/are Y and You/you Y, and some lexical strings
such as ‘[looks] like’, ‘a bit of a’ and ‘such a’. The
signals are merely uncertain, heuristic indicators.
For instance, in the transcripts mentioned in section
2, we judged X is/are Y as actually indicating the
presence of metaphor in 38% of cases (18 out of
47). Other success rates are: you Y —61% (22 out of
36); like (including looks like)— 81% (35 out of 43).
In order to detect signals we use the Grammatical
Relations (GR) output from the RASP robust parser
[Briscoe et al., 2006] This output shows typed word-
pair dependencies between the words in the utter-
ance. E.g., the GR output for ‘You are a pig’ is:

Incsubj| |be+_vbr| |you_ppyl |_I
|xcomp| _ |bet+_vbr| |pig_nnl|
|det| |pig_nnl| Ja_atl]

38

For an utterance of the type X is/are Y the GRs will
always give a subject relation (ncsub j) between X
and the verb ‘to be’, as well as a complement re-
lation (xcomp) between the verb and the noun Y.
The structure is detected by finding these relations.
As for you Y, Rasp also typically delivers an easily
analysable structure, but unfortunately the POS tag-
ger in Rasp seems to favour tagging Y as a verb—
e.g., ‘cow’ in “You cow’. In such a case, our system
looks the word up in a list of tagged words that forms
part of the RASP tagger. If the verb can be tagged
as a noun, the tag is changed, and the metaphoricity
signal is deemed detected. Once a signal is detected,
the word(s) in relevant positions (e.g. the Y posi-
tion) position are pulled out to be analysed. This
approach has the advantage that whether or not the
noun in, say, the Y position has adjectival modifiers
the GR between the verb and Y is the same, so the
detection tolerates a large amount of variation. Any
such modifiers are found in modifying relations and
are available for use in the Analysis Component.

3.2 The Analysis Component

We confine attention here to X—is/are—Y and You-Y
cases. The analysis element of the processing takes
the X noun (if any) and Y noun and uses Word-
Net 2.0 to analyse them. First, we try to determine
whether X refers to a person (the only case the sys-
tem currently deals with), partly by using a specified
list of proper names of characters in the drama and
partly by WordNet processing. If so, then the Y and
remaining elements are analysed using WordNet’s
taxonomy. This allows us to see if the Y noun in one
of its senses is a hyponym of animals or supernatural
beings. If this is established, the system sees if an-
other of the senses of the word is a hyponym of the
person synset, as many metaphors are already given
as senses in WordNet. If different senses of the given
word are hyponyms of both animal and person, other
categories in the tree between the noun and the per-
son synset may provide information about the eval-
uative content of the metaphor. For example the
word ‘cow’ in its metaphorical usage has the ‘un-
pleasant person’ synset as a lower hypernym, which
heuristically suggests that, when the word is used in
a metaphor, it will be negative about the target.
There is a further complication. Baby animal
names can often be used to give a statement a more
affectionate quality. Some baby animal names such
as ‘piglet’ do not have a metaphorical sense in Word-



Net. In these cases, we check the word’s gloss to see
if it is a young animal and what kind of animal it
is. We then process the adult animal name to seek a
metaphorical meaning but add the quality of affec-
tion to the result. A higher degree of confidence is
attached to the quality of affection than is attached
to the positive/negative result, if any, obtained from
the adult name. Other baby animal names such as
‘lamb’ do have a metaphorical sense in WordNet in-
dependently of the adult animal, and are therefore
evaluated as in the previous paragraph. They are
also flagged as potentially expressing affection but
with a lesser degree of confidence than that gained
from the metaphorical processing of the word. How-
ever, the youth of an animal is not always encoded
in a single word: e.g., ‘cub’ may be accompanied
by specification of an animal type, as in ‘wolf cub’.
An extension to our processing would be required to
handle this and also cases like ‘young wolf” or ‘baby
wolf’.

If any adjectival modifiers of the Y noun were rec-
ognized the analyser then goes on to evaluate their
contribution to the metaphor’s affect. If the analyser
finds that ‘big’ is one of the modifying adjectives
of the noun it has analysed the metaphor is marked
as being more emphatic. If ‘little’ is found the fol-
lowing is done. If the metaphor has been tagged as
negative and no degree of affection has been added
(from a baby animal name, currently) then ‘little’ is
taken to be expressing contempt. If the metaphor
has been tagged as positive OR a degree of affection
has been added then °‘little’ is taken to be expressing
affection.

4 Examples of Course of Processing

‘You piglet’:

(1) Detector recognises the you Y signal with Y =
‘piglet’.

(2) Analyser finds that ‘piglet’ is a hyponym of ‘an-
imal’.

(3) ‘Piglet’ does not have ‘person’ as a WordNet hy-
pernym so analyser retrieves the WordNet gloss.

(4) It finds ‘young’ in the gloss (‘a young pig’) and
retrieves all of the following words (just ‘pig’ — the
analysis process is would otherwise be repeated for
each of the words captured from the gloss), and finds
that ‘pig’ by itself has negative metaphorical affect.
(5) The input is labelled as an animal metaphor
which is negative but affectionate, with the affection
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having higher confidence than the negativity.

‘Lisa is an angel’:

(1) Detector recognises the X is Y signal with Y =
‘angel’, after checking that Lisa is a person.

(2) Analyser finds that ‘angel’ is a hyponym of ‘su-
pernatural being’.

(3) It finds that in another sense ‘angel’ is a hyponym
of ‘person’.

(4) It finds that the tree including the ‘person’ synset
also passes through ‘good person,” expressing posi-
tive affect.

5) Conclusion:
being metaphor.

positive supernatural-

Results from Some Other Examples:

“You cow”, “they’re such sheep™:
metaphor.

“You little rat”: contemptuous metaphor.

“You little piggy”: affectionate metaphor with a neg-
ative base.

“You’re a lamb”: affectionate metaphor.

“You are a monster”: negative metaphor.

“She is such a big fat cow”: negative metaphor, in-
tensified by ‘big’ (currently ‘fat’ is not dealt with).

negative

5 Concluding Remarks

The demonstrated processing capabilities make par-
ticular but nevertheless valuable contributions to
metaphor processing and affect-detection for ICAs,
in e-drama at least. Further work is ongoing on the
four specific metaphorical phenomena in section 3
as well as on other phenomena, such as the vari-
ation of conventional metaphorical phraseology by
synonym substitution and addition of modifiers, and
metaphorical descriptions of emotions themselves.
As many extensions are ongoing or envisaged,
it is premature to engage in large-scale evaluation.
Also, there are basic problems facing evaluation.
The language in the e-drama genre is full of mis-
spellings, “texting” abbreviations, acronyms, gram-
matical errors, etc., so that fully automated evalua-
tion of the metaphorical processing by itself is dif-
ficult; and application of the system to manually
cleaned-up utterances is still dependent on Rasp ex-
tracting structure appropriately. Also, our own ul-
timate concerns are theoretical, to do with the na-
ture of metaphor understanding. We are interested
in covering the qualitative range of possibilities and
complications, with no strong constraint from their



frequency in real discourse. Thus, statistical evalua-
tion on corpora is not particularly relevant except for
practical purposes.

However, some proto-evaluative comments that
can be made about animal metaphors are as fol-
lows. The transcripts mentioned in section 2 (33K
words total) contain metaphors with the following
animal words: rhino, bitch, dog, ape, cow, mole,
from 14 metaphorical utterances in all. Seven of
the utterances are recognized by our system, and
these involve rhino, dog, ape, mole. No WordNet-
based metaphorical connotation is found for the
rhino case. Negative affect is concluded for bitch,
dog and cow cases, and affect of undetermined po-
larity is concluded for ape and mole.

The system is currently designed only to do rela-
tively simple, specialized metaphorical processing.
The system currently only deals with a small mi-
nority of our own list of metaphoricity signals (see
section 3.1), and these signals are only present in a
minority of cases of metaphor overall. It does not
do either complex reasoning or analogical structure-
matching as in our own ATT-Meta metaphor sys-
tem (Barnden, 2006) or the cited approaches of Fass,
Hobbs, Martin, Narayanan and Veale. However, we
plan to eventually add simplified versions of ATT-
Meta-style reasoning, and in particular to add the
ATT-Meta view-neutral mapping adjunct feature to
implement the default carry-over of affect (see sec-
tion 2) and certain other information, as well as han-
dling more signals.

Other work on metaphor has exploited WordNet
(see, e.g., Veale, 2003, and panel on Figurative Lan-
guage in WordNets and other Lexical Resources
at GWC’'04 (nhttp://www.fi.muni.cz/gwc2004/.
Such work uses WordNet in distinctly different ways
from us and largely for different purposes. Our sys-
tem is also distinctive in, for instance, interpreting
the contribution of size adjectives.
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Abstract A thesaurus is created by

Gorman and Curran (2006) argue that the- e taking a corpus

saurus generation for billion+-word corpora

is problematic as the full computation takes
many days. We present an algorithm with
which the computation takes under two

hours. We have created, and made pub-
licly available, thesauruses based on large
corpora for (at time of writing) seven major

world languages. The development is imple-
mented in the Sketch Engine (Kilgarriff et

al., 2004).

¢ identifying contexts for each word
¢ identifying which words share contexts.

For each word, the words that share most contexts
(according to some statistic which also takes account
of their frequency) are its nearest neighbours.

Thesauruses generally improve in accuracy with
corpus size. The larger the corpus, the more clearly
the signal (of similar words) will be distinguished
from the noise (of words that just happen to share

Another innovative development in the same
tool is the presentation of the grammatical
behaviour of a word against the background
of how all other words of the same word
class behave. Thus, the English nczon-
straint occurs 75% in the plural. Is this
a salient lexical fact? To form a judge-

a few contexts). Lin’s was based on around 300M
words and (Curran, 2004) used 2B (billion).

A direct approach to thesaurus computation looks
at each word and compares it with each other word,
checking all contexts to see if they are shared. Thus,
complexity isO(n?m) wheren in the number of
types andm is the size of the context vector. The

ment, we need to know the distribution for
all nouns. We use histograms to present the
distribution in a way that is easy to grasp.

number of types increases with the corpus size, and
(Ravichandran et al., 2005) propose heuristics for
thesaurus building without undertaking the complete
calculation. The line of reasoning is explored further
by (Gorman and Curran, 2006), who argue that the
Over the last ten years, interest has been growirgpmplete calculation is not realistic given large cor-
in distributional thesauruses (hereafter simply 'thepora. They estimate that, given a 2B corpus and its
sauruses’). Following initial work by (Sparck Jones 184,494-word vocabulary comprising all words oc-
1964) and (Grefenstette, 1994), an early, online digurring over five times, the full calculation will take
tributional thesaurus presented in (Lin, 1998) hasearly 300 days. With the vocabulary limited to the
been widely used and cited, and numerous author%,800 words occuring over 100 times, the calcula-
since have explored thesaurus properties and paration took 18 days.

eters: see survey component of (Weeds and Weir, The naive algorithm has complexity(n?m) but
2005). this is not the complexity of the problem. Most of

1 Thesaurus creation
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the n? word pairs have nothing in common so therénto hundreds of GB. For such huge data, a variant
is no reason to check them. We proceed by workingf TPMMS (Two Phase Multi-way Merge Sort) is
only with those word pairs that do have something imised. First we fill the whole available memory with
common. This allows us to create thesauruses frompart of the data, sort in memory (summing where

1B corpora in under 2 hours. we have multiple instances of the safue , wy) as
. we proceed) and output the sorted stream. Then we
1.1 Algorithm merge sorted streams, again summing as we pro-

We prepare the corpus by lemmatizing and thepeed.

shallow parsing to identify grammatical relation in- Another technique we use is partitioning. The
stances with the formw;,r,w’), wherer is a outer loop of the algorithm is fast and can be run
grammatical relationa; and w’ are words. We several times with a limit on which words to process
count the frequency of each triple and sort aland output. For example, the first run processes only
(wy,r,w', score) 4-tuples by ‘contexts’ where a word pairs{w;, wy) where the ID ofw, is between
context is a(r, w’) pair. Only 4-tuples with positive 0 and 99, the next, where it is between 100 and 199,

score are included. etc. In such limited runs there is a high probability
The algorithm then loops over each contexthat most of the summing is done in memory. We es-
(CONTEXTS is the set of all contexts): tablish a good patrtitioning with a dry run in which a

plan is computed such that all runs produce approxi-
mately the number of items which can be sorted and
summed in memory.

for (r,w’) in CONTEXTS:
WLIST = set of allw where(w, r, w’) exists
for wy in WLIST:
for ws in WLIST: _
sim(wy, wa)+ = f(frequencies)! 1.2 Experiments

The outer loop is linear in the number of contextsWe experimented with the 100M-word BNC1B-

The inner loop is quadratic in the number of WordéNorg ItOxfordB English dcﬂp&s(f?ig())gand 1.98-
in WLIST, that is, the number of words sharing a Wword ltwac (Baroni and Kilgarri ) )
particular contextr, «'). This list is usually small Al €xperiments were carried out on a machine

(less than 1000), so the quadratic complexity is mar‘{‘”th AMD Opteron quad-processor. The machine
ageable. has 32 GB of RAM but each process used only

We use a heuristic at this point. If WLIST haslGB (and changing this limit produced no signifi-
more than 10,000 members, the context is skippeGaNt SPeedup). Data files were on a Promise disk
Any such general context is very unlikely to make?"@y running Disk RAIDS.

a substantial difference to the similarity score, since Parameters for the computation include:

similarity scores are weighted according to how spe- . o
cific they are. The computational work avoided can ® hits threshold MIN: only words entering into a

be substantial. number of triples greater than MIN will have
The next issue is how to store the whole thesaurus entries, or will be candidates for be-
sim(wy,ws) Matrix. Most of the values are very ing in other words’ thesaurus entries. (Note

small or zero. These values are not stored in the that words not passing this threshold can still
final thesaurus but they are needed during the com- Pe in contexts, so may contribute to the simi-
putation. A strategy for this problem is to gener- larity of two other words: cf Daelemans et al.’s
ate, sort and sum in sequential scan. That means title (1999).)

that instead of incrementing theém (w, ws2) score

as we go along, we produdey;, ws, z) triples in e the number of words (WDS) above the thresh-

a very long list, running, for a billion-word corpus, old

!In this paper we do not discuss the nature of this function 2http:/Awww.natcorp.ox.ac.uk
as it is does not impact on the complexity. It is explored exte 3http://www.askoxford.com/oec/ We are grateful to Oxford
sively in (Curran, 2004; Weeds and Weir, 2005). University Press for permission to use the OEC.
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Corp | MIN | WDS| TYP | CTX TIME

BNC 1| 152k | 5.7m| 608k | 13m 9s
BNC 20| 68k | 5.6m| 588k | 9m 30s
OEC 2| 269k | 27.5m | 994k | 1hr 40m
OEC 20 | 128k | 27.3m| 981k | 1hr 27m
OEC | 200| 48k | 26.7m| 965k | 1hr 10m

Itwac 20| 137k | 24.8m| 1.1m | 1hr 16m
Table 1: Thesaurus creation jobs and timings III. BO=B
e the number of triples (types) that these Wordglgure 1: Distribution of nouns with respect to pro-

occur in (TYP) portion of instances in plural, from 0 to 1 in 10 steps,
with the class thatonstraintis in, in white.

e the number of contexts (types) that these words
occur in (CTX) straint?*®
To address it we need to know not only the propor-

We have made a number of runs with differention for constraintbut also the proportion for nouns
values of MIN for BNC, OEC and Itwac and presentin general. If the average, across nouns, is 50% then
details for some representative ones in Table 1. i js probably not noteworthy. But if the average is

For the BNC, the number of partitions that the TP294 it is. If it is 30%, we may want to ask a more
MMS process was divided into was usually betweeBpecific question: for what proportion of nouns is the
ten and twenty; for the OEC and ITwac it was aroungyercentage higher than 75%. We need to view “75%
200. plural” in the context of the whole distribution.

For the OEC, the heuristic came into play and, in  All the information is available. We can deter-
a typical run, 25 high-frequency, low-salience conmine, in a large corpus such as the BNC, for each
texts did not play a role in the theasurus compunoun lemma with more than (say) fifty occurrences,
tation. They includedmodifie—more; modifier— what percentage is plural. We present the data in a
not; object-of—have; subject-of—havie Gorman histogram: we count the nouns for which the propor-
and Curran, increases in speed were made at sufon is between 0 and 0.1, 0.1 and 0.2, ..., 0.9 and
stantial cost to accuracy. Here, data from these high- The histogram is shown in Fig 1, based on the
frequency contexts makes negligible impact on thet4,576 nouns with fifty or more occurrences in the

saurus entries. BNC. (The first column corresponds to 6113 items.)
_ We mark the category containing the item of inter-
1.3 Available thesauruses est, in red (white in this paper). We believe this is

Thesauruses of the kind described are pul#n intuitive and easy-to-interpret way of presenting

licly available on the Sketch Engine serverdaword's relative frequency in a particular grammat-

(http://www.sketchengine.co.uk) based on corporigal context, against the background of how other

of between 50M and 2B words for, at time of writ-words of the same word class behave.

ing, Chinese, English, French, ltalian, Japanese, We have implemented histograms like these in the

Portuguese, Slovene and Spanish. Sketch Engine for a range of word classes and gram-
matical contexts. The histograms are integrated into

2 Histograms for presenting statistical —_—
9 P 9 4Other 75% plural nouns which might have served as the

facts about a word’s grammar example includeactivist bean convulsion ember feminist intri-
) cacy joist mechanic relative sandbag shutter siding tedieag
75% of the occurrences of the English noton- ticle trinket tusk The list immediately suggests a typology of

straint in the BNC are in the plural. Many dictio- usually-plural nouns, indicating how this kind of analypi®-
. ' ., vokes new questions.
naries note that some nouns are usually plural: the 50Of course plurals may be salient for one sense but not oth-

guestion here is, how salient is the fact abooh- ers.
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Abstract how Oscar works and how to set up ontologies for use

with Oscar, specifically GO. In the Case study section we
. X . . ) describe how the output of Oscar can be fed into a pub-
articles with chemical structures and biomedi- jighing workflow. Finally we discuss some outstanding

cal ontology terms using Oscar, a program for ambiguity problems in chemical NER. We also compare

chemical named entity recognition (NER). We 4, system to EBIMed (Rebholz-Schuhmaal., 2007)
describe how Oscar works and how it can been throughout.

adapted for general NER. We discuss its imple-
mentation in areal publishing workflowand pos- 2 Motivation
sible applications for enriched articles.

We describe the semantic enrichment of journal

_ There are three routes for getting hold of chemical
1 Introduction structures from chemical text—from chemical compound
names, from author-supplied files containing connection

The volume of chemical literature published has ex- bl df ) Th ferred tati
ploded over the past few years. The crossover betweé €s, and from Images. € preterred representation

chemistry and molecular biology, disciplines which of-0! chemical structures is as diagrams, often annotated

ten study similar systems with contrasting techniques anvégr rce:rclz}[li:r:govyrsh? ;ltlﬁjsgtrjrtgst?f tﬁ:;:%?;?;’mog gree;n- i
describe their results in different languages, has also it : 9 yp

ically given numbers, which then appear in the text in

creased. Readers need to be able to navigate theliterat% 9t However b text-nr in is more ad
more effectively, and also to understand unfamiliar termiPCC '2C€. MOWEVET, because text-processing 1S more a
anced in this regard than image-processing, we shall

nology and its context. One relatively unexplored method L ;

for this is semantic enrichment. Substructure and simﬁggcsgﬁﬁeozga’:”zi’ pv;lgllicnr]]irgr)?ir\zrrms\?v \(’)Vf't?h: SSQ/SS

larity searching for chemical compounds is a particularl ) -
y 9 P P em was presented by Corbett and Murray-Rust (2006).

exciting prospect. o : d be d loaded f
Enrichment of the bibliographic data in an article with sc.ar 'S open source and can be downioaded from
'http.//oscar3—chem.sourceforge.net/

hyperlinked citations is now commonplace. Howeve ) . ; : .
yp b As a first step in representing biomedical content, we

the actual scientific content has remained largely unen-" ™. .
hanced, this falling to secondary services and experimeg-em'fé Gtelne O(r:nolog);_ (GO; Sggm\s/vmhfull teit.(The |
tal websites such as GoPubMed (Detdfsal., 2005) or ene ntology Lonsortium, ) We have chosen a rel-

EBIMed (Rebholz-Schuhmaret al., 2007). There are atively simple starting point in order to gain experience
o . in implementing useful semantic markup in a publishing

a few examples of semantic enrichment on small (a fev\x/ tkflow without bstantial word-sense disambi
dozen articles per year) journals suchNeture Chemi- orktio out a substantial word-sense disambigua

. : . ..tion effort. GO terms are largely compositional (Mungall,
cal Biology being an example, but for a larger journal it : A
is impractical to do this entirely by hand. 2004), hence incomplete matches will still be useful, and

This paper concentrates on implementing semant at there is generally a low level of semantic ambiguity.
enrichment of journal articles as part of a publishin or example, there are only 133 single-word GO terms,

workflow, specifically chemical structures and biomedi- hlczhozlgglfltr:antly trﬁ druceslnthe r::thrani:e ofnpolyrf:m?/ Ioirn
cal terms. In the Motivation section, we introduce Osca‘he or SO ofhers. contrast, gene and prote
as a system for chemical NER and recognition of ontol- 1\ye also use other OBO ontologies, specifically those for

ogy terms. In the Implementation section we will discussucleic acid sequences (SO) and cell type (CL).
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(. *) activity$ —  (\1)
(. *) formation$ — 0
(. *) synthesis$ — 0 e a a e’@
ribonuclease — RNAse
— ribonuclease °
apha @) (e 00]0l010
— alpha- (etc)
pluralize nouns a
stopwords —

“ 01010} 0l0I0I0G

Table 1: Example rules from ‘Lucinda’, used for generat-

ing recogniser input from OBO files ° a e @ @

names are generally short, non-compositional and oftdrigure 1: Cartoon of part of the recogniser. The mapping
polysemous with ordinary English words such as Cat dpetween this automaton and example GO terms is given

Rat. in Table 2.
3 Implementation GO term Regex pair
bud neck 2585\s4580 \s
Oscar is intended to be a componentin larger workflows, 2585\s4580 \sX162
such as the Sciborg system (Copestetkal., 2006). It bud neck polarisome 2585 \s4580 \s622 \s
is a shallow named-entity recogniser and does not per- 2585\s4580 \s622 \sX163
form deeper parsing. Hence there is no analysis of thepolarisome 622\s
text above the level of the term, with the exception of 622\sX164

acronym matching, which is dealt with below, and some

treatment of the boldface chemical compound numberkble 2: Mapping in Fig. 1. The regexes are purely il-
where they appear in section headings. It is optimizelyistrative. IDs 162, 163 and 164 map on to GO:0005935,
for chemical NER, but can be extended to handle gener@©0:0031560 and GO:0000133 respectively.

term recognition. The EBIMed system, in contrast, is a

ipeline, and lemmatizes words as part of a larger work- ,
EOF\JN P g tures and InChi$ or according to Oscar’s-gram model,

To identify plurals and other variants of non-chemicariguzrr;);?]r;zs'?:f_:gg,?Pﬁ;gg:,,”zﬁgsreémreSznst'i?]' an
NEs we have a ruleset, nicknamed Lucinda, outlined id 9 P 9

: : ) . We add the cla€8\Tto these, to cover
Table 1, for generating the input for the r niser fr n(?nzymetype. . "
able 1, for generating the input for the recogniser fro tterms found in ontologies that do not belong in the other

external data. We use the plain-text OBO 1.2 formaél 8TOP which is the cl fst d
which is the definitive format for the dissemination of the”'2>>¢> @n » Which IS the ¢1ass 1 Sopwords.
We sketch the recogniser in Fig. 1. To build the recog-

OBO ontologies. iser: Each term in the input data is tokenized and th
Westrivetokeepthisrulesetassmallaspossible,witﬂ'ser' ach term in the input data 1S tokenized an €

the exception of determining plurals and a few other reg‘sjukens converted into a sequence of digits followed by a

ular variants. The reason for keeping plurals outside thntace' Tik:esfernewl tchke)z(nsr arei cr?nczz\;inat?(:hand coXnvrerted
ontology is that plurals in ordinary text and in ontologieésioc;]: rf);s xofol?gvl;::j g gf:rsmolg.a (fnged tE:)S; e‘rhpegz
can have quite different meanings. y PP '

There is also a short stopword list applied at this Stagé?gex—regex pairs are converted into finite automata, the

o - union of which is determinized. The resulting DFA is ex-
which is different from Oscar's internal stopword han-_ . .
) . amined for accept states. For each accept state for which
dling, described below.

a transition to X is also present, the sequences of digits
3.1 Named entity recognition and resolution after the X is used to build a mapping of accept states to

0 h . identify chemical odntologyIDs (Table 2).
scar has a recogniser to identiy chemical names and ., apply the recogniser: The input text is tokenized,

ontology terms, an(_j aresolver which matches'NEs to Olind for each token a set of representations is calculated
tology IDs or chemical structures. The recogniser class

\Which map to sequences of digits as above. We then make
fies NEs according to the scheme in Corleetil. (2007). : .
. SN an empty set of DFA instances (a pointer to the DFA,
The classes which are relevant here @\ which iden- PY @p

tifies a chemical compound, either because it appears in 2an InChl is a canonical identifier for a chemical com-
Oscar’s chemical dictionary, which also contains strucpound.http://www.iupac.org/inchi/
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which state it's in and which tokens it has matched sexcept for the point aboutlemmatization listed above, and
far), and for each token, add a new DFA instance for eadts explicit variation of character case, which is handled
DFA, and for each representation of the token, clone tha Oscar by its case normalization algorithm. In contrast,
DFA instance. If it does not accept the digit-sequencthe algorithm in GoPubMed works by matching short
representation of the token, throw it away. If it is in an'seed’ terms and then expanding them. This copes with
accept state, note which tokens it has matched, and if tlhases such as “protein threonine/tyrosine kinase activity
accept state maps to an ontology ID (ontID), we have aft0:0030296) where the full term is unlikely to be found
NE which can be annotated with the ontID. in ordinary text; the words “protein” and “activity” are
Take all of the potential NEs. For all NEs that have theyenerally omitted. However, the approach in (Dedfs

same sequence of tokens, share all of the ontIDs. Assigh, 2005) cannot be applied blindly; the authors claim for
its class according to a priority list whe&TOPcomes example that “biosynthesis” can be ignored without com-
first and CMprecedesASE and ONT For the system in promising the reader’s understanding. In chemistry jour-
Fig. 1, the phrase “bud neck polarisome” matches thregal articles most mentions of a chemical compound will
IDs. We choose the longest—leftmost sequence. |If theot refer to how it is formed in nature; they will refer to
resolver generates an InChl for an NE, we look up thithe compound itself, its analogues or other processes. In
InChl in ChEBI (de Matost al., 2006), a biochemical fact, our ruleset in Table 1 explicitly disallows GO term
ontology, and take the ontology ID. This has the effecsynonyms ending in * synthesis” or “ formation” since
of aligning ChEBI with other databases and systematithey do not necessarily represent biological processes. It

nomenclature. is also not clear from Delfst al. (2005) how robust the
algorithm is to the sort of errors identified by Camein
3.2 Gene Ontology al. (2005).

In working out how to mine the literature for GO terms, C d
we have taken our lead from the domain experts, the Gf‘) ase study

editors and the curators of the Gene Ontology Annotationhe problem is to take a journal article, apply meaningful
(GOA) database. and useful annotations, connect them to stable resources,
The Functional Curation task in the first BioCreativeallow technical editors to check and add further annota-
exercise (Blaschket al., 2005) is the closest we have tions, and disseminate the article in enriched form.
found to a systematic evaluation of GO term identifica- Most chemical publishers use XML as a stable format
tion. The brief was to assign GO annotations to humafor maintaining their documents for at least some stages
proteins and recover supporting text. The GOA curatorsf the publication process. The Sciborg project (Copes-
evaluated the results (Camenal., 2005) and list some take et al., 2006) and the Royal Society of Chemistry
common mistakes in the methods used to identify GQRSC) use SciXML (Ruppet al., 2006) and RSC XML
terms. These include annotating to obsolete terms, preaspectively. For the overall Sciborg workflow, standoff
dicting GO terms on too tenuous a link with the originalannotation is used to store the different sets of annota-
text, for example in one case the phrase “pH value” wagons. For the purposes of this paper, however, we make
annotated to “pH domain binding” (GO:0042731), diffi-use of the inline output of Oscar, which is SciXML with
culties with word order, and choosing too much support<ne> elements for the annotations.
ing text, for example an entire first paragraph of text. Not all of the RSC XML need be mined for NEs;
So at the suggestion of the GO editors, Oscar works afnuch of it is bibliographic markup which can confuse
exact matches to term names (as preprocessed above) pagsers. Only the useful parts are converted into SciXML
their exact (within the OBO syntax) synonyms. and passed to Oscar, where they are annotated. These
The most relevant GO terms to chemistry concern er8ciXML annotations are then pasted back into the RSC
zymes, which are proteins that catalyse chemical pro<ML, where they can be checked by technical editors.
cesses. Typically their names are multiword expressions running text, NEs are annotated with an ID local
ending in “-ase”. The enzyme A B Xase will often beto the XML file, which refers to<compound> and
represented by GO terms “A B Xase activity”, a descrip<annotation>  elements in a block at the end, which
tion of what the enzyme does, and “A B Xase complex”contain chemical structure information and ontology IDs.
a cellular component which consists of two or more proThis is a lightweight compromise between pure standoff
tein subunits. In general the bare phrase “A B Xase” wiland pure inline annotation.
refer to the activity, so the ruleset in Table 1 deletes the We find useful annotations by aggressive threshold-
word “activity” from the GO term. ing. The only classes which survive &0, and those
We shall briefly compare our method with the algo-CM which have a chemical structure found by the re-
rithms in EBIMed and GoPubMed. The EBIMed algo-solver. This enables the chemical NER part of Oscar
rithm for GO term identification is very similar to ours, to be tuned for high recall even as part of a publishing
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Abstract

We present an API for computing the seman-
tic relatedness of words in Wikipedia.

1 Introduction

The last years have seen a large amount of work in
Natural Language Processing (NLP) using measures
of semantic similarity and relatedness. We believe
that the extensive usage of such measures derives
also from the availability of robust and freely avail-
able software that allows to compute them (Pedersen
et al., 2004, WordNet::Similarity).

In Ponzetto & Strube (2006) and Strube &
Ponzetto (2006) we proposed to take the Wikipedia
categorization system as a semantic network which
served as basis for computing the semantic related-
ness of words. In the following we present the API
we used in our previous work, hoping that it will en-
courage further research in NLP using Wikipedia'.

2 Measures of Semantic Relatedness

Approaches to measuring semantic relatedness that
use lexical resources transform these resources into
a network or graph and compute relatedness using
paths in it (see Budanitsky & Hirst (2006) for an ex-
tensive review). For instance, Rada et al. (1989)
traverse MeSH, a term hierarchy for indexing ar-
ticles in Medline, and compute semantic related-
ness straightforwardly in terms of the number of
edges between terms in the hierarchy. Jarmasz &
Szpakowicz (2003) use the same approach with Ro-
get’s Thesaurus while Hirst & St-Onge (1998) apply
a similar strategy to WordNet.

"The software can be freely downloaded at nttp://www.
eml-research.de/nlp/download/wikipediasimilarity.php.
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3 The Application Programming Interface
The API computes semantic relatedness by:

1. taking a pair of words as input;

2. retrieving the Wikipedia articles they refer to
(via a disambiguation strategy based on the link
structure of the articles);

3. computing paths in the Wikipedia categoriza-
tion graph between the categories the articles are
assigned to;

4. returning as output the set of paths found,
scored according to some measure definition.

The implementation includes path-length (Rada
et al.,, 1989; Wu & Palmer, 1994; Leacock &
Chodorow, 1998), information-content (Resnik,
1995; Seco et al., 2004) and text-overlap (Lesk,
1986; Banerjee & Pedersen, 2003) measures, as de-
scribed in Strube & Ponzetto (2006).

The API is built on top of several modules and can
be used for tasks other than Wikipedia-based relat-
edness computation. On a basic usage level, it can be
used to retrieve Wikipedia articles by name, option-
ally using disambiguation patterns, as well as to find
aranked set of articles satisfying a search query (via
integration with the Lucene’® text search engine).
Additionally, it provides functionality for visualiz-
ing the computed paths along the Wikipedia cate-
gorization graph as either Java Swing components
or applets (see Figure 1), based on the JGraph li-
brary?, and methods for computing centrality scores
of the Wikipedia categories using the PageRank al-
gorithm (Brin & Page, 1998). Finally, it currently

2
http://lucene.apache.org

3http://www.jgraph.com
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Figure 1: Shortest path between computer and key-
board in the English Wikipedia.

provides multilingual support for the English, Ger-
man, French and Italian Wikipedias and can be eas-
ily extended to other languages”.

4 Software Architecture

Wikipedia is freely available for download, and can
be accessed using robust Open Source applications,
e.g. the MediaWiki software’, integrated within a
Linux, Apache, MySQL and PHP (LAMP) software
bundle. The architecture of the API consists of the
following modules:

1. RDBMS: at the lowest level, the encyclopedia
content is stored in a relational database manage-
ment system (e.g. MySQL).

2. MediaWiki: a suite of PHP routines for interact-
ing with the RDBMS.

3. WWW-Wikipedia Perl library®: responsible for

“In contrast to WordNet::Similarity, which due to the struc-
tural variations between the respective wordnets was reimple-
mented for German by Gurevych & Niederlich (2005).

5http ://www.mediawiki.org

6http ://search.cpan.org/dist/WWW-Wikipedia
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querying MediaWiki, parsing and structuring the
returned encyclopedia pages.

4. XML-RPC server: an intermediate communica-

tion layer between Java and the Perl routines.

5. Java wrapper library: provides a simple inter-

face to create and access the encyclopedia page
objects and compute the relatedness scores.

The information flow of the API is summarized by
the sequence diagram in Figure 2. The higher in-
put/output layer the user interacts with is provided
by a Java API from which Wikipedia can be queried.
The Java library is responsible for issuing HTTP re-
quests to an XML-RPC daemon which provides a
layer for calling Perl routines from the Java APL
Perl routines take care of the bulk of querying ency-
clopedia entries to the MediaWiki software (which
in turn queries the database) and efficiently parsing
the text responses into structured objects.

5 Using the API

The API provides factory classes for querying
Wikipedia, in order to retrieve encyclopedia entries
as well as relatedness scores for word pairs. In
practice, the Java library provides a simple pro-
grammatic interface. Users can accordingly ac-
cess the library using only a few methods given
in the factory classes, e.g. getPage (word)
for retrieving Wikipedia articles titled word or
getRelatedness (wordl,word2), for com-
puting the relatedness between wordl and word?2,
and display (path) for displaying a path found
between two Wikipedia articles in the categorization
graph. Examples of programmatic usage of the API
are presented in Figure 3. In addition, the software
distribution includes UNIX shell scripts to access
the API interactively from a terminal, i.e. it does not
require any knowledge of Java.

6 Application scenarios

Semantic relatedness measures have proven use-
ful in many NLP applications such as word sense
disambiguation (Kohomban & Lee, 2005; Patward-
han et al., 2005), information retrieval (Finkelstein
et al., 2002), information extraction pattern induc-
tion (Stevenson & Greenwood, 2005), interpretation
of noun compounds (Kim & Baldwin, 2005), para-
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is stored by means of appropriate queries to MediaWiki.
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// 1. Get the
WikipediaPage page =
// 2. Get the
WikipediaPage

English Wikipedia page titled "King" using "chess" as disambiguation
WikipediaPageFactory.getInstance () .getWikipediaPage ("King", "chess");

German Wikipedia page titled "Ufer" using "Kueste" as disambiguation
page = WikipediaPageFactory.getInstance () .getWikipediaPage ("Ufer", "Kueste", Language.DE) ;

// 3a. Get the Wikipedia-based path-length relatedness measure between "computer" and "keyboard"
WikiRelatedness relatedness = WikiRelatednessFactory.getInstance () .getWikiRelatedness ("computer", "keyboard");
double shortestPathMeasure = relatedness.getShortestPathMeasure();

// 3b. Display the shortest path

WikiPathDisplayer.getInstance () .display (relatedness.getShortestPath());

// 4.

Score the importance of the categories in the English Wikipedia using PageRank

WikiCategoryGraph<DefaultScorableGraph<DefaultEdge>> categoryTree =
WikiCategoryGraphFactory.getCategoryGraphForLanguage (Language.EN) ;

categoryTree.getCategoryGraph () .score (new PageRank());

Figure 3: Java API sample usage.

phrase detection (Mihalcea et al., 2006) and spelling
correction (Budanitsky & Hirst, 2006). Our API
provides a flexible tool to include such measures
into existing NLP systems while using Wikipedia
as a knowledge source. Programmatic access to the
encyclopedia makes also available in a straightfor-
ward manner the large amount of structured text in
Wikipedia (e.g. for building a language model), as
well as its rich internal link structure (e.g. the links
between articles provide phrase clusters to be used
for query expansion scenarios).
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Abstract

A distributional method for part-of-speech
induction is presented which, in contrast
to most previous work, determines the
part-of-speech distribution of syntacti-
cally ambiguous words without explicitly
tagging the underlying text corpus. This is
achieved by assuming that the word pair
consisting of the left and right neighbor of
a particular token is characteristic of the
part of speech at this position, and by
clustering the neighbor pairs on the basis
of their middle words as observed in a
large corpus. The results obtained in this
way are evaluated by comparing them to
the part-of-speech distributions as found
in the manually tagged Brown corpus.

1 Introduction

The purpose of this study is to automatically in-
duce a system of word classes that is in agreement
with human intuition, and then to assign all possi-
ble parts of speech to a given ambiguous or unam-
biguous word. Two of the pioneering studies con-
cerning this as yet not satisfactorily solved prob-
lem are Finch (1993) and Schiitze (1993) who clas-
sify words according to their context vectors as de-
rived from a corpus. More recent studies try to
solve the problem of POS induction by combining
distributional and morphological information (Clark,
2003; Freitag, 2004), or by clustering words and
projecting them to POS vectors (Rapp, 2005).
Whereas all these studies are based on global
co-occurrence vectors who reflect the overall be-
havior of a word in a corpus, i.e. who in the case of
syntactically ambiguous words are based on POS-
mixtures, in this paper we raise the question if it is
really necessary to use an approach based on mix-
tures or if there is some way to avoid the mixing
beforehand. For this purpose, we suggest to look at
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local contexts instead of global co-occurrence vec-
tors. As can be seen from human performance, in
almost all cases the local context of a syntactically
ambiguous word is sufficient to disambiguate its
part of speech.

The core assumption underlying our approach,
which in the context of cognition and child lan-
guage has been proposed by Mintz (2003), is that
words of a particular part of speech often have the
same left and right neighbors, i.e. a pair of such
neighbors can be considered to be characteristic of
a part of speech. For example, a noun may be sur-
rounded by the pair “the ... is”, a verb by the pair
“he ... the”, and an adjective by the pair “the ...
thing”. For ease of reference, in the remainder of
this paper we call these local contexts neighbor
pairs. The idea is now to cluster the neighbor pairs
on the basis of the middle words they occur with.
This way neighbor pairs typical of the same part of
speech are grouped together. For classification, a
word is assigned to the cluster where its neighbor
pairs are found. If its neighbor pairs are spread
over several clusters, the word can be assumed to
be ambiguous. This way ambiguity detection fol-
lows naturally from the methodology.

2 Approach

Let us illustrate our approach by looking at Table 1.
The rows in the table are the neighbor pairs that we
want to consider, and the columns are suitable
middle words as we find them in a corpus. Most
words in our example are syntactically unambigu-
ous. Only link can be either a noun or a verb and
therefore shows the co-occurrence patterns of both.
Apart from the particular choice of features, what
distinguishes our approach from most others is that
we do not cluster the words (columns) which
would be the more straightforward thing to do. In-
stead we cluster the neighbor pairs (rows). Clus-
tering the columns would be fine for unambiguous
words, but has the drawback that ambiguous words
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tend to be assigned only to the cluster relating to
their dominant part of speech. This means that no
ambiguity detection takes place at this stage.

In contrast, the problem of demixing can be av-
oided by clustering the rows which leads to the
condensed representation as shown in Table 2. The
neighbor pairs have been grouped in such a way
that the resulting clusters correspond to classes that
can be linguistically interpreted as nouns, adjec-
tives, and verbs. As desired, all unambiguous words
have been assigned to only a single cluster, and the
ambiguous word /ink has been assigned to the two
appropriate clusters.

Although it is not obvious from our example,
there is a drawback of this approach. The disad-
vantage is that by avoiding the ambiguity problem
for words we introduce it for the neighbor pairs,

i.e. ambiguities concerning neighbor pairs are not
resolved. Consider, for example, the neighbor pair
“then ... comes”, where the middle word can either
be a personal pronoun like %e or a proper noun like
John. However, we believe that this is a problem
that for several reasons is of less importance:
Firstly, we are not explicitly interested in the am-
biguities of neighbor pairs. Secondly, the ambigui-
ties of neighbor pairs seem less frequent and less
systematic than those of words (an example is the
omnipresent noun/verb ambiguity in English), and
therefore the risk of misclusterings is lower.
Thirdly, this problem can be reduced by consider-
ing longer contexts which tend to be less ambigu-
ous. That is, by choosing an appropriate context
width a reasonable tradeoff between data sparse-
ness and ambiguity reduction can be chosen.

car cup discuss link quick seek tall thin

a ... has [ [ [

a...is [ [ )

a ... man ) ) )
a ... woman [ ] [ J [ J
the ... has [ [ ) [

the ... is [ [ ) [

the ... man ) ) )
the ... woman ® ® ®
to...a [ ] [ J [ J

to ... the [ ) ° [

you ... a o o (]

you ... the [ ® o

Table 1: Matrix of neighbor pairs and their corresponding middle words.

car cup discuss link quick seek tall thin

a..has a..is

? . [ J [ ] [ ]
the ... has, the ... is
a ... Mman, a ... woman, ° ° °
the ... man, the ... woman
to ... a, to ... the, you ... a, ® ® ®
you ... the

Table 2: Clusters of neighbor pairs.

3 Implementation

Our computations are based on the 100 million
word British National Corpus. As the number of
word types and neighbor pairs is prohibitively
high in a corpus of this size, we considered only a
selected vocabulary, as described in section 4.
From all neighbor pairs we chose the top 2000
which had the highest co-occurrence frequency
with the union of all words in the vocabulary and
did not contain punctuation marks.

By searching through the full corpus, we constructed
a matrix as exemplified in Table 1. However, as a large
corpus may contain errors and idiosyncrasies, the ma-
trix cells were not filled with binary yes/no decisions,
but with the frequency of a word type occurring as the
middle word of the respective neighbor pair. Note that
we used raw co-occurrence frequencies and did not
apply any association measure. However, to account
for the large variation in word frequency and to give an
equal chance to each word in the subsequent com-
putations, the matrix columns were normalized.
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As our method for grouping the rows we used
K-means clustering with the cosine coefficient as
our similarity measure. The clustering algorithm
was started using random initialization. In order to
be able to easily compare the clustering results
with expectation, the number of clusters was spe-
cified to correspond to the number of expected
word classes.

After the clustering has been completed, to ob-
tain their centroids, in analogy to Table 2 the col-
umn vectors for each cluster are summed up. The
centroid values for each word can now be inter-
preted as evidence of this word belonging to the
class described by the respective cluster. For ex-
ample, if we obtained three clusters corresponding
to nouns, verbs, and adjectives, and if the corre-
sponding centroid values for e.g. the word link
would be 0.7, 0.3, and 0.0, this could be inter-
preted such that in 70% of its corpus occurrences
link has the function of a noun, in 30% of the
cases it appears as a verb, and that it never occurs
as an adjective. Note that the centroid values for a
particular word will always add up to 1 since, as
mentioned above, the column vectors have been
normalized beforehand.

As elaborated in Rapp (2007), another useful
application of the centroid vectors is that they al-
low us to judge the quality of the neighbor pairs
with respect to their selectivity regarding a parti-
cular word class. If the row vector of a neighbor
pair is very similar to the centroid of its cluster,
then it can be assumed that this neighbor pair only
accepts middle words of the correct class, whereas
neighbor pairs with lower similarity to the cen-
troid are probably less selective, i.e. they occa-
sionally allow for words from other clusters.

4 Results

As our test vocabulary we chose a sample of 50
words taken from a previous study (Rapp, 2005).
The list of words is included in Table 3 (columns
1 and 8). Columns 2 to 4 and 9 to 11 of Table 3
show the centroid values corresponding to each
word after the procedure described in the previous
section has been conducted, that is, the 2000 most
frequent neighbor pairs of the 50 words were clus-
tered into three groups. For clarity, all values were
multiplied by 1000 and rounded.

To facilitate reference, instead of naming each
cluster by a number or by specifying the corre-

sponding list of neighbor pairs (as done in Table 2), we
manually selected linguistically motivated names, namely
noun, verb, and adjective.

If we look at Table 3, we find that some words, such
as encourage, imagine, and option, have one value
close to 1000, with the other two values in the one
digit range. This is a typical pattern for unambiguous
words that belong to only one word class. However,
perhaps unexpectedly, the majority of words has val-
ues in the upper two digit or three digit range in two or
even three columns. This means that according to our
system most words seem to be ambiguous in one or
another way. For example, the word brief, although in
the majority of cases clearly an adjective in the sense
of short, can occasionally also occur as a noun (in the
sense of document) or a verb (in the sense of fo instruct
somebody). In other cases, the occurrences of different
parts of speech are more balanced. An example is the
verb fo strike versus the noun the strike.

According to our judgment, the results for all words
seem roughly plausible. Only the values for rain as a
noun versus a verb seemed on first glance counterintui-
tive, but can be explained by the fact that for semantic
reasons the verb rain usually only occurs in third per-
son singular, i.e. in its inflected form rains.

To provide a more objective measure for the quality
of the results, columns 5 to 7 and 12 to 14 of Table 3
show the occurrence frequencies of the 50 words as
nouns, verbs, and adjectives in the manually POS-
tagged Brown corpus, which is probably almost error
free (Kugera, & Francis, 1967). The respective tags in
the Brown-tagset are NN, VB, and JJ.

Generally, the POS-distributions of the Brown cor-
pus show a similar pattern as the automatically gener-
ated ones. For example, for drop the ratios of the
automatically generated numbers 334 / 643 / 24 are
similar to those of the pattern from the Brown corpus
which is 24 / 34 / 1. Overall, for 48 of the 50 words the
outcome with regard to the most likely POS is identi-
cal, with the two exceptions being the ambiguous
words finance and suit. Although even in these cases
the correct two parts of speech obtain the emphasis, the
distribution of the weighting among them is somewhat
different.

S Summary and Future Work

A statistical approach has been presented which clus-
ters contextual features (neighbor pairs) as observed in
a large text corpus and derives syntactically oriented
word classes from the clusters. In addition, for each
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word a probability of its occurrence as a member
of each of the classes is computed.

Of course, many questions are yet to be ex-
plored, among them the following: Can a singular
value decomposition (to be in effect only tempo-
rarily for the purpose of clustering) reduce the
problem of data sparseness? Can biclustering (also
referred to as co-clustering or two-mode cluster-

ing, i.e. the simultaneous clustering of the rows and
columns of a matrix) improve results? Does the ap-
proach scale to larger vocabularies? Can it be extended
to word sense induction by looking at longer distance
equivalents to middle words and neighbor pairs (which
could be homographs and pairs of words strongly as-
sociated to them)? All these are strands of research that
we look forward to explore.

Simulation Brown Corpus Simulation Brown Corpus
Noun Verb  Adj. | NN VB 1] Noun Verb Adj. | NN VB 1]
accident 978 8 15 33 0 0 | lunch 741 198 60 32 1 0
belief 972 17 11 64 0 0 | maintain 4 993 3 0 60 0
birth 968 15 18 47 0 0 | occur 15 973 13 0 43 0
breath 946 21 33 51 0 0 | option 984 10 7 5 0 0
brief 132 50 819 8 0 63 | pleasure 931 16 54 60 1 0
broad 59 7 934 0 0 82 | protect 4 995 1 0 34 0
busy 22 22 956 0 1 56 | prove 5 989 6 0 53 0
catch 71 920 9 3 39 0 | quick 47 14 938 1 0 58
critical 51 13 936 0 0 57 | rain 881 64 56 66 2 0
cup 957 23 21 43 1 0 || reform 756 221 23 23 3 0
dangerous 37 29 934 0 0 46 || rural 66 13 921 0 0 46
discuss 3 991 5 0 28 0 || screen 842 126 32 42 5 0
drop 334 643 24 24 34 1| seek 8 955 37 0 69 0
drug 944 10 46 20 0 0 | serve 20 958 22 0 107 0
empty 48 187 765 0 0 64 | slow 43 141 816 0 8 48
encourage 7 990 3 0 46 0 | spring 792 130 78 102 6 0
establish 2 995 2 0 58 0 || strike 544 424 32 25 22 0
expensive 55 14 931 0 0 44 | suit 200 789 11 40 8 0
familiar 42 17 941 0 0 72 | surprise 818 141 41 44 5 3
finance 483 473 44 9 18 0 | tape 868 109 23 31 0 0
grow 15 973 12 0 61 0 | thank 14 983 3 0 35 0
imagine 4 993 4 0 61 0 | thin 32 58 912 0 2 90
introduction 989 0 11 28 0 0 | tiny 27 1 971 0 0 49
link 667 311 23 12 4 0 | wide 9 4 988 0 0 115
lovely 41 7 952 0 0 44| wild 220 6 774 0 0 51

Table 3: List of 50 words and their values (scaled by 1000) from each of the three cluster centroids. For
comparison, POS frequencies from the manually tagged Brown corpus are given.
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Abstract and by exploiting the frequency of information in
the human summaries in order to assign importance
to different facts. However, the pyramid method re-
quires to manually matching fragments of automatic
summaries (peers) to the Semantic Content Units
(SCUs) in the pyramids. AutoPan (Fuentes et al.,
2005), a proposal to automate this matching process,
and ROUGE are the evaluation metrics used.

As proposed by Copeck and Szpakowicz (2005),
the availability of human-annotated pyramids con-
stitutes a gold-standard that can be exploited in or-
der to train extraction models for the summary au-
. tomatic construction. This paper describes several
1 Introduction models trained from the information in the DUC-
Multi-Document Summarization (MDS) is the task2006 manual pyramid annotations using Support
of condensing the most relevant information fromvector Machines (SVM). The evaluation, performed
several documents in a single one. In terms of then the DUC-2005 data, has allowed us to discover
DUC contests, a query-focused summary has tothe best configuration for training the SVMs.
provide a “brief, well-organized, fluent answer to a One of the first applications of supervised Ma-
need for information”, described by a short quenghine Learning techniques in summarization was in
(two or three sentences). DUC participants have t8ingle-Document Summarization (Ishikawa et al.,
synthesize 250-word sized summaries for fifty setd002). Hirao et al. (2003) used a similar approach
of 25-50 documents in answer to some queries. for MDS. Fisher and Roark (2006)'s MDS system is

In previous DUC contests, from 2001 to 2004, théased on perceptrons trained on previous DUC data.
manual evaluation was based on a comparison with
a single human-written model. Much information2

in the evaluated summaries (both human and aUtﬁ‘ollowing the work of Hirao et al. (2003) and
matic) was marked as “related to the topic, but Noks-awa et al. (2002), we propose to train SVMs
directly expressed in the model summary”. Ideallyor ranking the candidate sentences in order of rele-
this relevant information should be scored during thg;nce. To create the training corpus, we have used
evaluation. The pyramid method (Nenkova and Pagne puC-2006 dataset, including topic descriptions,
sonneau, 2004) addrgsses the problem by using mylscyment clusters, peer and manual summaries, and
tiple human summaries to create a gold-standardyyamid evaluations as annotated during the DUC-
http://www-nlpir.nist.gov/projects/duc/ 2006 manual evaluation. From all these data, a set

This paper presents the use of Support
Vector Machines (SVM) to detect rele-

vant information to be included in a query-

focused summary. Several SVMs are
trained using information from pyramids

of summary content units. Their per-

formance is compared with the best per-
forming systems in DUC-2005, using both

ROUGE and autoPan, an automatic scor-
ing method for pyramid evaluation.

Approach
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of relevant sentences is extracted in the following  the sentence containgyht-directed discourse

way: first, the sentences in the original documents  markers (that affect the relevance of fragment

are matched with the sentences in the summaries after the marker, e.dfirst of all), or discourse

(Copeck and Szpakowicz, 2005). Next, all docu-  markers affecting both sides, etgat’s why

ment sentences that matched a summary sentence Several boolean features to mark whether the

containing at least one SCU are extracted. Note that sentence starts with or contains a particular

the sentences from the original documents that are  word or part-of-speech tag.

not extracted in this way could either be positive (i.e. e The total number of NEs included in the sen-

contain relevant data) or negative (i.e. irrelevant for  tence, and the number of NEs of each kind.

the summary), so they are not yet labeled. Finally, ¢ SumBasic scor¢Nenkova and Vanderwende,

an SVM is trained, as follows, on the annotated data.  2005) is originally an iterative procedure that

updates word probabilities as sentences are se-
lected for the summary. In our case, word prob-
abilities are estimated either using only the set
of words in the current document, or using all
the words in the cluster.

The attributes thadepend on the queryare:

e Word-stem overlapping with the query.

e Three boolean features indicating whether the
sentence contains a subject, object or indirect
object dependency in common with the query.

e Overlapping between the environment predi-
cates in the sentence and those in the query.

e Two similarity metrics calculated by expanding
the query words using Google.

e SumFocus scor@/anderwende et al., 2006).

Thecohesion-basedttributes’ are:

e Word-stem overlapping between this sentence

Collection of positive instances As indicated be- and the other sentences in the same document.

fore, every sentence from the original documents ¢ Word-stem overlapping between this sentence

matching a summary sentence that contains at least and the other sentences in the same cluster.
one SCU is considered a positive example. We have ¢ Synset overlapping between this sentence and
used a set of features that can be classified into three the other sentences in the same document.
groups: those extracted from the sentences, thosee Synset overlapping with other sentences in the
that capture a similarity metric between the sentence  same collection.

and the topic description (query), and those that tr

to relate the cohesion between a sentence and all f¢del training In order to train a traditional

other sentences in the same document or collectio®.M. both positive and negative examples are nec-
The attributes collecteiom the sentencesare: ~ €Ssary. From the pyramid data we are able to iden-
e The position of the sentence in its document. tify positive examples, but there is not enough ev-
e The number of sentences in the document.  1dence to classify the remaining sentences as posi-
e The number of sentences in the cluster. tive or negative. Although One-Class Support Vec-
e Three binary attributes indicating whether thd®r Machine (OSVM) (Manevitz and Yousef, 2001)

sentence contains positive, negative and neutrg®n léarn from just positive examples, according to
discourse markers, respectively. For instance/V €t al. (2002) they are prone to underfitiing and
what's moreis positive, whilefor exampleand overfitting when data is scant (which happens in

|nC|dent.aIIy|nd|cat'e lack 01_: re.Ieva.mce. *The mean, median, standard deviation and histogram of the
e Two binary attributes indicating whether overlapping distribution are calculated and included atufies.

Linguistic preprocessing The documents from
each cluster are preprocessed using a pipe of general
purpose processors performing tokenization, POS
tagging, lemmatization, fine grained Named Enti-
ties (NE)s Recognition and Classification, anaphora
resolution, syntactic parsing, semantic labeling (us-
ing WordNet synsets), discourse marker annotation,
and semantic analysis. The same tools are used for
the linguistic processing of the query. Using these
data, a semantic representation of the sentence is
produced, that we cadinvironmentlt is a semantic-
network-like representation of the semantic units
(nodes) and the semantic relations (edges) holding
between them. This representation will be used to
compute the (Fuentes et al., 2006) lexico-semantic
measures between sentences.
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this case), and a simple iterative procedure called Evaluation Framework
Mapping-Convergence (MC) algorithm can greatlyl_

R he SVMs, trained on DUC-2006 data, have been
outperform OSVM (see the pseudocode in Figure l2('ested on the DUC-2005 corpus, using the 20 clus-

Input: positive examples?0OS, unlabeled examples ters manually evaluated with the pyramid method.
Output: hypothesis at each iteratibh, h5, ..., hj, The sentence features were computed as described
1. Train to identify “strong negatives” it before. Finally, the performance of each system
N; := examples fronU classified as negative ty has been evaluated automatically using two differ-
P, = examples fronU classified as positive by ent measures: ROUGE and autoPan.
2. SetNEG := P andi := 1 . .
3. Loop until N; = 0, ROUGE, the automatic procedure used in DUC,
3.1.NEG := NEGUN; is based on n-gram co-occurrences. Both ROUGE-2
H !
§§ gg'gs’;;yf;?g"yif?s andNEG (henceforward R-2) and ROUGE-SU4 (R-SU4) has
P, 1 = examples fromP; classified as positive AutoPan is a procedure for automatically match-
5. Return{h1, hj, ..., h}, }

ing fragments of text summaries to SCUs in pyra-
mids, in the following way: first, the text in the

SCU label and all its contributors is stemmed and
_ L _ stop words are removed, obtaining a set of stem
The MC starts by identifying a small set of in-y oo for each SCU. The system summary text is

stances that are very dissimilar to the positive exanso stemmed and freed from stop words. Next, a
ples, calledstrong negativesNext, at each iteration, search for non-overlapping windows of text which

anew SVMp; is trained using the original positive can match SCUs is carried. Each match is scored

examples, and the negative examples found so f"i‘&king into account the score of the SCU as well as

The set of ”ega“"e instances_ i_s then exteqded Wime number of matching stems. The solution which
the unlabeled instances classified as negative; by globally maximizes the sum of scores of all matches

The following seFt'ings have been tried: is found using dynamic programming techniques.

* The set of positive examples has been collected pccording to Fuentes et al. (2005), autoPan scores
either by matching document sentences {0 pegte highly correlated to the manual pyramid scores.
summary sentences (Copeck and SzpakowiCgyrthermore, autoPan also correlates well with man-

2005) or by matching document sentences {Qg) responsiveness and both ROUGE mefics.
manual summary sentences.

e The initial set ofstrong negativeexamples for 3.1 Results

the MC algorithm has been either built auto-

matically as described by Yu et al. (2002), or_Positive _ Strong neg. R-2 R-SU4 autoPan

built by choosing manually, for each cluster, the P pyramid scores| 0.071 - 0.131 0.072

uiit by g manuaily, ach cluster, (Yuetal, 2002)| 0.036  0.089  0.024
two or three automatic summaries with lowesf manual  pyramid scores| 0.025  0.075 0.024
manual pyramid scores. (Yuetal, 2002)| 0.018 0.063 0.009

e Several SVM kernel functions have been tried.

For training, there were 6601 sentences from thdable 1:ROUGE and autoPan results using different SVMs.
original documents, out of which around 120 were _ .
negative examples and either around 100 or 500 pos- able 1 shows the results obtained, from which
itive examples, depending on whether the documefP™Me trends can be found: firstly, the SVMs
sentences had been matched to the manual or #i@ined using the set of positive examples obtained
peer summaries. The rest were initially unlabeled. rom peer summaries consistently outperform SVMs

trained using the examples obtained from the man-
Summary generation Given a query and a set of ual summaries. This may be due to the fact that the
documents, the trained SVMs are used to rank sef— ] )
The tob ranked ones are checked to avoid re- In DUC-2005 pyramids were created using 7 manual sum-
tences. The 'Op a ) tRaries, while in DUC-2006 only 4 were used. For that reason,
dundancy using a percentage overlapping measureéetter correlations are obtained in DUC-2005 data.

Figure 1:Mapping-Convergence algorithm.
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number of positive examples is much higher in thenatically with Yu et al. (2002)’s procedure.
first case (on average 48,9 vs. 12,75 examples perln the future we plan to include features from ad-
cluster). Secondly, generating automatically a s¢acent sentences (Fisher and Roark, 2006) and use
with seed negative examples for the M-C algorithmrouge scores to initially select negative examples.
as indicated by Yu et al. (2002), usually performs
y 1 ( ) P ééécknowledgments
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Abstract

This paper presents noisy-channel based
Korean preprocessor system, which cor-
rects word spacing and typographical errors.
The proposed algorithm corrects both er-
rors simultaneously. Using Eojeol transi-
tion pattern dictionary and statistical data
such as Eumjeol n-gram and Jaso transition
probabilities, the algorithm minimizes the
usage of huge word dictionaries.

1 Introduction

With increasing usages of messenger and SMS, we
need an efficient text normalizer that processes
colloquial style sentences. As in the case of general
literary sentences, correcting word spacing error
and spelling error is the very essential problem
with colloquial style sentences.

In order to correct word spacing errors, many
algorithms were used, which can be divided into
statistical algorithms and rule-based algorithms.
Statistical algorithms generally use character n-
gram (Eojeol® or Eumjeol® n-gram in Korean)
(Kang and Woo, 2001; Kwon, 2002) or noisy-
channel model (Gao et. al., 2003). Rule-based al-
gorithms are mostly heuristic algorithms that re-
flect linguistic knowledge (Yang et al., 2005) to
solve word spacing problem. Word spacing prob-
lem is treated especially in Japanese or Chinese,

! Eojeol is a Korean spacing unit which consists of one or
more Eumjeols (morphemes).
2 Eumjeol is a Korean syllable.
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which does not use word boundary, or Korean,
which is normally segmented into Eojeols, not into
words or morphemes.

The previous algorithms for spelling error cor-
rection basically use a word dictionary. Each word
in a sentence is compared to word dictionary en-
tries, and if the word is not in the dictionary, then
the system assumes that the word has spelling er-
rors. Then corrected candidate words are suggested
by the system from the word dictionary, according
to some metric to measure the similarity between
the target word and its candidate word, such as
edit-distance (Kashyap and Oommen, 1984; Mays
etal., 1991).

But these previous algorithms have a critical li-
mitation: They all corrected word spacing errors
and spelling errors separately. Word spacing algo-
rithms define the problem as a task for determining
whether to insert the delimiter between characters
or not. Since the determination is made according
to the characters, the algorithms cannot work if the
characters have spelling errors. Likewise, algo-
rithms for solving spelling error problem cannot
work well with word spacing errors.

To cope with the limitation, there is an algo-
rithm proposed for Japanese (Nagata, 1996). Japa-
nese sentence cannot be divided into words, but
into chunks (bunsetsu in Japanese), like Eojeol in
Korean. The proposed system is for sentences rec-
ognized by OCR, and it uses character transition
probabilities and POS (part of speech) tag n-gram.
However it needs a word dictionary and takes long
time for searching many character combinations.

Proceedings of the ACL 2007 Demo and Poster Sessions, pages 61-64,
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We propose a new algorithm which can correct
both word spacing error and spelling error simulta-
neously for Korean. This algorithm is based on
noisy-channel model, which uses Jaso® transition
probabilities and Eojeol transition probabilities to
create spelling correction candidates. Candidates
are increased in number by inserting the blank cha-
racters on the created candidates, which cover the
spacing error correction candidates. We find the
best candidate sentence from the networks of Ja-
so/Eojeol candidates. This method decreases the
size of Eojeol transition pattern dictionary and cor-
rects the patterns which are not in the dictionary.

The remainder of this paper is as follows: Sec-
tion 2 describes why we use Jaso transition prob-
ability for Korean. Section 3 describes the pro-
posed model in detail. Section 4 provides the ex-
periment results and analyses. Finally, section 5
presents our conclusion.

2 Spelling Error Correction with Jaso
Transition® Probabilities

We can use Eumjeol transition probabilities or Jaso
transition probabilities for spelling error correction
for Korean. We choose Jaso transition probabilities
because there are several advantages. Since an
Eumijeol is a combination of 3 Jasos, the number of
all possible Eumjeols is much larger than that of all
possible Jasos. In other words, Jaso-based
language model is smaller than Eumjeol-based
language model. Various errors in Eumjeol (even if
they do not appear as an Eumijeol pattern in a
training corpus) can be corrected by correction in
Jaso unit. Also, Jaso transition probabilities can be
extracted from relatively small corpus. This merit
is very important since we do not normally have
such a huge corpus which is very hard to collect,
since we have to pair the spelling errors with
corresponding corrections.

We obtain probabilities differently for each
case: single Jaso transition case, two Jaso’s transi-
tion case, and more than two Jasos transition case.

In single Jaso transition case, the spelling errors
are corrected by only one Jaso transition (e.g.
2ol @ >%ol 2/ H > }). The case of correcting
by deleting Jaso is also one of the single Jaso tran-

® Jaso is a Korean character.
* “Transition” means the correct character is changed to other
character due to some causes, such as typographical errors.
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sition case (LF2F>uek 2 / A>XP). The Jaso
transition probabilities are calculated by counting
the transition frequencies in a training corpus.

In two Jaso’s transition case, the spelling errors
are corrected by adjacent two Jasos transition
(FL>FE / B o->X1H). In this case, we treat
two Jaso’s as one transition unit. The transition
probability calculation is the same as above.

In more than two Jaso’s transition case, the spel-
ling errors cannot be corrected only by Jaso transi-
tion (%F->1). In this case, we treat the whole
Eojeols as one transition unit, and build an Eojeol
transition pattern dictionary for these special cases.

3 A Joint Statistical Model for Word
Spacing and Spelling Error Correction

3.1  Problem Definition

Given a sentence T which includes both word
spacing errors and spelling errors, we create
correction candidates C from T, and find the best
candidate C' that has the highest transition
probability from C.

C'=argmax. P(C|T). (1)

3.2  Model Description

A given sentence T and candidates C consist of
Eumjeol s, and the blank character b, .
T =sbs,b,s;b,...s.b, .
C =sbs,b,s;b,...s.D0,.
(n is the number of Eumjeols)
Eumjeol s; consists of 3 Jasos, Choseong (on-
set), Jungseong (nucleus), and Jongseong (coda).
The empty Jaso is defined as ‘X’. b. is * B when

the blank exists, and ‘@ * when the blank does not
exist.

()

S = jiljizjiS' 3)
( Ji1: Choseong, J;, : Jungseong, J;;: Jongseong)
Now we apply Bayes’ Rule for C':
C'=argmax; P(C|T)
=argmax. P(T |C)P(C)/P(T)

(4)
=argmax. P(T | C)P(C).

5 “X” indicates that there is no Jaso in that position.



P(C) can be obtained using trigrams of Eum-
jeols (with the blank character) that C includes.

P(C) =ll[P(ci [c.,C.,), C=sorb. (5

And P(T |C) can be written as multiplication

of each Jaso transition probability and the blank
character transition probability.

P IC) =[P 1)

:ﬁ[P(jill PG )P | i) PG [B)]

(6)
We use logarithm of P(C|T) in implementa-

tion. Figure 1 shows how the system creates the
Jaso candidates network.

[ QellalxP=l1[[=0ll-1l=0=ll1l=<Q-[[a]x] ]
Gl EHREIEIEIE) [
BE [~][+]
=n
[+] I =~ ]
ol El
-=

Figure 1: An example6 of Jaso candidate network.

In Figure 1, the topmost line is the sequence of
Jasos of the input sentence. Each Eumjeol in the
sentence is decomposed into 3 Jasos as above, and
each Jaso has its own correction candidates. For
example, Jaso * ©* at 4™ column has its candidates
‘57, ‘. and ‘X’. And two jaso’s ‘X’ at 13"
and 14™ column has its candidates ‘& 17,
‘53,187, '35, and ‘71 07, The undermost
gray square is an Eojeol (which is decomposed into
Jasos) candidate ‘o 4 Xrc 4 & 14 X" created
from ‘o 4 X= 4] X’. Each jaso candidate has its

own transition probability, log P(j, | ji ), that is
used for calculating P(C |T).
In order to calculate P(C), we need Eumjeol-

based candidate network. Hence, we convert the
above Jaso candidate network into Eumjeol/Eojeol
candidate network. Figure 2 shows part of the final

® The example sentence is “H] A M A &0} A Bl =71 A",
"In real implementation, we used “a*logP(jij’i) + b” by

determining constants a and b with parameter optimization
(@=1.0,b=3.0).
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network briefly. At this time, the blank characters
‘B’ and ‘ @ ' are inserted into each Eum-
jeol/Eojeol candidates. To find the best path from
the candidates, we conduct viterbi-search from
leftmost node corresponding to the beginning of
the sentence. When Eumjeol/Eojeol candidates are
selected, the algorithm prunes the candidates ac-
cording to the accumulated probabilities, doing
beam search. Once the best path is found, the sen-
tence corrected by both spacing and spelling errors
is extracted by backtracking the path. In Figure 2,
thick squares represent the nodes selected by the
best path.

search

- [l o] -
ol g e
: : : :
ER
2
B B ET)

Figure 2: A final Eumjeol/Eojeol candidate network®

4  Experiments and Analyses

4.1  Corpus Information
Training Test
Sentences 60076 6006
Eojeols 302397 30376
15335 1512
0,
Error Sentences (%) (25.53) (25.17)
. 31297 3111
0,
Error Eojeols (%) (10.35) (10.24)

Table 1: Corpus information

Table 1 shows the information of corpus which is
used for experiments. All corpora are obtained
from Korean web chatting site log. Each corpus
has pair of sentences, sentences containing errors
and sentences with those errors corrected. Jaso
transition patterns and Eojeol transition patterns
are extracted from training corpus. Also, Eumjeol
n-grams are also obtained as a language model.

® The final corrected sentence is “t 2| = QS o & 7|
HU= AA".



4.2

We used two separate Eumjeol n-grams as lan-
guage models for experiments. N-gram A is ob-
tained from only training corpus and n-gram B is
obtained from all training and test corpora. All ac-
curacies are measured based on Eojeol unit.

Table 2 shows the results of word spacing error
correction only for the test corpus.

Experiment Results and Analyses

n-gram A n-gram B

Accuracy 91.03% 96.00%

Table 2: The word spacing error correction results

The results of both word spacing error and spell-
ing error correction are shown in Table 3. Error
containing test corpus (the blank characters are all
deleted) was applied to this evaluation.

System n-gram A | n-gram B

Basic joint model 88.34% 93.83%

Table 3: The joint model results

Table 4 shows the results of the same experi-
ment, without deleting the blank characters in the
test corpus. The experiment shows that our joint
model has a flexibility of utilizing already existing
blanks (spacing) in the input sentence.

System n-gram A | n-gram B
Baseline 89.35% 89.35%
Bas!c joint model with keep- 90.35% 95.95%
ing the blank characters

Table 4: The joint model results without deleting the
exist spaces

As shown above, the performance is dependent
of the language model (n-gram) performance. Jaso
transition probabilities can be obtained easily from
small corpus because the number of Jaso is very
small, under 100, in contrast with Eumjeol.

Using the existing blank information is also an
important factor. If test sentences have no or few
blank characters, then we simply use joint algo-
rithm to correct both errors. But when the test sen-
tences already have some blank characters, we can
use the information since some of the spacing can
be given by the user. By keeping the blank charac-
ters, we can get better accuracy because blank in-
sertion errors are generally fewer than the blank
deletion errors in the corpus.
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5 Conclusions

We proposed a joint text preprocessing model
that can correct both word spacing and spelling
errors simultaneously for Korean. To our best
knowledge, this is the first model which can handle
inter-related errors between spacing and spelling in
Korean. The usage and size of the word dictionar-
ies are decreased by using Jaso statistical prob-
abilities effectively.
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Abstract

Kernel methods such as support vector ma-
chines (SVMs) have attracted a great deal
of popularity in the machine learning and
natural language processing (NLP) com-
munities. Polynomial kernel SVMs showed
very competitive accuracy in many NLP
problems, like part-of-speech tagging and
chunking. However, these methods are
usually too inefficient to be applied to large
dataset and real time purpose. In this paper,
we propose an approximate method to
analogy polynomial kernel with efficient
data mining approaches. To prevent expo-
nential-scaled testing time complexity, we
also present a new method for speeding up
SVM classifying which does independent
to the polynomial degree d. The experi-
mental results showed that our method is
16.94 and 450 times faster than traditional
polynomial kernel in terms of training and
testing respectively.

1 Introduction

Kernel methods, for example support vector
machines (SVM) (Vapnik, 1995) are successfully
applied to many natural language processing (NLP)
problems. They yielded very competitive and
satisfactory performance in many classification
tasks, such as part-of-speech (POS) tagging
(Gimenez and Marquez, 2003), shallow parsing
(Kudo and Matsumoto, 2001, 2004; Lee and Wu,
2007), named entity recognition (Isozaki and
Kazawa, 2002), and parsing (Nivre et al., 2006).

In particular, the use of polynomial kernel SVM
implicitly takes the feature combinations into ac-
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count instead of explicitly combines features. By
setting with polynomial kernel degree (i.e., d), dif-
ferent number of feature conjunctions can be im-
plicitly computed. In this way, polynomial kernel
SVM is often better than linear kernel which did
not use feature conjunctions. However, the training
and testing time costs for polynomial kernel SVM
is far slow than the linear kernel. For example, it
took one day to train the CoNLL-2000 task with
polynomial kernel SVM, while the testing speed is
merely 20-30 words per second (Kudo and Ma-
tsumoto, 2001). Although the author provided the
solution for fast classifying with polynomial kernel
(Kudo and Matsumoto, 2004), the training time is
still inefficient. Nevertheless, the testing time of
their method exponentially scales with polynomial
kernel degree d, i.e., O(|X|) where |X| denotes as
the length of example X.

On the contrary, even the linear kernel SVM
simply disregards the effect of feature combina-
tions during training and testing, it performs not
only more efficient than polynomial kernel, but
also can be improved through directly appending
features derived from the set of feature combina-
tions. Examples include bigram, trigram, etc. Nev-
ertheless, selecting the feature conjunctions was
manually and heuristically encoded and should
perform amount of validation trials to discover
which is useful or not. In recent years, several
studies had reported that the training time of linear
kernel SVM can be reduced to linear time
(Joachims, 2006; Keerthi and DeCoste, 2005). But
they did not and difficult to be extent to polyno-
mial kernels.

In this paper, we propose an approximate ap-
proach to extend the linear kernel SVM toward
polynomial. By introducing the well-known se-
quential pattern mining approach (Pei et al., 2004),
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frequent feature conjunctions, namely patterns
could be discovered and also kept as expand fea-
ture space. We then adopt the mined patterns to re-
represent the training/testing examples. Subse-
quently, we use the off-the-shelf linear kernel
SVM algorithm to perform training and testing.
Besides, to exponential-scaled testing time com-
plexity, we propose a new classification method
for speeding up the SVM testing. Rather than
enumerating all patterns for each example, our
method requires O(F,y,*Nav,) Which is independent
to the polynomial kernel degree. F,, is the average
number of frequent features per example, while the
N,y 1s the average number of patterns per feature.

2 SVM and Kernel Methods

Suppose we have the training instance set for bi-
nary classification problem:
(x1, 1), (x2, Y2),..0y (X, Yi), xi € RP, yie {+1, -1}
where x; i1s a feature vector in D-dimension
space of the i-th example, and y; is the label of xi
either positive or negative. The training of SVMs
involves in minimize the following object (primal
form, soft-margin) (Vapnik, 1995):
(1)

The loss function indicates the loss of training
error. Usually, the hinge-loss is used (Keerthi and
DeCoste, 2005). The factor C in (1) is a parameter
that allows one to trade off training error and mar-
gin. A small value for C will increase the number
of training errors.

To determine the class (+1 or -1) of an example
x can be judged by computing the following equa-
tion.

y(x)=sign(( X a,y,K(x,x))+b)

x,eSVs

minimize : W(a) = %W W+ CZ Loss(Wx,.,y,.)
i=1

(2)

o; 1s the weight of training example x; (a>0),
and b denotes as a threshold. Here the xi should be
the support vectors (SVs), and are representative of
training examples. The kernel function K is the
kernel mapping function, which might map from

R” to R” (usually D<<D’). The natural linear ker-
nel simply uses the dot-product as (3).
K (x,x,)=dot(x,x;,)

3)
A polynomial kernel of degree d is given by (4).
K(x,x;)=(1+dot(x, xi))d

4)

One can design or employ off-the-shelf kernel
types for particular applications. In particular to the
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use of polynomial kernel-based SVM, it was
shown to be the most successful kernels for many
natural language processing (NLP) problems
(Kudo and Matsumoto, 2001; Isozaki and Kazawa,
2002; Nivre et al., 2006).

It is known that the dot-product (linear form)
represents the most efficient kernel computing
which can produce the output value by linearly
combining all support vectors such as

y(x) =sign(dot(x,w)+b) where w= Zaiyixi

x,e8Vs (5)

By combining (2) and (4), the determination of
an example of x using the polynomial kernel can
be shown as follows.

y(x) =sign(( Y awi(dot(x,x:)+1)")+b)
xieSVs (6)

Usually, degree d is set more than 1. When d is
set as 1, the polynomial kernel backs-off to linear
kernel. Although the effectiveness of polynomial
kernel, it can not be shown to linearly combine all
support vectors into one weight vector whereas it
requires computing the kernel function (4) for each
support vector x;. The situation is even worse when
the number of support vectors become huge (Kudo
and Matsumoto, 2004). Therefore, whether in
training or testing phrase, the cost of kernel com-

putations is far more expensive than linear kernel.

3  Approximate Polynomial Kernel

In 2004, Kudo and Matsumoto (2004) derived both
implicitly (6) and explicitly form of polynomial
kernel. They indicated that the use of explicitly
enumerate the feature combinations is equivalent
to the polynomial kernel (see Lemma 1 and Exam-
ple 1, Kudo and Matsumoto, 2004) which shared
the same view of (Cumby and Roth, 2003).

We follow the similar idea of the above studies
that requires explicitly enumerated all feature com-
binations. To meet with our problem, we employ
the well-known sequential pattern mining algo-
rithm, namely PrefixSpan (Pei et al., 2004) to effi-
cient mine the frequent patterns. However, directly
adopt the algorithm is not a good idea. To fit with
SVM, we modify the original PrefixSpan algo-
rithm according to the following constraints.

Given a set features, the PrefixSpan mines the
frequent patterns which occurs more than prede-
fined minimum support in the training set and lim-
ited in the length of predefined d, which is equiva-
lent to the polynomial kernel degree d. For exam-



ple, if the minimum support is 5, and d=2, then a
feature combination (f;, f;}) must appear more than 5
times in set of x.

Definition 1 (Frequent single-item sequence):
Given a set of feature vectors x, minimum support,
and d, mining the frequent patterns (feature combi-
nations) is to mine the patterns in the single-item
sequence database.

Lemma 2 (Ordered feature vector):

For each example, the feature vector could be
transformed into an ordered item (feature) list, i.e.,
S1<6<. . .<fruax Where f,4, is the highest dimension of
the example.

Proof. It is very easy to sort an unordered feature
vector into the ordered list with conventional sort-
ing algorithm.

Definition 3 (Uniqueness of the features per ex-
ample):

Given the set of mined patterns, for any feature f;,
it is impossible to appear more than once in the
same pattern.

Different from conventional sequential pattern
mining method, in feature combination mining for
SVM only contains a set of feature vectors each of
which is independently treated. In other words, no
compound features in the vector. If it exists, one
can simply expand the compound features as an-
other new feature.

By means of the above constraints, mining the
frequent patterns can be reduced to mining the lim-
ited length of frequent patterns in the single-item
database (set of ordered vectors). Furthermore,
during each phase, we need only focus on finding
the “frequent single features” to expand previous
phase. More detail implementation issues can refer
(Pei et al., 2004).

3.1 Speed-up Testing

To efficiently expand new features for the original
feature vectors, we propose a new method to fast
discovery patterns. Essentially, the PrefixSpan al-
gorithm gradually expands one item from previous
result which can be viewed as a tree growing. An
example can be found in Figure 1.

Each node in Figure 1 is the associate feature of
root. The whole patterns expanded by f; can be rep-
resented as the path from root to each node. For
example, pattern (f}, fi, fu, /) can be found via trav-
ersing the tree starting from f;. In this way, we can
re-expand the original feature vector via visiting
corresponding trees for each feature.
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Figure 1: The tree representation of feature f;

Table 1: Encoding frequent patterns with DFS array
representation

Level | O [ 1 |23 |21 ]|2]1]2]2

Label |[Root| k [m | r | p|m|p | o p q

Item | f | A [ o | S [ So | Ju | o | o | o | fa

However, traversing arrays is much more effi-
cient than visiting trees. Therefore, we adopt the /*-
sequences encoding method based on the DFS
(depth-first-search) sequence as (Wang et al., 2004)
to represent the trees. An /*-sequence does not only
store the label information but also take the node
level into account. Examples can be found in Table
1.

Theorem 4 (Uniqueness of I’-sequence): Given
trees Ty, and T,, their lz-sequences are identical if
and only if T, and T, are isomorphic, i.e., there
exists a one-to-one mapping for set of nodes, node
labels, edges, and root nodes.

Proof. see theorem 1 in (Wang et al., 2004).
Definition 5 (4scend-descend relation):

Given a node k of feature f; in *-sequence, all of
the descendant of k that rooted by k have the
greater feature numbers than f;.

Definition 6 (Limited visiting space):

Given the highest feature fi.x of vector X, and f;
rooted /’-sequence, if fin<f, then we can not find
any pattern that prefix by f;.

Both definitions 5 and 6 strictly follow lemma 2
that kept the ordered relations among features. For
example, once node k could be found in X, it is
unnecessary to visit its children. More specifically,
to determine whether a frequent pattern is in X, we
need to compare feature vector of X and F-
sequence database. It is clearly that the time com-
plexity of our method is O(Fayg*Navg) Where Fiy, is
the average number of frequent features per exam-
ple, while the N,, is the average length of -
sequence. In other words, our method does not de-
pendent on the polynomial kernel degree.



4 Experiments

To evaluate our method, we examine the well-
known shallow parsing task which is the task of
CoNLL-2000'. We also adopted the released perl-
evaluator to measure the recall/precision/fl rates.
The used feature consists of word, POS, ortho-
graphic, affix(2-4 prefix/suffix letters), and previ-
ous chunk tags in the two words context window
size (the same as (Lee and Wu, 2007)). We limited
the features should at least appear more than twice
in the training set.

For the learning algorithm, we replicate the
modified finite Newton SVM as learner which can
be trained in linear time (Keerthi and DeCoste,
2005). We also compare our method with the stan-
dard linear and polynomial kernels with SVM"€"?2,

4.1 Results

Table 2 lists the experimental results on the
CoNLL-2000 shallow parsing task. Table 3 com-
pares the testing speed of different feature expan-
sion techniques, namely, array visiting (our method)

and enumeration.
Table 2: Experimental results for CoNLL-2000 shal-
low parsing task

CoNLL-2000 Fl Mi_ning Tra‘ining Testing
Time Time Time

Linear Kernel 93.15 N/A 0.53hr 2.57s
Polynomial(d=2) 94.19 N/A 11.52hr 3189.62s
Polynomial(d=3) 93.95 N/A 19.43hr 6539.75s
Our Method 93.71 <10s 0.68hr 6.54s
(d=2,sup=0.01)

Our Method 93.46 <15s 0.79hr 9.95s
(d=3,sup=0.01)

Table 3: Classification time performance of enu-
meration and array visiting techniques

Array visiting Enumeration
CoNLL-2000 = =3 = =3
Testing time 6.54s 9.95s 4.79s 11.73s
Chunking speed 7244.19 | 4761.50 | 9890.81 | 4038.95
(words/sec)

It is not surprising that the best performance was
obtained by the classical polynomial kernel. But
the limitation is that the slow in training and test-
ing time costs. The most efficient method is linear
kernel SVM but it does not as accurate as polyno-
mial kernel. However, our method stands for both
efficiency and accuracy in this experiment. In
terms of training time, it slightly slower than the
linear kernel, while it is 16.94 and ~450 times
faster than polynomial kernel in training and test-

; http://www.cnts.ua.ac.be/conl12000/chunking/
http://svmlight.joachims.org/
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ing. Besides, the pattern mining time is far smaller
than SVM training.

As listed in Table 3, we can see that our method
provide a more efficient solution to feature expan-
sion when d is set more than two. Also it demon-
strates that when d is small, the enumerate-based
method is a better choice (see PKE in (Kudo and
Matsumoto, 2004)).

5 Conclusion

This paper presents an approximate method for
extending linear kernel SVM to analogy polyno-
mial-like computing. The advantage of this method
is that it does not require maintaining the cost of
support vectors in training, while achieves satisfac-
tory result. On the other hand, we also propose a
new method for speeding up classification which is
independent to the polynomial kernel degree. The
experimental results showed that our method close
to the performance of polynomial kernel SVM and
better than the linear kernel. In terms of efficiency,
our method did not only improve 16.94 times
faster in training and 450 times in testing, but also
faster than previous similar studies.
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Abstract

This paper addresses two remaining chal-
lenges in Chinese word segmentation. The
challenge in HLT is to find a robust seg-
mentation method that requires no prior lex-
ical knowledge and no extensive training to
adapt to new types of data. The challenge
in modelling human cognition and acqui-
sition it to segment words efficiently with-
out using knowledge of wordhood. We pro-
pose a radical method of word segmenta-
tion to meet both challenges. The most
critical concept that we introduce is that
Chinese word segmentation is the classifi-
cation of a string of character-boundaries
(CB’s) into either word-boundaries (WB’s)
and non-word-boundaries. In Chinese, CB’s
are delimited and distributed in between two
characters. Hence we can use the distri-
butional properties of CB among the back-
ground character strings to predict which
CB’s are WB’s.

1 Introduction: modeling and theoretical
challenges

The fact that word segmentation remains a main re-
search topic in the field of Chinese language pro-
cessing indicates that there maybe unresolved theo-
retical and processing issues. In terms of processing,
the fact is that none of exiting algorithms is robust
enough to reliably segment unfamiliar types of texts
before fine-tuning with massive training data. It is
true that performance of participating teams have
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steadily improved since the first SigHAN Chinese
segmentation bakeoff (Sproat and Emerson, 2004).
Bakeoff 3 in 2006 produced best f-scores at 95%
and higher. However, these can only be achieved af-
ter training with the pre-segmented training dataset.
This is still very far away from real-world applica-
tion where any varieties of Chinese texts must be
successfully segmented without prior training for
HLT applications.

In terms of modeling, all exiting algorithms suffer
from the same dilemma. Word segmentation is sup-
posed to identify word boundaries in a running text,
and words defined by these boundaries are then com-
pared with the mental/electronic lexicon for POS
tagging and meaning assignments. All existing seg-
mentation algorithms, however, presuppose and/or
utilize a large lexical databases (e.g. (Chen and Liu,
1992) and many subsequent works), or uses the po-
sition of characters in a word as the basis for seg-
mentation (Xue, 2003).

In terms of processing model, this is a contradic-
tion since segmentation should be the pre-requisite
of dictionary lookup and should not presuppose lex-
ical information. In terms of cognitive modeling,
such as for acquisition, the model must be able to ac-
count for how words can be successfully segmented
and learned by a child/speaker without formal train-
ing or a priori knowledge of that word. All current
models assume comprehensive lexical knowledge.

2 Previous work

Tokenization model. The classical model, de-
scribed in (Chen and Liu, 1992) and still adopted in
many recent works, considers text segmentation as a

Proceedings of the ACL 2007 Demo and Poster Sessions, pages 69-72,
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tokenization. Segmentation is typically divided into
two stages: dictionary lookup and out of vocabulary
(OOV) word identification. This approach requires
comparing and matching tens of thousands of dic-
tionary entries in addition to guessing thousands of
OOV words. That is, this is a 10*210* scale map-
ping problem with unavoidable data sparseness.

More precisely the task consist in finding
all sequences of characters Cj,...,C, such that
[Cy, ...CYy] either matches an entry in the lexicon
or is guessed to be so by an unknown word resolu-
tion algorithm. One typical kind of the complexity
this model faces is the overlapping ambiguity where
e.g. astring [C'i — 1, C'%, C% + 1] contains multiple
substrings, such as [Ci — 1, (Y%, ] and [Ci, Ci + 1],
which are entries in the dictionary. The degree of
such ambiguities is estimated to fall between 5% to
20% (Chiang et al., 1996; Meng and Ip, 1999).

2.1 Character classification model

A popular recent innovation addresses the scale
and sparseness problem by modeling segmentation
as character classification (Xue, 2003; Gao et al.,
2004). This approach observes that by classifying
characters as word-initial, word-final, penultimate,
etc., word segmentation can be reduced to a simple
classification problem which involves about 6,000
characters and around 10 positional classes. Hence
the complexity is reduced and the data sparseness
problem resolved. It is not surprising then that the
character classification approach consistently yields
better results than the tokenization approach. This
approach, however, still leaves two fundamental
questions unanswered. In terms of modeling, us-
ing character classification to predict segmentation
not only increases the complexity but also necessar-
ily creates a lower ceiling of performance In terms
of language use, actual distribution of characters is
affected by various factors involving linguistic vari-
ation, such as topic, genre, region, etc. Hence the
robustness of the character classification approach
is restricted.

The character classification model typically clas-
sifies all characters present in a string into at least
three classes: word Initial, Middle or Final po-
sitions, with possible additional classification for
word-middle characters. Word boundaries are in-
ferred based on the character classes of ‘Initial’ or
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‘Final’.
This method typically yields better result than the
tokenization model. For instance, Huang and Zhao

(2006) claims to have a f-score of around 97% for
various SIGHAN bakeoff tasks.

3 A radical model

We propose a radical model that returns to the
core issue of word segmentation in Chinese. Cru-
cially, we no longer pre-suppose any lexical knowl-
edge. Any unsegmented text is viewed as a string
of character-breaks (CB’s) which are evenly dis-
tributed and delimited by characters. The characters
are not considered as components of words, instead,
they are contextual background providing informa-
tion about the likelihood of whether each CB is also
a wordbreak (WB). In other words, we model Chi-
nese word segmentation as wordbreak (WB) iden-
tification which takes all CB’s as candidates and
returns a subset which also serves as wordbreaks.
More crucially, this model can be trained efficiently
with a small corpus marked with wordbreaks and
does not require any lexical database.

3.1 General idea

Any Chinese text 1is envisioned as se-
quence of characters and character-boundaries
CByC1CB:Cs>...CB;_1C;CB; ...CB,_1C,CB, The
segmentation task is reduced to finding all C'Bs
which are also wordbreaks W B.

3.2 Modeling character-based information

Since CBs are all the same and do not carry any
information, we have to rely on their distribution
among different characters to obtain useful infor-
mation for modeling. In a segmented corpus, each
WB can be differentiated from a non-WB CB by the
character string before and after it. We can assume
a reduced model where either one character imme-
diately before and after a CB is considered or two
characters (bigram). These options correspond to
consider (i) only word-initial and word-final posi-
tions (hereafter the 2-CB-model or 2CBM) or (ii) to
add second and penultimate positions (hereafter the
4-CB-model or 4CBM). All these positions are well-
attested as morphologically significant.



3.3 The nature of segmentation

It is important to note that in this approaches,
although characters are recognized, unlike (Xue,
2003) and Huang et al. (2006), charactes simply
are in the background. That is, they are the neces-
sary delimiter, which allows us to look at the string
of CB’s and obtaining distributional information of
them.

4 Implementation and experiments

In this section we slightly change our notation to
allow for more precise explanation. As noted be-
fore, Chinese text can be formalized as a sequence
of characters and intervals as illustrated in we call
this representation an interval form.

01[10212 PN Cnflfnflcn.

In such a representation, each interval I}, is either
classified as a plain character boundary (C'B) or as
a word boundary (W B).

We represent the neighborhood of the character
C; as (Ci_g, IZ'_Q, Ci—1, Ii—l, C;, [Z‘, Ci+1, Ii+1)a which
we can be simplified as (I_2,1_1,¢;, I+1,142) by
removing all the neighboring characters and retain-
ing only the intervals.

4.1 Data collection models

This section makes use of the notation introduced
above for presenting several models accounting for
character-interval class co-occurrence.

Word based model. In this model, statistical data
about word boundary frequencies for each character
is retrieved word-wise. For example, in the case of
a monosyllabic word only two word boundaries are
considered: one before and one after the character
that constitutes the monosyllabic word in question.

The method consists in mapping all the Chinese
characters available in the training corpus to a vector
of word boundary frequencies. These frequencies
are normalized by the total frequency of the char-
acter in a corpus and thus represent probability of a
word boundary occurring at a specified position with
regard to the character.

Let us consider for example, a tri-syllabic word
W = cjcacs, that can be rewritten as the following
interval form as W1 = I8, e; IV oI5 312

In this interval form, each interval I is marked
as word boundary Z or V for intervals within words.
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When we consider a particular character ¢; in W,
there is a word boundary at index —1 and 3. We store
this information in a mapping ¢; = {—1:1,3: 1}.
For each occurrence of this character in the corpus,
we modify the character vector accordingly, each
WB corresponding to an increment of the relevant
position in the vector. Every character in every word
of the corpus in processed in a similar way.

Obviously, each character yields only information
about positions of word boundaries of a word this
particular character belongs to. This means that the
index I_; and I3 are not necessarily incremented
everytime (e.g. for monosyllabic and bi-syllabic
words)

Sliding window model. This model does not op-
erate on words, but within a window of a give size
(span) sliding through the corpus. We have exper-
imented this method with a window of size 4. Let
us consider a string, s = "cjcac3eq” which is not
necessarily a word and is rewritten into an interval
form as s' = Ve¢ilieolaeslzeql,”. We store the
co-occurrence character/word boundaries informa-
tion in a fixed size (span) vector.

For example, we collect the information for
character c3 and thus arrive at a vector cg3 =
(I1, I3, I3, 1), where 1 is incremented at the respec-
tive position ¢ f I, = W B, zero otherwise.

This model provides slightly different informa-
tion that the previous one. For example, if
a sequence of four characters is segmented as
cllfv CQIQB 03133 cyl f (a sequence of one bi-syllabic
and two monosyllabic words), for c3 we would also
get probability of I4, i.e. an interval with index +2
. In other words, this model enables to learn W B
probability across words.

4.2 Training corpus

In the next step, we convert our training corpus into
a corpus of interval vectors of specified dimension.
Let’s assume we are using dimension span = 4.
Each value in such a vector represents the proba-
bility of this interval to be a word boundary. This
probability is assigned by character for each position
with regard to the interval. For example, we have
segmented corpus C' = cilicols...cn_1lp_1Cp,
where each [}, is labeled as B for word boundary
or N for non-boundary.



In the second step, we move our 4-sized window
through the corpus and for each interval we query
a character at the corresponding position from the
interval to retrieve the word boundary occurrence
probability. This procedure provides us with a vec-
tor of 4 probability values for each interval. Since
we are creating this training corpus from an already
segmented text, a class (B or N) is assigned to each
interval.

The testing corpus (unsegmented) is encoded in a
similar way, but does not contain the class labels B
and N.

Finally, we automatically assign probability of 0.5
for unseen events.

4.3 Predicting word boundary with a classifier

The Sinica corpus contains 6820 types of characters
(including Chinese characters, numbers, punctua-
tion, Latin alphabet, etc.). When the Sinica corpus is
converted into our interval vector corpus, it provides
14.4 million labeled interval vectors. In this first
study we have implement a baseline model, without
any pre-processing of punctuation, numbers, names.

A decision tree classifier (Ruggieri, 2004) has
been adopted to overcome the non-linearity issue.
The classifier was trained on the whole Sinica cor-
pus, i.e. on 14.4 million interval vectors. Due to
space limit, actual bakeoff experiment result will be
reported in our poster presentation.

Our best results is based on the sliding window
model, which provides better results. It has to be
emphasized that the test corpora were not processed
in any way, i.e. our method is sufficiently robust to
account for a large number of ambiguities like nu-
merals, foreign words.

5 Conclusion

In this paper, we presented a radical and robust
model of Chinese segmentation which is supported
by initial experiment results. The model does not
pre-suppose any lexical information and it treats
character strings as context which provides infor-
mation on the possible classification of character-
breaks as word-breaks. We are confident that once
a standard model of pre-segmentation, using tex-
tual encoding information to identify WB’s which
involves non-Chinese characters, will enable us to
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achieve even better results. In addition, we are look-
ing at other alternative formalisms and tools to im-
plement this model to achieve the optimal results.
Other possible extensions including experiments to
simulate acquisition of wordhood knowledge to pro-
vide support of cognitive modeling, similar to the
simulation work on categorization in Chinese by
(Redington et al., 1995). Last, but not the least,
we will explore the possibility of implementing a
sharable tool for robust segmentation for all Chinese
texts without training.
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Abstract

On a multi-dimensional text categorization
task, we compare the effectiveness of a fea-
ture based approach with the use of a state-
of-the-art sequential learning technique that
has proven successful for tasks such as
“email act classification”. Our evaluation
demonstrates for the three separate dimen-
sions of a well established annotation
scheme that novel thread based features
have a greater and more consistent impact
on classification performance.

1 Introduction

The problem of information overload in personal
communication media such as email, instant mes-
saging, and on-line discussion boards is a well
documented phenomenon (Bellotti, 2005). Be-
cause of this, conversation summarization is an
area with a great potential impact (Zechner, 2001).
What is strikingly different about this form of
summarization from summarization of expository
text is that the summary may include more than
just the content, such as the style and structure of
the conversation (Roman et al., 2006). In this pa-
per we focus on a classification task that will even-
tually be used to enable this form of conversation
summarization by providing indicators of the qual-
ity of group functioning and argumentation.
Lacson and colleagues (2006) describe a form of
conversation summarization where a classification
approach is first applied to segments of a conversa-
tion in order to identify regions of the conversation
related to different types of information. This aids
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in structuring a useful summary. In this paper, we
describe work in progress towards a different form
of conversation summarization that similarly lev-
erages a text classification approach. We focus on
newsgroup style interactions. The goal of assess-
ing the quality of interactions in that context is to
enable the quality and nature of discussions that
occur within an on-line discussion board to be
communicated in a summary to a potential new-
comer or group moderators.

We propose to adopt an approach developed in
the computer supported collaborative learning
(CSCL) community for measuring the quality of
interactions in a threaded, online discussion forum
using a multi-dimensional annotation scheme
(Weinberger & Fischer, 2006). Using this annota-
tion scheme, messages are segmented into idea
units and then coded with several independent di-
mensions, three of which are relevant for our work,
namely micro-argumentation, macro-
argumentation, and social modes of co-
construction, which categorizes spans of text as
belonging to one of five consensus building cate-
gories. By coding segments with this annotation
scheme, it is possible to measure the extent to
which group members’ arguments are well formed
or the extent to which they are engaging in func-
tional or dysfunctional consensus building behav-
ior.

This work can be seen as analogous to work on
“email act classification” (Carvalho & Cohen,
2005). However, while in some ways the structure
of newsgroup style interaction is more straightfor-
ward than email based interaction because of the
unambiguous thread structure (Carvalho & Cohen,
2005), what makes this particularly challenging
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from a technical standpoint is that the structure of
this type of conversation is multi-leveled, as we
describe in greater depth below.

We investigate the use of state-of-the-art se-
quential learning techniques that have proven suc-
cessful for email act classification in comparison
with a feature based approach. Our evaluation
demonstrates for the three separate dimensions of a
context oriented annotation scheme that novel
thread based features have a greater and more con-
sistent impact on classification performance.

2 Data and Coding

We make use of an available annotated corpus of
discussion data where groups of three students dis-
cuss case studies in an on-line, newsgroup style
discussion environment (Weinberger & Fischer,
2006). This corpus is structurally more complex
than the data sets used previously to demonstrate
the advantages of using sequential learning tech-
niques for identifying email acts (Carvalho &
Cohen, 2005). In the email act corpus, each mes-
sage as a whole is assigned one or more codes.
Thus, the history of a span of text is defined in
terms of the thread structure of an email conversa-
tion. However, in the Weinberger and Fischer cor-
pus, each message is segmented into idea units.
Thus, a span of text has a context within a message,
defined by the sequence of text spans within that
message, as well as a context from the larger
thread structure.

The Weinberger and Fischer annotation scheme
has seven dimensions, three of which are relevant
for our work.

1. Micro-level of argumentation [4 categories]
How an individual argument consists of a
claim which can be supported by a ground
with warrant and/or specified by a qualifier

2. Macro-level of argumentation [6 categories]
Argumentation sequences are examined in
terms of how learners connect individual ar-
guments to create a more complex argument
(for example, consisting of an argument, a
counter-argument, and integration)

3. Social Modes of Co-Construction [6 catego-
ries] To what degree or in what ways learn-
ers refer to the contributions of their learn-
ing partners, including externalizations,
elicitations, quick consensus building, inte-
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gration oriented consensus building, or con-
flict oriented consensus building, or other.
For the two argumentation dimensions, the most
natural application of sequential learning tech-
niques is by defining the history of a span of text in
terms of the sequence of spans of text within a
message, since although arguments may build on
previous messages, there is also a structure to the
argument within a single message. For the Social
Modes of Co-construction dimension, it is less
clear. However, we have experimented with both
ways of defining the history and have not observed
any benefit of sequential learning techniques by
defining the history for sequential learning in terms
of previous messages. Thus, for all three dimen-
sions, we report results for histories defined within
a single message in our evaluation below.

3 Feature Based Approach

In previous text classification research, more atten-
tion to the selection of predictive features has been
done for text classification problems where very
subtle distinctions must be made or where the size
of spans of text being classified is relatively small.
Both of these are true of our work. For the base
features, we began with typical text features ex-
tracted from the raw text, including unstemmed uni-
grams and punctuation. We did not remove stop
words, although we did remove features that occured
less than 5 times in the corpus. We also included a
feature that indicated the number of words in the
segment.

Thread Structure Features. The simplest context-
oriented feature we can add based on the threaded
structure is a number indicating the depth in the
thread where a message appears. We refer to this
feature as deep. This is expected to improve per-
formance to the extent that thread initial messages
may be rhetorically distinct from messages that
occur further down in the thread. The other con-
text oriented feature related to the thread structure
is derived from relationships between spans of text
appearing in the parent and child messages. This
feature is meant to indicate how semantically re-
lated a span of text is to the spans of text in the
parent message. This is computed using the mini-
mum of all cosine distance measures between the
vector representation of the span of text and that of
each of the spans of text in all parent messages,



which is a typical shallow measure of semantic
similarity. The smallest such distance measure is
included as a feature indicating how related the
current span of text is to a parent message.

Sequence-Oriented Features. We hypothesized that
the sequence of codes within a message follows a
semi-regular structure. In particular, the discussion
environment used to collect the Weinberger and
Fischer corpus inserts prompts into the message
buffers before messages are composed in order to
structure the interaction. Users fill in text under-
neath these prompts. Sometimes they quote mate-
rial from a previous message before inserting their
own comments. We hypothesized that whether or
not a piece of quoted material appears before a
span of text might influence which code is appro-
priate. Thus, we constructed the fsm feature,
which indicates the state of a simple finite-state
automaton that only has two states. The automaton
is set to initial state (q) at the top of a message. It
makes a transition to state (q;) when it encounters a
quoted span of text. Once in state (q;), the automa-
ton remains in this state until it encounters a
prompt. On encountering a prompt it makes a tran-
sition back to the initial state (qp). The purpose is
to indicate places where users are likely to make a
comment in reference to something another par-
ticipant in the conversation has already contributed.

4 Evaluation

The purpose of our evaluation is to contrast our
proposed feature based approach with a state-of-
the-art sequential learning technique (Collins,
2002). Both approaches are designed to leverage
context for the purpose of increasing classification
accuracy on a classification task where the codes
refer to the role a span of text plays in context.

We evaluate these two approaches alone and in
combination over the same data but with three dif-
ferent sets of codes, namely the three relevant di-
mensions of the Weinberger and Fischer annota-
tion scheme. In all cases, we employ a 10-fold
cross-validation methodology, where we apply a
feature selection wrapper in such as way as to se-
lect the 100 best features over the training set on
each fold, and then to apply this feature space and
the trained model to the test set. The complete
corpus comprises about 250 discussions of the par-
ticipants. From this we have run our experiments
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with a subset of this data, using altogether 1250
annotated text segments. Trained coders catego-
rized each segment using this multi-dimensional
annotation scheme, in each case achieving a level
of agreement exceeding .7 Kappa both for segmen-
tation and coding of all dimensions as previously
published (Weinberger & Fischer, 2006).

For each dimension, we first evaluate alternative
combinations of features using SMO, Weka’s im-
plementation of Support Vector Machines (Witten
& Frank, 2005). For a sequential learning algo-
rithm, we make use of the Collins Perceptron
Learner (Collins, 2002). When using the Collins
Perceptron Learner, in all cases we evaluate com-
binations of alternative history sizes (0 and 1) and
alternative feature sets (base and base+AllContext).
In our experimentation we have evaluated larger
history sizes as well, but the performance was con-
sistently worse as the history size grew larger than
1. Thus, we only report results for history sizes of
0 and 1.

Our evaluation demonstrates that we achieve a
much greater impact on performance with carefully
designed, automatically extractable context ori-
ented features. In all cases we are able to achieve a
statistically significant improvement by adding
context oriented features, and only achieve a statis-
tically significant improvement using sequential
learning for one dimension, and only in the ab-
sence of context oriented features.

4.1 Feature Based Approach
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Figure 1. Results with alternative features
sets



We first evaluated the feature based approach
across all three dimensions and demonstrate that
statistically significant improvements are achieved
on all dimensions by adding context oriented fea-
tures. The most dramatic results are achieved on
the Social Modes of Co-Construction dimension
(See Figure 1). All pairwise contrasts between al-
ternative feature sets within this dimension are sta-
tistically significant. In the other dimensions,
while Base+Thread is a significant improvement
over Base, there is no significant difference be-
tween Base+Thread and Base+AllContext.

4.2  Sequential Learning
0.75
0.70 0.65
0.63 0.64
3 065
3
;? 0.60 0.56 0-56 0.56
£
£ 0551
g
g
S 050
0.45
0.40

Social Macro Micro

Dimension

‘D Base /0 O Base/ 1 mBase+AllContext /0 m Base+AllContext / 1 ‘

Figure 2. Results with Sequential Learning

The results for sequential learning are weaker than
for the feature based (See Figure 2). While the
Collins Perceptron learner possesses the capability
of modeling sequential dependencies between
codes, which SMO does not possess, it is not nec-
essarily a more powerful learner. On this data set,
the Collins Perceptron learner consistently per-
forms worse that SMO. Even restricting our
evaluation of sequential learning to a comparison
between the Collins Perceptron learner with a his-
tory of O (i.e., no history) with the same learner
using a history of 1, we only see a statistically sig-
nificant improvement on the Social Modes of Co-
Construction dimension. This is when only using
base features, although the trend was consistently
in favor of a history of 1 over 0. Note that the stan-
dard deviation in the performance across folds was
much higher with the Collins Perceptron learner,
so that a much greater difference in average would
be required in order to achieve statistical signifi-
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cance. Performance over a validation set was al-
ways worse with larger history sizes than 1.

5 Conclusions

We have described work towards an approach to
conversation summarization where an assessment
of conversational quality along multiple process
dimensions is reported. We make use of a well-
established annotation scheme developed in the
CSCL community. Our evaluation demonstrates
that thread based features have a greater and more
consistent impact on performance with this data.

This work was supported by the National Sci-
ence Foundation grant number SBE0354420, and
Office of Naval Research, Cognitive and Neural Sci-
ences Division Grant N00014-05-1-0043.
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Abstract

In this paper, we propose a new ensemble
document clustering method. The novelty
of our method is the use of Non-negative
Matrix Factorization (NMF) in the genera-
tion phase and a weighted hypergraph in the
integration phase. In our experiment, we
compared our method with some clustering
methods. Our method achieved the best re-
sults.

1 Introduction

In this paper, we propose a new ensemble docu-
ment clustering method using Non-negative Matrix
Factorization (NMF) in the generation phase and a
weighted hypergraph in the integration phase.

Document clustering is the task of dividing a doc-
ument’s data set into groups based on document sim-
ilarity. This is the basic intelligent procedure, and
is important in text mining systems (M. W. Berry,
2003). As the specific application, relevant feed-
back in IR, where retrieved documents are clus-
tered, is actively researched (Hearst and Pedersen,
1996)(Kummamuru et al., 2004).

In document clustering, the document is repre-
sented as a vector, which typically uses the “bag
of word” model and the TF-IDF term weight. A
vector represented in this manner is highly dimen-
sional and sparse. Thus, in document clustering,
a dimensional reduction method such as PCA or
SVD is applied before actual clustering (Boley et al.,
1999)(Deerwester et al., 1990). Dimensional reduc-
tion maps data in a high-dimensional space into a
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low-dimensional space, and improves both cluster-
ing accuracy and speed.

NMF is a dimensional reduction method (Xu et
al., 2003) that is based on the “aspect model” used
in the Probabilistic Latent Semantic Indexing (Hof-
mann, 1999). Because the axis in the reduced space
by NMF corresponds to a topic, the reduced vector
represents the clustering result. For a given term-
document matrix and cluster number, we can obtain
the NMF result with an iterative procedure (Lee and
Seung, 2000). However, this iteration does not al-
ways converge to a global optimum solution. That
is, NMF results depend on the initial value. The
standard countermeasure for this problem is to gen-
erate multiple clustering results by changing the ini-
tial value, and then select the best clustering result
estimated by an object function. However, this se-
lection often fails because the object function does
not always measure clustering accuracy.

To overcome this problem, we use ensemble clus-
tering, which combines multiple clustering results to
obtain an accurate clustering result.

Ensemble clustering consists of generation and
integration phases. The generation phase produces
multiple clustering results. Many strategies have
been proposed to achieve this goal, including ran-
dom initialization (Fred and Jain, 2002), feature ex-
traction based on random projection (Fern and Brod-
ley, 2003) and the combination of sets of “weak”
partitions (Topchy et al., 2003). The integration
phase, as the name implies, integrates multiple clus-
tering results to improve the accuracy of the final
clustering result. This phase primarily relies on two
methods. The first method constructs a new simi-
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larity matrix from multiple clustering results (Fred
and Jain, 2002). The second method constructs new
vectors for each instance data using multiple cluster-
ing results (Strehl and Ghosh, 2002). Both methods
apply the clustering procedure to the new object to
obtain the final clustering result.

Our method generates multiple clustering results
by random initialization of the NMF, and integrates
them with a weighted hypergraph instead of the stan-
dard hypergraph (Strehl and Ghosh, 2002). An ad-
vantage of our method is that the weighted hyper-
graph can be directly obtained from the NMF result.

In our experiment, we compared the k-means,
NMF, the ensemble method using a standard hyper-
graph and the ensemble method using a weighted
hypergraph. Our method achieved the best results.

2 NMF

The NMF decomposes the m x n term-document
matrix X to the m x k matrix U and the transposed
matrix of the » x k matrix V' (Xu et al., 2003), where
k is the number of clusters; that is,

X =uvT,

The :-th document d; corresponds to the :-th row
vector of V; that is, d; = (vi1,viz, -+, vi). The
cluster number is obtained from arg max;ey.; vs;.

For a given term-document matrix X', we can ob-
tain U and V' by the following iteration (Lee and
Seung, 2000):

(XV)i
Y, (1)
(XTU);

Here, u;;, v;; and (X'),; represent the 7-th row and
the j-th column element of U/, V and X respectively.

After each iteration, U must be normalized as fol-
lows:

Either the fixed maximum iteration number, or the
distance .J between X and UV T stops the iteration:

Wij

3)

J =X = UV|p. (4)

78

In NMF, the clustering result depends on the ini-
tial values. Generally, we conduct NMF several
times with random initialization, and then select the
clustering result with the smallest value of Eq.4. The
value of Eq.4 represents the NMF decomposition er-
ror and not the clustering error. Thus, we cannot al-
way select the best result.

3 Ensemble clustering

3.1 Hypergraph data representation

To overcome the above mentioned problem, we
used ensemble clustering. Ensemble clustering con-
sists of generation and integration phases. The first
phase generates multiple clustering results with ran-
dom initialization of the NMF. We integrated them
with the hypergraph proposed in (Strehl and Ghosh,
2002).

Suppose that the generation phase produces m
clustering results, and each result has % clusters. In
this case, the dimension of the new vector is km.
The (k(i — 1) + ¢)-th dimensional value of the data
d is defined as follows: If the ¢-th cluster of the i-th
clustering result includes the data d, the value is 1.
Otherwise, the value is 0. Thus, the km dimensional

vector for the data d is constructed.

Consider a simple example, where k = 3, m = 4
and the data set is {dy,ds,---,d7}. We generate
four clustering results. Supposing that the first clus-
tering result is {dy,ds,ds}, {ds, d4}, {ds, d7}, we
can obtain the 1st, 2nd and 3rd column of the hy-
pergraph as follows:

di 1 0 0
d» 1 0 0
ds 0 1 0
da 0 1 0
ds 1 0 0
de 0 0 1
dr 0 0 1

Repeating the procedure produces a total of four
matrices from four clustering results. Connecting
these four partial matrices, we obtain the following
7 x 12 matrix, which is the hypergraph.

di 1 0 06 1 0 00O 1 001 00
d» 1 0 0 061 01 00 0O 01
ds 01 0010 O0O0OT1O0T1TO0
da 01 00 01O01 0 01O
ds 1 0 06 1 0o 061 00 1 00
de 001 0 01 0O01 001
dr 001 0 01 O0O01 1 0O



3.2 Weighted hypergraph vs. standard

hyper graph
Each element of the hypergraph is 0 or 1. However,
the element value must be real because it represents
the membership degree for the corresponding clus-
ter.

Fortunately, the matrix V produced by NMF de-
scribes the membership degree. Thus, we assign the
real value described in V" to the element of the hyper-
graph whose value is 1. Figure 1 shows an example
of this procedure. Our method uses this weighted
hypergraph, instead of a standard hypergraph for in-
tegration.

2 % df1 0 0

d,)1 0 0

d;0o 1 0

NMF 1 d,Jo 1 0

di|1 0 0

V Standard dg|0 0 1

Hyper Graph d,[0 0 1

normalize l

d,[0.723 0150 0.127 4,[0723 0 0
d,[0.960 0.015 0.025 d,[0.960 0 0
d,[0313 0556 0.131 dy| 0 055 0
d,[0411 0438 0.151 d| 0 0438 0
d,/0.508 0230 0262 Em—— 0508 0 0
dg0.115 0.163 0.722 Weighted dg| 0 0 0722
d,0.001 0.190 0.809 Hyper Graph 4L © 0 0809

Figure 1: Weighted hypergraph through the matrix
v

4 Experiment

To confirm the effectiveness of our method, we com-
pared the k-means, NMF, the ensemble method us-
ing a standard hypergraph and the ensemble method
using a weighted hypergraph.

In our experiment, we use 18 document data
sets provided at http://glaros.dtc.umn.edu/
gkhome/cluto/cluto/download.

The document vector is not normalized for each
data set. We normalize them using TF-IDF.

Table 1 shows the result of the experiment . The
value in the table represents entropy, and the smaller
it is, the better the clustering result.

In NMF, we generated 20 clustering results us-
ing random initialization, and selected the cluster-

We used the clustering toolkit CLUTO for clustering the
hypergraph.
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ing result with the smallest decomposition error.
The selected clustering result is shown as “NMF”
in Table 1. “NMF means” in Table 1 is the average
of 20 entropy values for 20 clustering results. The
“standard hypergraph” and “weighted hypergraph”
in Table 1 show the results of the ensemble method
obtained using the two hypergraph types. Table 1
shows the effectiveness of our method.

5 Reéated works

When we generate multiple clustering results, the
number of clusters in each clustering is fixed to the
number of clusters in the final clustering result. This
is not a limitation of our ensemble method. Any
number is available for each clustering. Experience
shows that the ensemble clustering using k-means
succeeds when each clustering has many clusters,
and they are combined into fewer clusters, which is
a heuristics that has been reported (Fred and Jain,
2002), and is available for our method

Our method uses the weighted hypergraph, which
is constructed by changing the value 1 in the stan-
dard hypergraph to the corresponding real value in
the matrix V. Taking this idea one step further,
it may be good to change the value 0 in the stan-
dard hypergraph to its real value. In this case,
the weighted hypergraph is constructed by only
connecting multiple V's. We tested this complete
weighted hypergraph, and the results are shown as
“hypergraph VV” in Table 1.

“Hypergraph V” was better than the standard hy-
pergraph, but worse than our method. Further-
more, the value 0 may be useful because we can use
the graph spectrum clustering method (Ding et al.,
2001), which is a powerful clustering method for the
spare hypergraph.

In clustering, the cluster label is unassigned.
However, if cluster labeling is possible, we can use
many techniques in the ensemble learning (Breiman,
1996). Cluster labeling is not difficult when there
are two or three clusters. We plan to study this ap-
proach of the labeling cluster first and then using the
techniques from ensemble learning.

6 Conclusion

This paper proposed a new ensemble document clus-
tering method. The novelty of our method is the use



Table 1: Document data sets and Experiment results

Data # of # of # of k-means | NMF | NMF Standard Weighted Hypergraph
doc. terms | classes means | hypergraph | hypergraph \%
cacmcisi | 4663 41681 2 0.750 | 0.817 | 0.693 0.691 0.690 0.778
cranmed | 2431 41681 2 0.113 | 0.963 | 0.792 0.750 0.450 0.525
fbis 2463 2000 17 0.610 | 0.393 | 0.406 0.408 0.381 0.402
hitech 2301 | 126373 6 0585 | 0.679 | 0.705 0.683 0.684 0.688
kla 2340 21839 20 0.374 | 0.393 | 0.377 0.386 0.351 0.366
k1b 2340 21839 6 0.221 | 0.259 | 0.238 0.456 0.216 0.205
lal 3204 31472 6 0.641 | 0.464 | 0.515 0.458 0.459 0.491
la2 3075 31472 6 0.620 | 0.576 | 0.551 0.548 0.468 0.486
re0 1504 2886 13 0.368 | 0.419 | 0.401 0.383 0.379 0.378
rel 1657 3758 25 0.374 | 0.364 | 0.346 0.334 0.325 0.337
reviews 4069 | 126373 5 0.364 | 0.398 | 0.538 0.416 0.408 0.391
tril 414 6429 9 0.349 | 0.338 | 0.311 0.300 0.304 0.280
tri2 313 5804 8 0.493 | 0.332 | 0.375 0.308 0.307 0.316
tr23 204 5832 6 0.527 | 0.485 | 0.489 0.493 0.521 0474
tr31 927 10128 7 0.385 | 0.402 | 0.383 0.343 0.334 0.310
tr4l 878 7454 10 0.277 | 0.358 | 0.299 0.245 0.270 0.340
tr45 690 8261 10 0.397 | 0.345 | 0.328 0.277 0.274 0.380
wap 1560 6460 20 0.408 | 0.371 | 0.374 0.336 0.327 0.344
Average | 1946.2 | 27874.5 9.9 0.436 | 0.464 | 0.451 0.434 0.397 0.416

of NMF in the generation phase and a weighted hy-
pergraph in the integration phase. One advantage of
our method is that the weighted hypergraph can be
obtained directly from the NMF results. Our exper-
iment showed the effectiveness of our method using
18 document data sets. In the future, we will use an
ensemble learning technique by labeling clusters.
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Abstract

In this work, we investigate the use of
error-correcting output codes (ECOC) for
boosting centroid text classifier. The
implementation framework is to decompose
one multi-class problem into multiple
binary problems and then learn the
individual binary classification problems
by centroid classifier. However, this kind
of decomposition incurs considerable bias
for centroid classifier, which results in
noticeable degradation of performance for
centroid classifier. In order to address this
issue, we use Model-Refinement to adjust
this so-called bias. The basic idea is to take
advantage of misclassified examples in the
training data to iteratively refine and adjust
the centroids of text data. The experimental
results reveal that Model-Refinement can
dramatically decrease the bias introduced
by ECOC, and the combined classifier is
comparable to or even better than SVM
classifier in performance.

1. Introduction

In recent years, ECOC has been applied to
boost the naive bayes, decision tree and SVM
classifier for text data (Berger 1999, Ghani 2000,
Ghani 2002, Rennie et al. 2001). Following this
research direction, in this work, we explore the
use of ECOC to enhance the performance of
centroid classifier (Han et al. 2000). To the best of
our knowledge, no previous work has been
conducted on exactly this problem. The
framework we adopted is to decompose one
multi-class problem into multiple binary problems
and then use centroid classifier to learn the
individual binary classification problems.

However, this kind of decomposition incurs
considerable bias (Liu et al. 2002) for centroid
classifier. In substance, centroid classifier (Han et
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al. 2000) relies on a simple decision rule that a
given document should be assigned a particular
class if the similarity (or distance) of this
document to the centroid of the class is the largest
(or smallest). This decision rule is based on a
straightforward assumption that the documents in
one category should share some similarities with
each other. However, this hypothesis is often
violated by ECOC on the grounds that it ignores
the similarities of original classes when
disassembling one multi-class problem into
multiple binary problems.

In order to attack this problem, we use Model-
Refinement (Tan et al. 2005) to reduce this so-
called bias. The basic idea is to take advantage of
misclassified examples in the training data to
iteratively refine and adjust the centroids. This
technique is very flexible, which only needs one
classification method and there is no change to
the method in any way.

To examine the performance of proposed
method, we conduct an extensive experiment on
two commonly used datasets, i.e., Newsgroup and
Industry Sector. The results indicate that Model-
Refinement can dramatically decrease the bias
introduce by ECOC, and the resulted classifier is
comparable to or even better than SVM classifier
in performance.

2. Error-Correcting Output Coding
Error-Correcting Output Coding (ECOC) is a
form of combination of multiple classifiers
(Ghani 2000). It works by converting a multi-
class supervised learning problem into a large
number (L) of two-class supervised learning
problems (Ghani 2000). Any learning algorithm
that can handle two-class learning problems, such
as Naive Bayes (Sebastiani 2002), can then be
applied to learn each of these L problems. L can
then be thought of as the length of the codewords

Proceedings of the ACL 2007 Demo and Poster Sessions, pages 81-84,
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with one bit in each codeword for each classifier.
The ECOC algorithm is outlined in Figure 1.

TRAINING

1 Load training data and parameters, i.e., the length of code
L and training class K.

2 Create a L-bit code for the K classes using a kind of
coding algorithm.

3 For each bit, train the base classifier using the binary
class (0 and 1) over the total training data.

TESTING
1 Apply each of the L classifiers to the test example.
2 Assign the test example the class with the largest votes.

Figure 1: Outline of ECOC

3. Methodology

3.1 The bias incurred by ECOC for
centroid classifier

Centroid classifier is a linear, simple and yet
efficient method for text categorization. The basic
idea of centroid classifier is to construct a
centroid C; for each class ¢; using formula (1)
where d denotes one document vector and |z|
indicates the cardinality of set z. In substance,
centroid classifier makes a simple decision rule
(formula (2)) that a given document should be
assigned a particular class if the similarity (or
distance) of this document to the centroid of the
class is the largest (or smallest). This rule is based
on a straightforward assumption: the documents
in one category should share some similarities
with each other.

1

ci

¢ -Lsa (1)

dec,

d- C‘ 2)

¢ =argmax, [Jc

2 2

For example, the single-topic documents
involved with “sport” or “education” can meet
with the presumption; while the hybrid documents
involved with “sport” as well as “education”
break this supposition.

As such, ECOC based centroid classifier also
breaks this hypothesis. This is because ECOC
ignores the similarities of original classes when
producing binary problems. In this scenario, many
different classes are often merged into one
category. For example, the class “sport” and
“education” may be assembled into one class. As
a result, the assumption will inevitably be broken.

Let’s take a simple multi-class classification
task with 12 classes. After coding the original
classes, we obtain the dataset as Figure 2. Class 0
consists of 6 original categories, and class 1
contains another 6 categories. Then we calculate
the centroids of merged class 0 and merged class
1 using formula (1), and draw a Middle Line that
is the perpendicular bisector of the line between
the two centroids.

(D

0 1
Figure 2: Original Centroids %)f Merged Class 0 and

Class

According to the decision rule (formula (2)) of
centroid classifier, the examples of class 0 on the
right of the Middle Line will be misclassified into
class 1. This is the mechanism why ECOC can
bring bias for centroid classifier. In other words,
the ECOC method conflicts with the assumption
of centroid classifier to some degree.

3.2 Why Model-Refinement can reduce
this bias?

In order to decrease this kind of bias, we
employ the Model-Refinement to adjust the class
representative, i.e., the centroids. The basic idea
of Model-Refinement is to make use of training
errors to adjust class centroids so that the biases
can be reduced gradually, and then the training-
set error rate can also be reduced gradually.

1 Load training data and parameters;
2 Calculate centroid for each class;
3 For iter=1 to Maxlteration Do
3.1 For each document d in training set Do
3.1.1 Classify d labeled “A” into class “A,”;
3.1.2 If (A4!=Az) Do
Drag centroid of class A to d using formula (3);

Push centroid of class A, against d using
formula (4);

Figure 3: Outline of Model-Refinement Strategy

For example, if document d of class 1 is
misclassified into class 2, both centroids C; and
C, should be moved right by the following
formulas (3-4) respectively,

C/ =C+n-d 3)
C,=C,-n-d “4)



where 5 (0<x<1) is the Learning Rate which
controls the step-size of updating operation.

The Model-Refinement for centroid classifier is
outlined in Figure 3 where Maxlteration denotes
the pre-defined steps for iteration. More details
can be found in (Tan et al. 2005). The time
requirement of Model-Refinement is O(MTKW)
where M denotes the iteration steps.

With this so-called move operation, Cy and C,;
are both moving right gradually. At the end of this
kind of move operation (see Figure 4), no
example of class 0 locates at the right of Middle
Line so no example will be misclassified.

|Midd1e Line | |C1ass 1

3

Figure 4: Refined Centroids of Merged Class 0 and
Class 1

3.3 The combination of ECOC and Model-
Refinement for centroid classifier

In this subsection, we present the outline
(Figure 5) of combining ECOC and Model-
Refinement for centroid classifier. In substance,
the improved ECOC combines the strengths of
ECOC and Model-Refinement. ECOC research in
ensemble learning techniques has shown that it is
well suited for classification tasks with a large
number of categories. On the other hand, Model-
Refinement has proved to be an effective
approach to reduce the bias of base classifier, that
is to say, it can dramatically boost the
performance of the base classifier.

TRAINING

1 Load training data and parameters, i.e., the length of
code L and training class K.

2 Create a L-bit code for the K classes using a kind of
coding algorithm.

3 For each bit, train centroid classifier using the binary
class (0 and 1) over the total training data.

4 Use Model-Refinement approach to adjust centroids.
TESTING

1 Apply each of the L classifiers to the test example.

2 Assign the test example the class with the largest votes.

Figure 5: Outline of combining ECOC and Model-
Refinement
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4. Experiment Results

4.1 Datasets
In our experiment, we use two corpora:
NewsGroup', and Industry Sector’.

NewsGroup The NewsGroup dataset contains
approximately 20,000 articles evenly divided
among 20 Usenet newsgroups. We use a subset
consisting of total categories and 19,446
documents.

Industry Sector The set consists of company
homepages that are categorized in a hierarchy of
industry sectors, but we disregard the hierarchy.
There were 9,637 documents in the dataset, which
were divided into 105 classes. We use a subset
called as Sector-48 consisting of 48 categories
and in all 4,581 documents.

4.2 Experimental Design

To evaluate a text classification system, we use
MicroF1 and MacroF1 measures (Chai et al.
2002). We employ Information Gain as feature
selection method because it consistently performs
well in most cases (Yang et al. 1997). We employ
TFIDF (Sebastiani 2002) to compute feature
weight. For SVM classifier we employ
SVMTorch. (www.idiap.ch/~bengio/projects/SVMTorch.html).

4.3 Comparison and Analysis

Table 1 and table 2 show the performance
comparison of different method on two datasets
when using 10,000 features. For ECOC, we use
63-bit BCH coding; for Model-Refinement, we
fix its Maxlteration as 8. For brevity, we use MR
to denote Model-Refinement.

From the two tables, we can observe that
ECOC indeed brings significant bias for centroid
classifier, which results in considerable decrease
in accuracy. Especially on sector-48, the bias
reduces the MicroF1 of centroid classifier from
0.7985 to 0.6422.

On the other hand, the combination of ECOC
and Model-Refinement makes a significant
performance improvement over centroid classifier.

1 www-2.cs.cmu.edu/afs/cs/project/theo-11/www/wwkb.

2 www-2.cs.cmu.edu/afs/cs.cmu.edu/project/theo-20/www/data/.



On Newsgroup, it beats centroid classifier by 4
percents; on Sector-48, it beats centroid classifier
by 11 percents. More encouraging, it yields better
performance than SVM classifier on Sector-48.
This improvement also indicates that Model-
Refinement can effectively reduce the bias

incurred by ECOC.
Table 1: The MicroF1 of different methods
Method ECOC
MR ECOC
Centroid + MR SVM
+Centroid | +Centroid
Dataset +Centroid
Sector-48 [0.7985| 0.8671 0.6422 | 0.9122 |0.8948
NewsGroup|0.8371| 0.8697 0.8085 | 0.8788 |0.8777
Table 2: The MacroF1 of different methods
Method ECOC
MR ECOC
Centroid + MR SVM
+Centroid | +Centroid
Dataset +Centroid
Sector-48 [0.8097| 0.8701 0.6559 | 0.9138 [0.8970
NewsGroup|0.8331| 0.8661 0.7936 | 0.8757 |0.8759

Table 3 and 4 report the classification accuracy
of combining ECOC with Model-Refinement on
two datasets vs. the length BCH coding. For
Model-Refinement, we fix its Maxlteration as 8;
the number of features is fixed as 10,000.

Table 3: the MicroF1 vs. the length of BCH coding

Bit . . .
15bit 31bit 63bit
Datase
Sector-48 | 0.8461 | 0.8948 | 0.9105
NewsGroup | 0.8463 | 0.8745 | 0.8788
Table 4: the MacroF1 vs. the length of BCH coding
Bit . . .
15bit 31bit 63bit
Datase
Sector-48 | 0.8459 [ 0.8961 | 0.9122
NewsGroup | 0.8430 | 0.8714 | 0.8757

We can clearly observe that increasing the
length of the codes increases the classification
accuracy. However, the increase in accuracy is
not directly proportional to the increase in the
length of the code. As the codes get larger, the
accuracies start leveling off as we can observe
from the two tables.
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5. Conclusion Remarks
In this work, we examine the use of ECOC for

improving centroid text classifier.  The
implementation framework is to decompose
multi-class problems into multiple binary

problems and then learn the individual binary
classification problems by centroid -classifier.
Meanwhile, Model-Refinement is employed to
reduce the bias incurred by ECOC.

In order to investigate the effectiveness and
robustness of proposed method, we conduct an
extensive experiment on two commonly used
corpora, i.e., Industry Sector and Newsgroup. The
experimental results indicate that the combination
of ECOC with Model-Refinement makes a
considerable performance improvement over
traditional centroid classifier, and even performs
comparably with SVM classifier.
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Abstract Przepiorkowski, 2006) is available under GPLA
version of Poligarp that implements various statisti-
This paper presents recent extensions to ca| extensions is at the beta-testing stage.
Poligarp, an open source tool for index- Although Poligarp was designed as a tool for cor-
ing and searching morphosyntactically an-  hora Jinguistically annotated at word-level only, the
notated corpora, which turn itinto a tool for  extensions described in this paper turn it into an in-
indexing and searching certain kinds of tree-  jexing and search tool for certain kinds of treebanks,
banks, complementary to existing treebank  complementary to existing treebank search engines.
search engines. In particular, the paper dis-  gection 2 briefly introduces the basic query syn-
cusses the motivation for such a new tool, (45 of Poligarp, section 3 presents extensions of
the extended query syntax of Poliqarp and  pgjigarp aimed at the processing of treebanks, sec-
implementation and efficiency issues. tion 4 discusses implementation and efficiency is-
1 Introduction sues, and section 5 concludes the paper.
The aim of this paper is to present extensiongd Query Syntax

to Poligarp? an efficient open source indexerl(P the Poligarp query language, just as in COP, reg-
and search tool for morphosyntactically annotaFeuIar expressions may be formulated over corpus po-
XCES-encoded (Ide et al., 2000) corpora, with itions, e.g.:[ pos="ad] *] +, where any non-empty

query syntax based on that of CQP (Christ, 1994Zequence of adjectives is sought, or within values

but extending it in interesting ways. Poligarp attributes, e.q.] pos="a. «"] , concerning forms

has bg}a nn ponstant developrng nt since 20Q enceforth: segments) tagged with POSs whose
(Przepidérkowski et al., 2004) and it is currently em- ) ;
. names start with aa, e.g.,adj andadv.

ployed as the search engine of the IPI PAN Cor- .
Parts of speech and morphosyntactic cate-

pus of Polish (Przepiorkowski, 2004) and the Lis- . :
ories may be queried separately, e.g., the query

bon corpus of Portuguese (Barreto et al., 2006y, )
gend=nasc] could be used to search for masculine

as well as in other projects. Poligarp has a typi:

cal server-client architecture, with various Poliqarﬁc'egmems’ regardless of the POS or other categories,

while the query] pos="subst | ger" &gend! =masc]

clients developed so far, including GUI clients for , . :
. : . . can be used to find nominal and gerundive segments
a variaty of operating systems (Linux, Windows, . .
hich are not masculine.

MacOS, Solaris) and architectures (big-endian an _ _ _ .

little-endian), as well as a PHP client. Since March A unique fea_ture of Poliqarp _'S_ thaF It mgy be

2006, the 1st stable version of Poligarp (Janus ang]sed fo_r search_lng corpora con'Falnlng, n addition to

Isambiguated interpretations, information about all

!polyinterpretation Indexing Query And Retrieval

Processor 2Cf.http://poliqarp. sourceforge. net/.
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possible morphosyntactic interpretations given bwhile the semantic head Ioni ‘horses’. The seg-
the morphological analyser. For example, the quemnent koni is also both the syntactic head and the
[case~acc] finds all segments with an accusativesemantic head of the embedded nominal grbitp
interpretation (even if this is not the interpretationatych koni ‘white horses’. In general, following
selected in a given context), whilease=acc] finds (Przepiérkowski, 2007), a given segment is a syn-
segments which were disambiguated to accusative tiactic head of at most one group (etgzinandkoni
a given context. in the example above), but it may be a semantic head

Moreover, Poligarp does not make the assummf a number of groups (e.dkpniabove is a semantic
tion that only one interpretation must be correct fohead ofbiatych koniand oftuzin biatych korji.
any given segment; some examples of sentencesThis kind of representation is problematic for gen-
containing an ambiguous segment which cannot b&al search tools for constituency-based treebénks,
uniquely disambiguated even given unlimited consuch as TIGERSearch (Lezius, 2062} hich usu-
text and all the linguistic and encyclopaedic knowl-ally assume that the set of edges within a syntactic
edge are cited in (Przepiorkowski et al., 2004). Imepresentation of a sentence is a tree, in particular,
such cases, theoperator has the existential meanthat it has a single root node and that each leaf has
ing, i.e.,[case=acc] finds segments with at least (at most) one incoming eddeWhile the former as-
one accusative interpretation marked as correct gumption is not a serious problem (an artificial sin-
the context (“disambiguated”). On the other handgle root may always be added), the latter is fatal for
the operator= is universal, i.e.[ case==acc] finds representations alluded to above, as a single segment
segments whose all disambiguated interpretatiomaay be a semantic head of a number of syntactic
are accusative: segments which were truly uniquelyroups, i.e., it may have several incoming edges.
disambiguated to one (accusative) interpretation, or The extension of Poligarp presented here makes
segments which have many interpretations correct in possible to index and search for such (partial)
the context, but all of them are accusativEor com-  syntactic-semantic treebanks. Specifications of syn-
pleteness, the operater is added, which univer- tactic constructions in the extended Poligarp query
sally applies to all morphosyntactic interpretationslanguage syntax are similar to specifications of par-
i.e.,[ case~~acc] finds segments whose all interpre-ticular segments, but they use a different repertoire
tations as given by a morphological analyser (beforef attributes, non-overlapping with the attributes
disambiguation) are accusative. used to specify single segments. Two main at-

The most detailed presentation of the origtributes to be used for querying for syntactic groups
inal query syntax of Poligarp is available inare: t ype andhead. The attributet ype spec-
(Przepiorkowski, 2004), downloadable fromifies the general syntactic type of the group, so
http://korpus. pl /i ndex. php?page= [t ype=Coor di nati on] will find coordinated con-
publ i cati ons. structions, while[ t ype="[ PN] G'] will find prepo-
sitional and nominal groups.

The syntax of values of the attribuiteead differs

(Przepidérkowski, 2007) argues for the explicit repfrom that of the other attributes; its values must be
resentation of both a syntactic head and a semaf0closed in a double or a single set of square brack-
tic head for each syntactic group identified in 1S, as in:[head=[...][...]] or [head=[...]].
(partially parsed) constituency-based (as opposed kg the first case, the first brackets specify the syntac-
dependency-based) treebank. For example, for tHg head and second brackets specify the semantic

PO“Sh_ syntactic gr_ounuzm bla*yCh koni a dozen It seems that it would also be problematic for depen-
of white horses’, lit. ‘dozemomM/AcCC white-GEN dency tools such as Netgraph, cf. (Hagt al., 2006) and
horsesseN’, the syntactic head isuzin ‘dozen’, http://quest.ms.ntf.cuni.cz/netgraph/doc/
net gr aph_manual . ht nl .

®In Polish this may happen, for example, in case of some °Cf. http://ww.ins. uni-stuttgart.de/
gerund forms which are homographs of true nouns, wherr oj ekt e/ Tl GER/ .
meaning does not make it possible to decide on the nominal / °In TIGER tools, there is a special mechanism for adding a
gerundive interpretation of the form. second edge, e.g., in order to represent control.
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head, as in the following query which may be usedJanus and Przepiorkowski, 2006). Because the
to find elective constructions of the typajstarszy number of syntactic groups can easily grow very
z koni‘(the) oldest of horses’, which are syntacti-large and be on par with total number of words in a
cally headed by the adjective and semantically bfully-tagged corpus, the representation of syntactic
the semantic head of the dependent of that adjectivgroups should be space-efficient, yet allow for fast
[ head=[ pos=adj ] [ pos=noun] ] . decoding and random access.

In the second case, the content of the single brack- The key observation to achieving this goal is that,
ets specifies both the syntactic head and the séue to the tree nature of the group set, any two
mantic head and, additionally, makes the requiregroups can be either mutually disjoint or completely
ment that they be the same segment. This meaosentained in each other. Thus, it is possible to seri-
that the queries| head=[ case=gen] [ case=gen]] alize the tree into a list, sorted by the lower bound of
and [ head=[ case=gen]] have a slightly different a group! such that each group is immediately fol-
semantics: the first will find syntactic groups wherdowed by its direct subgroups.
the two heads may be different or the same, but they pMore precisely, the on-disk representation of a

must be genitive; the second will find groups withtreebank is a bit vector that contains the following
the two heads being necessarily the same genitivRta for each group: 1) synchronization bit (see be-
segment. low), usually 0; 2) the difference between the lower
The usefulness of such queries may be illushound of the previous group and the lower bound
trated with a query for verbs which co-occur withof the one in question, encoded incode® 3) -
dative dependents denoting students; the firghcoded length of current group in segments; 4)
approximation of such a query may look like this:y-encoded number of type of this group (the map-
[ pos=verb] [ head=[ case=dat] [ base=student]].  ping of numbers to type names is stored in a sepa-
This query will find not only dative nominal groups rate on-disk dictionary in which two type numbers
headed by a form oSTUDENT, but also dative are reserved: 0 for coordinated groups and 1 for
numeral groups whose main noun is a form otonjunctions); 5) if this is a coordinated construct
STUDENT, appropriate dative adjectival elective(i.e.,type = 0) — y-encoded number of subsequent
groups, etc. groups (excluding the current one but including in-
As syntactic sugar, the construggnh=[...] direct subgroups) that are part of the coordinafion;
andsemh=[...] can be used to enforce a con-or 6) if this is not a coordinated construct (i.e., it is
straint only on, respectively, syntactic or semantian ordinary group) — offset of syntactic and seman-
head of a group. tic head of this group, in that order, each represented
It may seem that, given the possibility to specifyby a binary number ofog ! bits, wherel stands for
the syntactic head of the construction, the attributthe length of the group.
t ype is redundant; in fact, we are not currently One drawback of this representation is that it does
aware of cases where the specificatigrpe="PG' not allow for random access: thecode and head
or type="NG' could not be replaced by an ap-offsets have variable length, thus it is not possible to
propriate reference to the grammatical class (part efetermine which bit one should start with to decode
speech) of the syntactic head. However, tlywe the group sequence for a certain segment. To miti-
attribute is useful for finding constructions which argyate this, a synchronization mechanism is employed.
not defined by their heads, for exampbeatio recta

constructions, and it is also useful for dealing with “The corpus proper is represented by one large vector of
coordinate structures. fixed-size structures denoting segments; here, the bounas o
group mean offsets into that vector.
) 8The ~-code is a prefix-free variable-length code that en-
4 Implementatlon Issues codes arbitrary integers so that the representation ofl sial-
bers takes few bits; see (Witten et al., 1999) for details.

To allow for fast searching, the original Poligarp 9Special treatment of coordination is caused by the fact that
. . as argued in (Przepiorkowski, 2007), coordinate strustare
uses its own compact binary format for COrpOrayegt treated as multi-headed constructions, with eachuoonj
described in detail in (Janus, 2006) and briefly imringing its own syntactic and semantic head.
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For everyk-th segmentX is a constant defined for  tools for the shallow processing of Portuguese: The
the corpus, usually 1024), the bit offset of start of TagShare project. IRroceedings of the Fifth Interna-
the description of the earliest group that intersects g(t)igﬁl (Egrggggg‘é)on Language Resources and Evalu-
this segment is stored as an unsigned little-endian

32-bit integer in a separate file. In the description oPli Christ. 1994. A modular and flexible architecture for
this group, the synchronization bit is set to 1, and the 2" (ljntegrated corpus query system.dOMPLEX'94
lower bound is spelled in full (as an unsigned 32-bit Budapest.

binary integer) so that it is not necessary to know théan Hajc, Eva Hajtova, Jaroslava Hlacava, Vaclav
previous lower bound to start decoding. Klimes, Jii Mirovsky, Petr Pajas, Jan &jtanek, Bar-

This synchronization lines up with the sparse in- bara Vidova Hladka, and Zdek Zabokrtsky, 2006.

verted indexing mechanism used by Poligarp for ef- ggz&%_ Guide Charles University, Prague. June

ficient searching. Poligarp artificially splits the cor- _
pus into fixed-size chunks and remembers whicNancy Ide, Patrice Bonhomme, and Laurent Romary.

segments occur in which chunks; if the search en- 2000- XCES: An XML-based standard for linguistic
corpora. InProceedings of the Linguistic Resources

gine makes random access to the corpus, the ac-ang Evaluation Conferenc@ages 825-830, Athens,
cessed segments’ offsets are multiplies of the chunk Greece.

size. Itis best, thgs, 0 ascgrtaln that the Con%antDanieI Janus and Adam Przepiodrkowski. 2006. Poligarp

is also equal to this chunk size. 1.0: Some technical aspects of a linguistic search en-
In a typical scenario with many mostly small gine for large corpora. In Jacek Wadii, Krzysztof

groups occurring close to each other, this encoding Kredens, and Stanistaw Gozdz-Roszkowski, editors,

schema is capable of achieving the ratio of well un- he proceedings of Practical Applications of Linguis-
. . ... tic Corpora 2005 Frankfurt am Main. Peter Lang.

der two bytes per group and does not incur a signifi-
cant overhead in corpus size (which is usually in th®aniel Janus. 2006. Metody przeszukiwania i obrazowa-
range of 10-12 bytes times the number of segmentsnia leﬁo \{vyrlmjkc_)w w dlzy(\:/c korpusakqhvt&ayl:jstpv*vMMas—

. ter's thesis, nlwersytet arsZzawskKl, Zlat Matem-
fora morphqsyntgctlcally but _not str_ucturally tagged atyki, Informatyki i Mechaniki, Warsaw.
corpus). This is important, since disk access is the

key factor in Po|iqarp’s performance_ Wolfgang Lezius. 2002. TIGERSearch — ein Suchw-
erkzeug fir Baumbanken. In Stephan Busemann, ed-
5 Conclusions itor, Proceedings der 6. Konferenz zur Verarbeitung

natdrlicher Sprache (KONVENS 2008aarbricken.

In this paper, we presented an thensmn of POI'qar_R’dam Przepiérkowski, Zygmunt Krynicki, tukasz
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cally annotated corpora, towards the management ofotr Bahski. 2004. A search tool for corpora with
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ture of thus extended Poligarp is its ability to deal getshoeuE:%usrtgnlgtggﬂg{i‘g:] Cfgée&egg&%lé_alg%%a_ge
yvith tr_eebanks which do not adopt th_e “at_m_ost One 1238, Lisbon. ELRA. '

incoming edge” assumption and which distinguish B .

between syntactic heads and semantic heads. W%‘f"”? Przepi6rkowski. 2004The IP1 PAN Corpus: Pre-
also sketched the original and efficient method of . A vorslon Institute of Computer Science, Pol-
) X g ] k ish Academy of Sciences, Warsaw.

indexing such treebanks. The implementation of _ _ _

. tion in valence acquisition. In Alexander Gelbukh,
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Abstract

Opinion analysis is an important research
topic in recent years. However, there are
no common methods to create evaluation
corpora. This paper introduces a method
for developing opinion corpora involving
multiple annotators. The characteristics of
the created corpus are discussed, and the
methodologies to select more consistent
testing collections and their corresponding
gold standards are proposed.  Under the
gold standards, an opinion extraction sys-
tem is evaluated. The experiment results
show some interesting phenomena.

1 Introduction

Opinion information processing has been studied
for several years. Researchers extracted opinions
from words, sentences, and documents, and both
rule-based and statistical models are investigated
(Wiebe et al., 2002; Pang et al., 2002). The
evaluation metrics precision, recall and f-measure
are usually adopted.

A reliable corpus is very important for the opin-
ion information processing because the annotations
of opinions concern human perspectives. Though
the corpora created by researchers were analyzed
(Wiebe et al., 2002), the methods to increase the
reliability of them were seldom touched. The strict
and lenient metrics for opinions were mentioned,
but not discussed in details together with the cor-
pora and their annotations.

This paper discusses the selection of testing col-
lections and the generation of the corresponding
gold standards under multiple annotations. These
testing collections are further used in an opinion
extraction system and the system is evaluated with
the corresponding gold standards. The analysis of
human annotations makes the improvements of
opinion analysis systems feasible.

&9

2  Corpus Annotation

Opinion corpora are constructed for the research of
opinion tasks, such as opinion extraction, opinion
polarity judgment, opinion holder extraction,
opinion  summarization,  opinion  question
answering, etc.. The materials of our opinion
corpus are news documents from NTCIR CIRB020
and CIRBO040 test collections. A total of 32 topics
concerning opinions are selected, and each
document is annotated by three annotators.
Because different people often feel differently
about an opinion due to their own perspectives,
multiple annotators are necessary to build a
reliable corpus. For each sentence, whether it is
relevant to a given topic, whether it is an opinion,
and if it is, its polarity, are assigned. The holders
of opinions are also annotated. The details of this
corpus are shown in Table 1.

Topics | Documents | Sentences

32 843

Quantity 11,907

Table 1. Corpus size

3 Analysis of Annotated Corpus

As mentioned, each sentence in our opinion corpus
is annotated by three annotators. Although this is a
must for building reliable annotations, the incon-
sistency is unavoidable. In this section, all the
possible combinations of annotations are listed and
two methods are introduced to evaluate the quality
of the human-tagged opinion corpora.

3.1

Three major properties are annotated for sen-
tences in this corpus, i.e., the relevancy, the opin-
ionated issue, and the holder of the opinion. The
combinations of relevancy annotations are simple,
and annotators usually have no argument over the
opinion holders. However, for the annotation of
the opinionated issue, the situation is more com-

Combinations of annotations

Proceedings of the ACL 2007 Demo and Poster Sessions, pages 89-92,
Prague, June 2007. (©2007 Association for Computational Linguistics




plex. Annotations may have an argument about
whether a sentence contains opinions, and their
annotations may not be consistent on the polarities
of an opinion. Here we focus on the annotations of
the opinionated issue. Sentences may be consid-
ered as opinions only when more than two annota-
tors mark them opinionated. Therefore, they are
targets for analysis. The possible combinations of
opinionated sentences and their polarity are shown
in Figure 1.
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Figure 1. Possible combinations of annotations

In Figure 1, Cases A, B, C are those sentences
which are annotated as opinionated by all three
annotators, while cases D, E are those sentences
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which are annotated as opinionated only by two
annotators. In case A and case D, the polarities
annotated by annotators are identical. In case B,
the polarities annotated by two of three annotators
are agreed. However, in cases C and E, the polari-
ties annotated disagree with each other. The statis-
tics of these five cases are shown in Table 2.

Case A B C D E All

Number| 1,660 (1,076 | 124 |2,413|1,826 | 7,099

Table 2. Statistics of cases A-E
3.2

Multiple annotators bring the inconsistency. There
are several kinds of inconsistency in annotations,
for example, relevant/non-relevant, opinion-
ated/non-opinionated, and the inconsistency of po-
larities. The relevant/non-relevant inconsistency is
more like an information retrieval issue. For opin-
ions, because their strength varies, sometimes it is
hard for annotators to tell if a sentence is opinion-
ated. However, for the opinion polarities, the in-
consistency between positive and negative annota-
tions is obviously stronger than that between posi-
tive and neutral, or neutral and negative ones.
Here we define a sentence “strongly inconsistent”
if both positive and negative polarities are assigned
to a sentence by different annotators. The strong
inconsistency may occur in case B (171), C (124),
and E (270). In the corpus, only abo