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Introduction

Welcome to the NAACL-HLT 2019 Student Research Workshop! This year’s submissions were
organized in two tracks: research papers and thesis proposals.

• Research papers may describe completed work, or work in progress with preliminary results. For
these papers, the first author must be a current graduate or undergraduate student.

• Thesis proposals are geared towards students who have decided on a thesis topic and wish to get
feedback on their proposal and broader ideas for their continuing work.

This year, we received a total of 54 submissions: 50 of these were research papers, and 4 were thesis
proposals. We accepted 22 research papers and 2 thesis proposals, resulting in an overall acceptance rate
of 44%. The main authors of the accepted papers represent a variety of countries: Australia, Canada,
India (6 papers), Ireland, Japan (2 papers), Hong Kong, South Korea, Taiwan, USA (10 papers). These
papers span topics across a wide range of subdisciplines and topics within NLP and CL.

Accepted research papers will be presented as either talks or posters within the NAACL main conference.
We have 9 accepted papers being presented as talks and 14 as posters.

Following previous editions of the Student Research Workshop, we have offered students the opportunity
to get mentoring feedback before submitting their work for review. Each student that requested pre-
submission mentorship was assigned to an experienced researcher who read the paper and provided
some comments on how to improve the quality of writing and presentation of the student’s work. A total
of 22 students participated in the mentorship program. During the workshop itself, we will also provide
an on-site mentorship program. Each mentor will meet with their assigned students to provide feedback
on their poster or oral presentation, and to discuss their research careers.

We would like to express our gratitude for the financial support from the National Science Foundation
(NSF), the Computing Research Association Computing Community Consortium (CRA-CCC), the
National Research Council (NRC) Canada, and Google. Thanks to their support, this year’s SRW is
able to assist students with their registration, travel, and lodging expenses.

We would like to thank the mentors for dedicating their time to help students improve their papers prior
to submission, and we thank the members of the program committee for the constructive feedback they
have provided for each submitted paper.

This workshop would not have been possible without the help from our faculty advisors, and we thank
them for their guidance along this year of workshop preparation. We also thank the organizers of
NAACL-HLT 2019 for their continuous support. Finally, we would like to thank all students who have
submitted their work to this edition of the Student Research Workshop. We hope our collective effort
will be rewarded in the form of an excellent workshop!
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