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Preface: General Chair

It is my pleasure and honor to welcome you to the 2012 NAACL Human Language Technologies
Conference in beautiful Montreal, Canada (in our Canadian spirit, let me add, bienvenue!). The
organizing committee has put in a great deal of effort on the programs in the upcoming week. I hope
you will enjoy what the conference has to offer!

The core of the conference is the 3-day main technical program consisting of oral and poster
presentations of papers, keynote addresses, and a novel “NLP Idol” session. I am very fortunate to
have this key piece of the conference in the hands of Eric Fosler-Lussier, Ellen Riloff, and Srinivas
Bangalore, three extremely dedicated and capable program co-chairs. Eric, Ellen, and Srini managed
the whole process so well that I realized early on in the conference-planning process that I could leave
this important part of the conference entirely in their hands. The main technical program that you will
see here is the fruit of their labor, with the assistance of 22 area chairs and hundreds of people who
reviewed or submitted papers, or both. Thank you all!

To be held in conjunction with the main conference poster session is the Demonstrations program.
I would like to thank Aria Haghighi and Yaser Al-Onaizan for selecting a dozen interesting system
demos as part of this program. Another component of the poster session is presentations from the
Student Research Workshop. I am grateful to co-chairs Rivka Levitan and Myle Ott as well as faculty
advisors Roger Levy and Ani Nenkova for identifying our rising stars, and for organizing a roundtable
discussion on peer review standards and practices for all participants.

For the Tutorials program, I thank Jacob Eisenstein and Radu Florian for managing the submission and
reviewing process to identify 8 diverse and interesting half-day tutorials for presentation. Continuing a
new tradition, the Workshops program is coordinated among the EACL, NAACL, and ACL conferences,
with a joint submission and review process. I am indebted to the NAACL Workshop co-chairs Colin
Cherry and Mona Diab who worked as part of the * ACL workshop committee to select a strong suite of
16 workshops for NAACL and put in significant effort working with the workshop organizers to bring
the whole program together. Thank you also to the organizers of the *SEM conference, Eneko Agirre,
Johan Bos, and Mona Diab, for choosing to collocate their first conference with NAACL HLT.

The USB key that contains the entire proceedings of this conference is the production of Publications
co-chairs Nizar Habash and William Schuler. Special thanks go to them for their efforts in assembling
all the materials and working to keep everyone on schedule for the production of the proceedings.

I would like to thank Publicity chair Smaranda Muresan for her efforts in helping to attract submissions
and attendees from various communities, and Exhibits chair Joel Tetreault for helping to arrange show-
and-tell space for our sponsors and other exhibitors. The website that you undoubtedly consulted
countless times before getting to Montreal has been designed and maintained by Dirk Hovy. A heartfelt
thank you to Dirk for taking on this task, and to Lucy Roark for designing the NAACL HLT 2012 logo.

For the financial aspects of the conference, I would like to thank our corporate, academic, and
government sponsors for their contributions, and our North American sponsorship co-chairs Michael
Gamon and Patrick Pantel for the role they played.

The NAACL executive board has been very supportive and helpful during the planning of this
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conference. I am very grateful for the guidance and suggestions the board members, especially the
two chairs Rebecca Hwa and Chris Callison-Burch, have provided.

Finally, the conference would not be happening without the expertise and dedication of Priscilla
Rasmussen, ACL’s business manager and this conference’s Local Arrangements Chair. Working with
local advisory committee members Sabine Bergler and Guy Lapalme, Priscilla is taking on local
arrangements responsibilities usually split among multiple faculty members and doing a fabulous job.
With her vast array of experience in every aspect of organizing a *ACL conference, Priscilla has been
my go-to person and life-saver for the last 9 months. I just want to say, thank you Priscilla, it’s been
great working with you!

For those of you who made it this far, here’s a conference-appropriate pun for your amusement.

Q: What do linguists call Santa’s elves?
A: Subordinated Clauses.

Enjoy the conference!

Jennifer Chu-Carroll
IBM T.J. Watson Research Center
NAACL HLT 2012 General Chair



Preface: Program Chairs

Welcome to NAACL HLT 2012! This year’s conference brings to Montreal an exciting array of work
ranging across the human language technology disciplines. The main conference features both oral and
poster sessions for full and short papers; the main conference is preceded by eight tutorials and followed
by sixteen separate workshops as well as the First Joint Conference on Lexical and Computational
Semantics (*SEM).

Within the main program, we are pleased to announce several special events. We have two excellent
invited speakers starting off two days of our program. On Monday morning, we will hear from Eduard
Hovy, Director of the Human Language Technology Group, Information Sciences Institute of the
University of Southern California, who will speak about “A New Semantics: Merging Propositional and
Distributional Information.” Wednesday morning’s invited speaker is James W. Pennebaker, Centennial
Liberal Arts Professor and Chair of Psychology at the University of Texas at Austin; his talk is entitled
“A, 18, I, and, the: How our smallest words reveal the most about who we are.”

Two special discussion-oriented events are also planned — on Monday during the lunch hour, the
Student Research Workshop will be hosting a panel discussion on “Reviewing Practices,” which is
open to all conference participants. We will also have a special fun event Tuesday afternoon called
“NLP Idol,” where senior researchers will try to convince a panel of judges (and the audience!) that we
should be paying attention to a forgotten line of research from the past by presenting papers “plucked
from obscurity.”

This year, 196 full papers were submitted to the conference, with 61 papers being accepted (a
31% acceptance rate); 105 short papers were submitted, with 36 acceptances (34% acceptance).
The breakdown of papers by area of submission (based on author designation) and acceptances (in
parentheses) were as follows:

Author-assigned Paper Category \ # Full Papers \ # Short Papers ‘
Discourse, Dialogue, and Pragmatics 14 (7) 8(3)
Document Categorization / Topic Clustering 13 (1) 7Q2)
End-to-end Language Processing Systems 4 (3) 4 (3)
Information Extraction 17 (4) 6 (0)
Information Retrieval and Question Answering 7@3) 5(0)
Language Resources, Novel Evaluation Methods 8(5) 8(3)
Machine Learning for Language Processing 21 (11 8(2)
Machine Translation 26 (8) 18 (5)
Phonology and Morphology, Word Segmentation 7 (1) 50)
Semantics 25(5) 7@3)
Sentiment Analysis and Opinion Mining 12 (1) 8(3)
Social Media Analysis and Processing 7(2) 3(1)
Spoken Language Processing 8(2) 4(2)
Summarization and Generation 8 (1) 5@3)
Syntactic Tagging and Chunking 3(1) 1(0)
Syntax and Parsing 16 (6) 8(3)
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(As part of the review and assignment process, some of the papers were recategorized by the program
chairs, so the acceptance numbers based on author categorization do not necessarily match the
assignment of papers in the program.)

The oral and poster slots were allocated based on the suggestions of reviewers and area chairs for
appropriate presentation style; both presentation types carry the same status. Fourteen full and seven
short papers will be presented during an evening poster session, with buffet dinner, in conjunction with
the Demo session and the Student Research Workshop posters. Preceding the poster session will be a
reprise of the one-minute madness session introduced at NAACL HLT 2010, in which attendees can see
an overview of the poster presentations.

Oral sessions will be held in three parallel sessions on Monday and Wednesday, with four parallel
sessions on Tuesday. We have expanded presentation times to 30-minute slots for full papers, and 20-
minute slots for short papers, to facilitate more discussion of papers. We are excited that the conference
is able to present such a dynamic array of papers, and would like to thank the authors for their fine
work.

The review process for the conference was double-blind, and included an author response period for
clarifying reviewers’ questions. We were very pleased to have the assistance of 476 reviewers in
deciding the program. We are especially thankful for the reviewers who spent time reading the author
responses and engaging other reviewers in the discussion board. Constructing the program would not
have been possible without 22 excellent area chairs forming the Senior Program Committee: Roberto
Basili, Guiseppe Carenini, Yejin Choi, Christine Doran, Jason Eisner, George Foster, Roxana Girju,
Heng Ji, Sadao Kurohashi, Matt Lease, Diane Litman, Deepak Ravichandran, Giuseppe Riccardi,
Richard Rose, Giorgio Satta, Fei Sha, Suzanne Stevenson, David Traum, Scott Yih, Luke Zettlemoyer,
Bowen Zhou, and Jerry Zhu. Area chairs were responsible for recruiting reviewers, managing paper
assignments, collating reviewer responses, handling papers for other area chairs or program chairs who
had conflicts of interest, making recommendations for paper acceptance or rejection, and nominating
best papers from their areas. We are very grateful for the time and energy that they have put into the
program.

The Best Paper Award session starts off Tuesday morning; this year we are pleased to present three
awards — for best full paper, best short paper, and best student paper. This year’s winners are:

e Best Full Paper Award: Vine Pruning for Efficient Multi-Pass Dependency Parsing,
Alexander Rush and Slav Petrov

e Best Short Paper Award: Trait-Based Hypothesis Selection For Machine Translation, Jacob
Devlin and Spyros Matsoukas

e IBM Best Student Paper Award: Cross-lingual Word Clusters for Direct Transfer of
Linguistic Structure, Oscar Tédckstréom, Ryan McDonald, Jakob Uszkoreit

We would like to thank reviewers and area chairs for nominating the best paper candidates. A subset of
area chairs with expertise in the areas of the nominated papers were invaluable in helping the program
chairs in the decision process. In particular, we would like to thank Christine Doran, Jason Eisner,
George Foster, Diane Litman, Giorgio Satta, Luke Zettlemoyer, and Bowen Zhou for their assistance
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in the decision process. We would like to note that the Best Full Paper and IBM Best Student Paper
awardees both have students as first authors. The authors will be presented with a certificate and cash
prize at the opening of Tuesday’s session. We gratefully acknowledge IBM’s support for the Student
Best Paper Award.

There are a number of other people that we interacted with who deserve a hearty thanks for the success
of the program. Rich Gerber and the START team at Softconf have been invaluable for helping us
with the mechanics of the reviewing process. Nizar Habash and William Schuler, as publications
co-chairs, have been very helpful in assembling the final program and coordinating the publications
of the workshop proceedings. There are several crucial parts of the overall program that were the
responsibility of various contributors, including Rivka Levitan, Myle Ott, Roger Levy, and Ani Nenkova
(Student Research Workshop); Jacob Eisenstein and Radu Florian (Tutorial Chairs); Colin Cherry and
Mona Diab (Workshop Chairs); and Aria Haghighi and Yaser Al-Onaizan (Demo Chairs). We would
also like to thank Chris Callison-Burch, Rebecca Hwa, and the NAACL Executive Board for guidance
during the process. Dirk Hovy was also a valuable team member in helping us disseminate information
as Webmaster.

Deserving special mention is the ever-unflappable Priscilla Rasmussen, who is doing double duty this
conference as local arrangements chair and general business manager. Priscilla makes everything she
is involved with go more smoothly, and we have relied on her advice greatly during the run-up to the
conference.

Finally, we would like to thank our General Chair, Jennifer Chu-Carroll, for entrusting us with this
job, for walking us through some of the more sticky moments, and for being a great sounding board
for different ideas. In particular, her guidance was crucial in developing the concept for the NLP Idol
session.

We hope that you enjoy the conference!

Eric Fosler-Lussier, The Ohio State University
Ellen Riloff, University of Utah
Srinivas Bangalore, AT&T Research
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Multiple Narrative Disentanglement: Unraveling /nfinite Jest

Byron C. Wallace
Tufts University and Tufts Medical Center

Boston, MA
byron.wallace@gmail.com

Abstract

Many works (of both fiction and non-fiction)
span multiple, intersecting narratives, each of
which constitutes a story in its own right. In
this work I introduce the task of multiple nar-
rative disentanglement (MND), in which the
aim is to tease these narratives apart by assign-
ing passages from a text to the sub-narratives
to which they belong. The motivating exam-
ple I use is David Foster Wallace’s fictional
text Infinite Jest. 1 selected this book because
it contains multiple, interweaving narratives
within its sprawling 1,000-plus pages. I pro-
pose and evaluate a novel unsupervised ap-
proach to MND that is motivated by the theory
of narratology. This method achieves strong
empirical results, successfully disentangling
the threads in Infinite Jest and significantly
outperforming baseline strategies in doing so.

1 Introduction

Both fictional and non-fictional texts often com-
prise multiple, intersecting and inter-related narra-
tive arcs. This work considers the task of identifying
the (sub-)narratives latent within a narrative text and
the set of passages that comprise them. As a mo-
tivating example, I consider David Foster Wallace’s
opus Infinite Jest (Wallace, 1996),! which contains
several disparate sub-narratives interleaved through-
out its voluminous (meta-)story. By sub-narrative
I mean, loosely, that these threads constitute their
own independent stories, coherent on their own (i.e.,

"No relation.

without the broader context of the overarching narra-
tive). I refer to the task of identifying these indepen-
dent threads and untangling them from one another
as multiple narrative disentanglement (MND).

The task is of theoretical interest because disen-
tanglement is a necessary pre-requisite to making
sense of narrative texts, an interesting direction in
NLP that has received an increasing amount of atten-
tion (Elson et al., 2010; Elson and McKeown, 2010;
Celikyilmaz et al., 2010; Chambers and Jurafsky,
2008; Chambers and Jurafsky, 2009). Recogniz-
ing the (main) narrative threads comprising a work
provides a context for interpreting the text. Disen-
tanglement may thus be viewed as the first step in
a literary processing ‘pipeline’. Identifying threads
and assigning them to passages may help in auto-
matic plot summarization, social network construc-
tion and other literary analysis tasks. Computational
approaches to literature look to make narrative sense
of unstructured text, i.e., construct models that relate
characters and events chronologically: disentangle-
ment is at the heart of this re-construction.

But MND is also potentially of more pragmatic
import: disentanglement may be useful for identify-
ing and extracting disparate threads in, e.g., a news-
magazine article that covers multiple (related) sto-
ries.” Consider an article covering a political race.
It would likely contain multiple sub-narratives (the
story of one candidate’s rise and fall, a scandal in a
political party, etc.) that may be of interest indepen-
dently of the particular race at hand. Narrative dis-

>While narrative colloquially tends to refer to fictional texts,
the narrative voice is also frequently used in non-fictional con-
texts (Bal, 1997).
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entanglement thus has applications outside of com-
putational methods for fiction.

In this work, I treat MND as an unsupervised
learning task. Given a block of narrative text, the
aim is to identify the top k£ sub-narratives therein,
and then to extract the passages comprising them.
The proposed task is similar in spirit to the prob-
lem of chat disentanglement (Elsner and Charniak,
2010), in which the aim is to assign each utterance in
a chat transcription to an associated conversational
thread. Indeed, the main objective is the same: dis-
entangle fragments of a monolithic text into chrono-
logically ordered, independently coherent ‘threads’.
Despite their similarities, however, narrative disen-
tanglement is a qualitatively different task than chat
disentanglement, as I highlight in Section 3.

I take inspiration from the literary community,
which has studied the theoretical underpinnings of
the narrative form at length (Prince, 1982; Prince,
2003; Abbott, 2008). I rely especially on the seminal
work of Bal (1997), Narratology, which provides
a comprehensive theoretical framework for treating
narratives. This narratological theory motivates my
strategy of narrative modeling, in which I first ex-
tract the entities in each passage of a text. I then
uncover the latent narrative compositions of these
passages by performing latent Dirichlet allocation
(LDA) (Blei et al., 2003) over the extracted entities.

The main contributions of this work are as fol-
lows. First, I introduce the task of multiple narrative
disentanglement (MND). Second, motivated by the
theory of narratology (Section 2) I propose a novel,
unsupervised method for this task (Section 5) and
demonstrate its superiority over baseline strategies
empirically (Section 6). Finally, I make available a
corpus for this task: the text of Infinite Jest manually
annotated with narrative tags (Section 4).

2 Narratology

I now introduce some useful definitions and con-
cepts (Table 1) central to the theory of narratology
(Bal, 1997). These constructs motivate my approach
to the task of disentanglement.

These definitions imply that the observed narra-
tive text has been generated with respect to some
number of latent fabulas. A story is a particular
telling of an underlying fabula, i.e., a sequence of

2

Actor | an agent that performs actions. Ac-
tors are not necessarily persons.

a series of logically and chronolog-
ically related events that are caused
or experienced by actors.

an instantiation of a fabula, told in
a particular style (a story tells a fab-
ula). Stories are not necessarily told
in chronological order.

a special actor from whose point of
view the story is told.

Fabula

Story

Focalizer

Table 1: A small glossary of narratology.

events involving actors. Figure 1 schematizes the
relationships between the above constructs. The
dotted line between author and fabula implies that
authors sometimes generate the fabula, sometimes
not. In particular, an author may re-tell a widely
known fabula (e.g., Hamlet); perhaps from a dif-
ferent perspective. Consider, for example, the play
Rosencrantz and Guildenstern are Dead (Stoppard,
1967), a narrative that re-tells the fabula of Hamlet
from the perspective of the titular characters (both
of whom play a minor part in Hamlet itself). From
a narratological view, this story is an instantiation of
the Hamlet fabula imbued with novel aspects (e.g.,
the focalizers in this telling are Rosencrantz and
Guildenstern, rather than Hamlet). In non-fictional
works the fabula corresponds to the actual event se-
quence as it happened, and thus is not invented by
the author (save for cases of outright fabrication).

Fabulas are essentially actor-driven. Further, ac-
tors tend to occupy particular places, and indeed Bal
(1997) highlights locations as one of the defining el-
ements of fabulas. Given these observations, it thus
seems fruitful to attempt to identify the agents and
locations (or entities) in each passage of a text as a
first step toward disentanglement. I will return to
this intuition when I present the narrative modeling
method in Section 5. First, I place the present work
in context by relating it to existing work on mining
literature and chat disentanglement.

3 Relationship to Existing Work

Most similar to MND is the task of chat disentan-
glement (Shen et al., 2006; Elsner and Charniak,
2010; Elsner and Charniak, 2011), wherein utter-
ances (perhaps overheard at a cocktail party) are to
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Figure 1: A schematic of the narratology theory. The
dotted line between author and fabula implies that when
generating a narrative text, an author may invent a fabula,
or may draw upon an existing one. Together, the author
and fabula jointly give rise to the story, which is commu-
nicated via the text.

be assigned to conversational threads. There are,
however, important differences between these two
tasks. Notably, utterances in a chat belong to a single
discussion thread, motivating ‘hard’ assignments of
utterances to threads, e.g., using graph-partitioning
(Elsner and Charniak, 2010) or k-means like ap-
proaches (Shen et al., 2006). Narratives, however,
often intersect: a single passage may belong to mul-
tiple narrative threads. This motivates soft, proba-
bilistic assignments of passages to threads. More-
over, narratives are inherently hierarchical. The lat-
ter two observations suggest that probabilistic gen-
erative models are appropriate for MND.

There has also been recent interesting related
work in the unsupervised induction of narrative
schemas (Chambers and Jurafsky, 2008; Chambers
and Jurafsky, 2009). In this work, the authors pro-
posed the task of (automatically) discovering the
events comprising a narrative chain. Here narrative
event chains were defined by Chambers and Juraf-
sky (2008) as partially ordered sets of events involv-
ing the same protagonist. While similar in that these
works attempt to make sense of narrative texts, the
task at hand is quite different.

In particular, narrative schema induction pre-
supposes a single narrative thread. Indeed, the au-
thors explicitly make the assumption that a single
protagonist participates in all of the events forming
a narrative chain. Thus the discovered chains de-

scribe actions experienced by the protagonist local-
ized within a particular narrative structure. By con-
trast, in this work I treat narrative texts as instan-
tiations of fabulas, in line with Bal (1997). Fab-
ulas can be viewed as distributions over charac-
ters, events and other entities; this conceptualiza-
tion of what constitutes a narrative is broader than
Chambers and Jurafsky (2008). inducing narrative
schemas (Chambers and Jurafsky, 2009) may be
viewed as a possible next step in a narrative induc-
tion pipeline, subsequent to disentangling the text
comprising individual narrative threads. Indeed, the
latter task might be viewed as attempting to auto-
matically re-construct the fabula latent in a specific
narrative thread.

Elsewhere, Elson et al. (2010) proposed a method
for extracting social networks from literary texts.
Their method relies on dialogue detection. This is
used to construct a graph representing social inter-
actions, in which an edge connecting two charac-
ters implies that they have interacted at least once;
the weight of the edge encodes the frequency of
their interactions. Their method is a pipelined pro-
cess comprising three steps: character identification,
speech attribution and, finally, graph construction.
Their results from the application of this method to
a large collection of novels called into question a
long-held literary hypothesis: namely that there is
an inverse correlation between the number of char-
acters in a novel and the amount of dialogue it con-
tains (Moretti, 2005) (it seems there is not). By an-
swering a literary question empirically, their work
demonstrates the power of computational methods
for literature analysis.

4 Corpus (Infinite Jest)

I introduce a new corpus for the task of multiple nar-
rative disentanglement (MND): David Foster Wal-
lace’s novel Infinite Jest (Wallace, 1996) that I have
manually annotated with narrative tags.> Infinite
Jest is an instructive example for experimenting with
MND, as the story moves frequently between a few
mostly independent — though ultimately connected
and occasionally intersecting — narrative threads.

3 Available at http://github.com/bwallace/computationaljest.
I also note that the text comprises ~100 pages of footnotes, but
I did not annotate these.



Annotation, i.e., manually assigning text to one
or more narratives, is tricky due primarily to hav-
ing to make decisions about new thread designation
and label granularity.* Start with the first. There
is an inherent subjectivity in deciding what consti-
tutes a narrative thread. In this work, I was lib-
eral in making this designation, in total assigning 49
unique narrative labels. Most of these tell the story
of particular (minor) characters, who are themselves
actors in a ‘higher-level’ narrative — as previously
mentioned, narrative structures are inherently hier-
archical. This motivates my liberal introduction of
narratives: lesser threads are subsumed by their par-
ent narratives, and can thus simply be ignored during
analysis if one is uninterested in them. Indeed, this
work focuses only on the three main narratives in the
text (see below).

Granularity poses another challenge. At what
level ought the text be annotated? Should each sen-
tence be tagged with associated threads? Each para-
graph? 1 let context guide this decision: in some
cases tags span a single sentence; more often they
span paragraphs. As an example, consider the fol-
lowing example of annotated text, wherein the AFR
briefly narrative intersects the story of the ETA (see
Table 2).

<AFR>Marathe was charged with this opera-
tion’s details ... <ETA>A direct assault upon the
Academy of Tennis itself was impossible. A.F.R.s
fear nothing in this hemisphere except tall and steep
hillsides. ... </ETA></AFR>

Here the ellipses spans several paragraphs. Precision
probably matters less than context in MND: identi-
fying only sentences that involve a particular sub-
narrative, sans context, would probably not be use-
ful. Because the appropriate level of granularity de-
pends on the corpus at hand, the task of segmenting
the text into useful chunks is a sub-task of MND.
I refer to the segmented pieces of text as passages
and say that a passage belongs to all of the narrative
threads that appear anywhere within it. Hence in the
above example, the passage containing this excerpt
would be designated as belonging to both the ETA
and AFR threads.

“These complexities seem to be inherent to disentanglement
tasks in general: Elsner and Charniak (2010) describe analogues
issues in the case of chat.

AFR | This is the tale of the wheelchair assassins, a
Quebecois terrorist group, and their attempts to
seize an original copy of a dangerous film. Fo-
calizer: Marathe.

The Ennet House Drug Recovery House (sic).
This narrative concerns the going-ons at a drug
recovery house. Focalizer: Don Gately.

This narrative follows the students and faculty
at the Enfield Tennis Academy. Focalizer: Hal.

EHDRH

ETA

Table 2: Brief summaries of the main narratives compris-
ing Infinite Jest.

narrative ‘ # of passages ‘ prevalence ‘

AFR 30 16%
EHDRH 42 23%
ETA 69 38%

Table 3: Summary statistics for the three main narratives.

Infinite Jest is naturally segmented by breaks,
i.e., blank lines in the text which typically indicate
some sort of context-shift (functionally, these are
like mini-chapters). There are 182 such breaks in
the book, demarcating 183 passages. Each of these
comprises about 16,000 words and contains an av-
erage of 4.6 (out of 49) narratives, according to my
annotations.

There are three main narrative threads in Infinite
Jest, summarized briefly in Table 2.° T am not alone
in designating these as the central plot-lines in the
book.® Nearly all of the other threads in the text are
subsumed by these (together the three cover 72%
of the passages in the book). These three main
threads are ideal for evaluating an MND system, for
a few reasons. First, they are largely independent of
one another, i.e., overlap only occasionally (though
they do overlap). Second, they are relatively unam-
biguous: it is mostly clear when a passage tells a
piece of one of these story-lines, and when it does
not. These narratives are thus well-defined, provid-
ing a minimal-noise dataset for the task of MND.
That I am the single annotator of the corpus (and
hence inter-annotator agreement cannot be assessed)
is unfortunate; the difficulty of finding someone both
qualified and willing to annotate the 1000+ page
book precluded this possibility. I hope to address

*T include these only for interested readers: the descriptions
are not technically important for the work here, and one may
equivalently substitute ‘narrative 1°, ‘narrative 2’, etc.

Se.g., http://www.sampottsinc.com/ij/file/I]_Diagram.pdf.
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Figure 2: The three main narratives in Infinite Jest. A colored box implies that the corresponding narrative is present
in the passage at that location in the text; these are scaled relative to the passage length.

this shortcoming in future work.

Figure 2 depicts the location and duration of these
sub-narratives within the text. Passages run along
the bottom axis. A colored box indicates that the
corresponding narrative is present in the passage
found at that location in the book. Passages are nor-
malized by their length: a wide box implies a long
passage. The aim of MND, then, is to automatically
infer this structure from the narrative text.

5 Narrative Modeling for Multiple
Narrative Disentanglement

The proposed method is motivated by the theory
of narratology (Bal, 1997), reviewed in Section 2.
Specifically I assume that passages are mixtures of
different narratives with associated underlying fabu-
las. Fabulas, in turn, are viewed as distributions over
entities. Entities are typically actors, but may also
be locations, etc.; they are what fabulas are about.
The idea is to infer from the observed passages the
probable latent fabulas.

This is a generative view of narrative texts, which
lends itself naturally to a topic-modeling approach
(Steyvers and Griffiths, 2007). Further, this genera-
tive vantage allows one to exploit the machinery of
latent Dirichelet allocation (LDA) (Blei et al., 2003).
LDA is a generative model for texts (and discrete
data, in general) in which it is assumed that each
document in a corpus reflects a mixture of (latent)
topics. The words in the text are thus assumed to be
generated by these topics: topics are multinomials
over words. Graphically, this model is depicted by
Figure 3. All of the parameters in this model must
be estimated; only the words in documents are ob-
served. To uncover the topic mixtures latent in doc-

()
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M

Figure 3: The graphical model of latent Dirichlet allo-
cation (LDA; Figure from Blei et al. (2003)). © param-
eterizes the multinomial governing topics, i.e., zs. The
observed words w are then assumed to be drawn from a
multinomial conditioned on z. Here the plates denote that
there are NV (observed) words and M topics.

uments, standard inference procedures can be used
for parameter estimation (Jordan et al., 1999).

I propose the following approach for MND, which
I will refer to as narrative modeling. (This pipeline
is also described by Figure 4).

1. Segment the raw text into passages. It is at the
level of this unit that narratives will be assigned: if
a given narrative tag is anywhere in a passage, that
passage is deemed as being a part of said narrative.’
In many cases (including the present one) this step
will be relatively trivial; e.g., segmenting the text
into chapters or paragraphs.

2. (Automatically) extract from each of these seg-
ments named entities. The idea is that these include
the primary players in the respective narratives, i.e.,
important actors and locations.

3. Perform latent Dirichelet analysis (LDA) over
the entities extracted in (2). When this topic mod-

"This is analogous to a multi-label scenario.



eling is performed over the entities, rather than the
text, I shall refer to it as narrative modeling.

As mentioned above, Step (1) will be task-
specific: what constitutes a passage is inherently
subjective. In many cases, however, the text will
lend itself to a ‘natural’ segmenting, e.g., at the
chapter-level. Standard statistical techniques for
named entity recognition (NER) can be used for
Step (2) (McCallum and Li, 2003).

Algorithm 1 The story of LDA over extracted enti-
ties for multiple narrative disentanglement.

Draw a mixture of narrative threads 6 ~ Dir(«)
for each entity in the passage e¢; do
Draw a narrative thread t; ~ Multinomial(6)
Draw e; from p(e;|t;)
end for

For the narrative model-
ing Step (3), I use LDA

narrative text

l (Blei et al., 2003); the
generative story for nar-

rative modeling is told

segmenter . 3 .
by Algorithm 1. This

squares with the narra-
tological view: entities
are observed in the text
with probability propor-
tional to their likelihood
of being drawn from the
corresponding latent fabu-
las (which we are attempt-
ing to recover). Focus-
ing on these entities, rather
than the raw text, is cru-
cial if one is to be compat-
ible with the narratological
view. The text is merely a particular telling of the
underlying fabula, made noisy by story specific as-
pects; extracting entities from the passages effec-
tively removes this noise, allowing the model to op-
erate over a space more closely tied to the fabulas.
In the following section, I demonstrate that this shift
to the entity-space substantially boosts MND perfor-
mance.

passages

NER
extractor

extracted entities
for passages

narrative
modeling

Figure 4: The MND
pipeline.

8Liu and Liu (2008) have also proposed topic models over
NEs, though in a very different context.

The aim is to uncover the top k most salient nar-
rative threads in a text, where k is a user-provided
parameter. Indeed one must specify the number of
threads he or she is interested in identifying (and dis-
entangling), because because, due to the hierarchical
nature of narratives, there is no single ‘right number’
of them. Consider that the input block of text con-
stitutes a perfectly legitimate (meta-)narrative on its
own, for example. A related issue that must be ad-
dressed is that of deciding when to assign a passage
to multiple threads. That is, given the (estimated)
narrative mixtures for each passage as an input, to
which (if any) narrative threads ought this passage
be assigned?

My approach to this is two-fold. First, I set a
threshold probability « such that a passage p; can-
not be assigned to a narrative thread ¢ if the esti-
mated mixture component is < a. [use o« = 1/k, as
this value implies that the passage is dominated by
other threads (in the case that all k threads contribute
equally to a passage, the corresponding mixture el-
ements would all be 1/k). Second, I enforce a con-
straint that in order to be assigned to the narrative ,
a passage must contain at least one of the top [ enti-
ties involved in ¢ (according to the narrative model).
This constraint encodes the intuition that the main
actors (and locations) that constitute a given fabula
are (extremely) likely to be present in any given pas-
sage in which it is latent. I set [ = 100, reflecting
intuition. These were the first values I used for both
of these parameters; I did not tune them to the cor-
pus at hand. I did, however, experiment with other
values after the primary analysis to assess sensitiv-
ity. The proposed algorithm is not terribly sensitive
to either parameter, though both exert influence in
the expected directions: increasing o decreases re-
call, as passages are less likely to be assigned to nar-
ratives. Decreasing [ has a similar effect, but does
not substantially impact performance unless extreme
values are used.’

5.1 Focalizer Detection

Recall that the focalizer of a narrative is the agent
responsible for perception: it is from their point of
view that the story is told (Bal, 1997). One can eas-
ily exploit the narrative modeling method above to

Fewer than 10 or more than 500, for example.



automatically identify the (main) focalizer of the un-
covered narratives.'® To this end, I simply identify
the highest ranking entity from each narrative that
has also been labeled as a “person’ (as opposed, e.g.,
to an ‘organization’).

6 Empirical Results

I now present experimental results over the Infinite
Jest corpus, described in Section 4. The task here is
to uncover the three main narratives in the text, de-
picted in Figure 2. To implement the proposed nar-
rative modeling method (Section 5), I first chunked
the text into passages, delineated in Jest by breaks
in the text. I performed entity extraction over these
passages using the NLTK toolkit (Bird et al., 2009).
I then performed LDA via Mallet (McCallum, 2002)
to estimate the narrative mixture components of each
passage.

recall = TP/(TP+ FN) (1)
precision = TP/(TP+ FP) ()
[ precision - recall 3)

precision + recall

I compare the narrative modeling approach pre-
sented in the preceding section to three baselines.
The simplest of these, round-robin and all-same
are similar to the baselines used for chat disentan-
glement (Elsner and Charniak, 2010). Respectively,
these strategies designate each passage as: belong-
ing to the next narrative in a given sequence (‘narra-
tive 1’, ‘narrative 2’, ‘narrative 3’), and, belonging
to the majority narrative. In both cases I show the
best result attainable using the method: thus in the
case of the former, I report the best scoring results
from all 3! possible thread sequences (with respect
to macro-averaged F-score) and in the latter case I
use the true majority narrative.

I also evaluate a simple topic-modeling baseline,
which is the same as narrative modeling, except that:
1) LDA is performed over the full-text (rather than
the extracted entities) and, 2) there is no constraint
enforcing that passages reference an entity associ-
ated with the assigned narrative. I evaluate results
with respect to per-narrative recall, precision and
F-score (Equations 1-3) (where TP=true positive,

10Technically, there may be multiple focalizers in a narrative,
but more often there is only one.

FN=false negative, etc.). I also consider micro- and
macro-averages of these.

To calculate the micro-average, one considers
each passage at a time by counting up the TPs, FPs,
TNs and FNs therein for each narrative under con-
sideration (w.r.t. the model being evaluated). The
micro-average is then calculated using these tallied
counts. Note that in this case certain narratives may
contribute more to the overall result than others, e.g.
those that are common. By contrast, to calculate the
macro-average, one considers each narrative in turn
and calculates the average of the metrics of interest
(recall, precision) w.r.t. this narrative over all pas-
sages. An average is then taken over these mean per-
formances. This captures the average performance
of a model over all of the narratives, irrespective
of their prevalence; in this case, each thread con-
tributes equally to the overall result. Finally, note
that none of the methods explicitly labels the narra-
tives they uncover: this assignment can be made by
simply matching the returned narratives to the thread
labels (e.g., ETA) that maximize performance. This
labeling is strictly aesthetic; the aim is to recover the
latent narrative threads in text, not to label them.

Table 4 presents the main empirical results. Nei-
ther of the simple baseline methods (round-robin
and all-same) performed very well. Both cases, for
example, completely failed to identify the EHDRH
thread (though this is hardly surprisingly in the all-
same case, which identifies only one thread by def-
inition). The macro-averaged precisions and F-
measures are thus undefined in these cases (these
give rise to a denominator of 0). With respect to
micro-averaged performance, all-same achieves a
substantially higher F-score than round-robin here,
though in general this will be contingent on how
dominated the text is by the majority thread.

Next consider the two more sophisticated strate-
gies, including the proposed narrative modeling
method. Start with the performance of full-text
TM, i.e., performing standard topic-modeling over
the full-text. This method improves considerably on
the baselines, achieving a macro-averaged F-score
of .545.11 But the narrative modeling method (Sec-
tion 5) performs substantially better, boosting the

"n the full-text case, I evaluated the performance of every
possible assignment of topics to threads, and report the best
scoring result.
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Figure 5: The unsupervised re-construction of the three main narratives using the narrative modeling approach.
Hatched boxes denote false-positives (designating a passage as belonging to a narrative when it does not); empty
boxes false negatives (failing to assign a passage to narrative to which it belongs).
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Figure 6: Results using full-text topic modeling (see above caption).

macro-averaged F-score by over 15 points (a percent
gain of nearly 30%).

Figures 5 and 6 depict the unsupervised re-
construction of the narrative threads using narrative
modeling and the full-text topic modeling approach,
respectively. Recall that the aim is to re-construct
the narratives depicted in Figure 2. In these plots, an
empty box represents a false negative (i.e., implies
that this passage contained the corresponding narra-
tive but this was not inferred by the model), and a
hatched box denotes a false positive (the model as-
signed the passage to the corresponding narrative,
but the passage did not belong to it). One can see
that the narrative modeling method (Figure 5) re-
constructs the hidden threads much better than does
the full-text topic modeling approach (Figure 6).
Once can see that the latter method has particular
trouble with the EHDRH thread.

I also experimented with the focalizer detection
method proposed in Section 5.1. This simple strat-
egy achieved 100% accuracy on the three main nar-
ratives, correctly identifying by name each of the
corresponding focalizers (see Table 2).

6.1 A More Entangled Thread

The preceding results are positive, insofar as the pro-
posed method substantially improves on baselines
and is able to disentangle threads with relatively
high fidelity. These results considered the three main
narratives that comprise the novel (Figure 2). This
is the sort of structure I believe will be most com-
mon in narrative disentanglement, as it is likely that
one will mostly be interested in extracting coherent
threads that are largely independent of one another.

That said, I will next consider a more entangled
thread to see if the method handles these well. More
specifically, I introduce the narrative INC, which re-
lates the story of the Incandenza family. This family
is (arguably) the focus of the novel. The story of
the Incandenza’s overlaps extremely frequently with
the three main, mostly independent narratives con-
sidered thus far (see Figure 6). This thread is thus
difficult from an MND perspective.

I apply the same methods as above to this task, re-
questing four (rather than three) sub-narratives, i.e.,
k = 4. Results are summarized in Table 5.'> We ob-

12T omit the two baseline strategies due to space constraints;



round-robin all-same full-text TM narrative modeling
narrative recall  prec. F recall  prec. F recall  prec. F recall  prec. F
AFR 0433 0210 0.283 | 0.000 wundef. undef. | 0.900 0.300 0.450 | 0933 0.359 0.519
EHDRH 0.000 undef. undef. | 0.000 undef. undef. | 0.786 0.402 0.532 | 0.929 0.736 0.821
ETA 0.369 0348 0.393 | 1.000 0.375 0.545 | 0.667 0.639 0.653 | 0.855 0.694 0.766
macro-avg. || 0.260 undef. undef. | 0.333  undef. undef. | 0.752 0.447 0.545 | 0.906 0.596 0.702
micro-avg. || 0.262  0.300 0.280 | 0.489 0375 0425 | 0.752 0.434 0.551 | 0.894 0.583 0.706

Table 4: Empirical results using different strategies for MND. The top three rows correspond to performance for
individual narratives; the bottom two provide micro- and macro-averages, which are taken over the individual passages

and the narrative-level results, respectively.
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Figure 7: The INC narrative thread (green, top). This narrative is substantially more entangled than the others, i.e.,

more frequently intersects with the other narratives.

full-text TM narrative modeling
narrative recall  prec. F recall  prec. F
AFR 060 030 040 | 0.83 050 0.63
EHDRH 083 057 0.67| 079 075 0.77
ETA 0.67 069 0.68 | 067 089 0.76
INC 057 046 051 | 043 075 054
macro-avg. 0.67 050 056 | 068 072 0.67
micro-avg. 0.65 050 057 | 062 072 0.67

Table 5: Results when the fourth narrative, more entan-
gled narrative (INC) is added.

serve that the narrative modeling strategy again bests
the baseline strategies, achieving a macro-averaged
F-score of about 10 points greater than that achieved
using the full-text TM method (a ~20% gain).

Focalizer identification is tricky in this case be-
cause there are multiple focalizers. However I note
that using the proposed strategy, four members of
the Incandenza clan rank in the top five entities as-
sociated with this narrative, an encouraging result.'?

both performed worse than the displayed methods.
BThe fifth top-ranking entity is Joelle, a girl who plays an
important part in the family saga.

7 Conclusions

I have introduced the task of multiple narrative dis-
entanglement (MND), and provided a new annotated
corpus for this task. I proposed a novel method
(narrative modeling) for MND that is motivated by
the theory of narratology. I demonstrated that this
method is able to disentangle the narrative threads
comprising Infinite Jest and that it substantially out-
performs baselines in terms of doing so. I also ex-
tended the method to automatically identify narra-
tive focalizers, and showed that it is possible to do
so with near-perfect accuracy.

Interesting future directions include exploring
supervised narrative disentanglement, combining
MND with narrative induction (Chambers and Juraf-
sky, 2009) and applying MND to non-fictional texts.
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Abstract

In conversation, speakers have been shown
to entrain, or become more similar to each
other, in various ways. We measure entrain-
ment on eight acoustic features extracted from
the speech of subjects playing a cooperative
computer game and associate the degree of en-
trainment with a number of manually-labeled
social variables acquired using Amazon Me-
chanical Turk, as well as objective measures
of dialogue success. We find that male-female
pairs entrain on all features, while male-male
pairs entrain only on particular acoustic fea-
tures (intensity mean, intensity maximum and
syllables per second). We further determine
that entrainment is more important to the per-
ception of female-male social behavior than it
is for same-gender pairs, and it is more impor-
tant to the smoothness and flow of male-male
dialogue than it is for female-female or mixed-
gender pairs. Finally, we find that entrainment
is more pronounced when intensity or speak-
ing rate is especially high or low.

1 Introduction

Entrainment, also termed alignment, adaptation,
priming or coordination, is the phenomenon of
conversational partners becoming more similar to
each other in what they say, how they say it,
and other behavioral phenomena. Entrainment has
been shown to occur for numerous aspects of spo-
ken language, including speakers’ choice of re-
ferring expressions (Brennan & Clark, 1996); lin-
guistic style (Niederhoffer & Pennebaker, 2002;
Danescu-Niculescu-Mizil et al., 2011); syntactic
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structure (Reitter et al., 2006); speaking rate (Lev-
itan & Hirschberg, 2011); acoustic/prosodic fea-
tures such as fundamental frequency, intensity, voice
quality (Levitan & Hirschberg, 2011); and phonet-
ics (Pardo, 2006).

Entrainment in many of these dimensions has also
been associated with different measures of dialogue
success. For example, Chartrand and Bargh (1999)
demonstrated that mimicry of posture and behavior
led to increased liking between the dialogue par-
ticipants as well as a smoother interaction. They
also found that naturally empathetic individuals ex-
hibited a greater degree of mimicry than did oth-
ers. Nenkova et al. (2008) found that entrainment
on high-frequency words was correlated with nat-
uralness, task success, and coordinated turn-taking
behavior. Natale (1975) showed that an individ-
ual’s social desirability, or “propensity to act in
a social manner,” can predict the degree to which
that individual will match her partner’s vocal inten-
sity. Levitan et al. (2011) showed that entrainment
on backchannel-preceding cues is correlated with
shorter latency between turns, fewer interruptions,
and a higher degree of task success. In a study of
married couples discussing problems in their rela-
tionships, Lee et al. (2010) found that entrainment
measures derived from pitch features were signifi-
cantly higher in positive interactions than in nega-
tive interactions and were predictive of the polarity
of the participants’ attitudes.

These studies have been motivated by theoreti-
cal models such as Giles’ Communication Accom-
modation Theory (Giles & Coupland, 1991), which
proposes that speakers promote social approval or

2012 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, pages 11-19,
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efficient communication by adapting to their inter-
locutors’ communicative behavior. Another theory
informing the association of entrainment and dia-
logue success is the coordination-rapport hypoth-
esis (Tickle-Degnen & Rosenthal, 1990), which
posits that the degree of liking between conversa-
tional partners should be correlated with the degree
of nonverbal coordination between them.

Motivated by such theoretical proposals and em-
pirical findings, we hypothesized that entrainment
on acoustic/prosodic dimensions such as pitch, in-
tensity, voice quality and speaking rate might also
be correlated with positive aspects of perceived
social behaviors as well as other perceived char-
acteristics of efficient, well-coordinated conversa-
tions. In this paper we describe a series of ex-
periments investigating the relationship between ob-
jective acoustic/prosodic dimensions of entrainment
and manually-annotated perception of a set of so-
cial variables designed to capture important as-
pects of conversational partners’ social behaviors.
Since prior research on other dimensions of entrain-
ment has sometimes observed differences in degree
of entrainment between female-female, male-male
and mixed gender groups (Bilous & Krauss, 1988;
Pardo, 2006; Namy et al., 2002), we also exam-
ined our data for variation by gender pair, consid-
ering female-female, male-male, and female-male
pairs of speakers separately. If previous findings
extend to acoustic/prosodic entrainment, we would
expect female-female pairs to entrain to a greater
degree than male-male pairs and female partners in
mixed gender pairs to entrain more than their male
counterparts. Since prior findings posit that entrain-
ment leads to smoother and more natural conversa-
tions, we would also expect degree of entrainment
to correlate with perception of other characteristics
descriptive of such conversations.

Below we describe the corpus and annotations
used in this study and how our social annotations
were obtained in Sections 2 and 3. We next discuss
our method and results for the prevalence of entrain-
ment among different gender groups (Section 4). In
Sections 5 and 6, we present the results of correlat-
ing acoustic entrainment with social variables and
objective success measures, respectively. Finally, in
Section 7, we explore entrainment in cases of outlier
feature values.
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2 The Columbia Games Corpus

The Columbia Games Corpus (Gravano & Hirsch-
berg, 2011) consists of approximately nine hours
of spontaneous dialogue between pairs of subjects
playing a series of computer games. Six females and
seven males participated in the collection of the cor-
pus; eleven of the subjects returned on a different
day for another session with a new partner.

During the course of each session, a pair of speak-
ers played three Cards games and one Objects game.
The work described here was carried out on the Ob-
jects games. This section of each session took 7m
125 on average. We have a total of 4h 19m of Ob-
jects game speech in the corpus.

For each task in an Objects game, the players
saw identical collections of objects on their screens.
However, one player (the Describer) had an addi-
tional target object positioned among the other ob-
jects, while the other (the Follower) had the same
object at the bottom of her screen. The Describer
was instructed to describe the position of the target
object so that the Follower could place it in exactly
the same location on her screen. Points (up to 100)
were awarded based on how well the Follower’s tar-
get location matched the describers. Each pair of
partners completed 14 such tasks, alternating roles
with each task. The partners were separated by a
curtain to ensure that all communication was oral.

The entire corpus has been orthographically tran-
scribed and words aligned with the speech source. It
has also been ToBI-labeled (Silverman et al., 1992)
for prosodic events, as well as labeled for turn-
taking behaviors.

3 Annotation of Social Variables

In order to study how entrainment in various dimen-
sions correlated with perceived social behaviors of
our subjects, we asked Amazon Mechanical Turk!
annotators to label the 168 Objects games in our cor-
pus for an array of social behaviors perceived for
each of the speakers, which we term here “social
variables.”

Each Human Intelligence Task (HIT) presented to
the AMT workers for annotation consisted of a sin-
gle Objects game task. To be eligible for our HITs,

"http://www.mturk.com



annotators had to have a 95% success rate on pre-
vious AMT HITs and to be located in the United
States. They also had to complete a survey estab-
lishing that they were native English speakers with
no hearing impairments. The annotators were paid
$0.30 for each HIT they completed. Over half of the
annotators completed fewer than five hits, and only
four completed more than twenty.

The annotators listened to an audio clip of the
task, which was accompanied by an animation that
displayed a blue square or a green circle depending
on which speaker was currently talking. They were
then asked to answer a series of questions about each
speaker: Does Person A/B believe s/he is better than
his/her partner? Make it difficult for his/her partner
to speak? Seem engaged in the game? Seem to dis-
like his/her partner? Is s/he bored with the game?
Directing the conversation? Frustrated with his/her
partner? Encouraging his/her partner? Making
him/herself clear? Planning what s/he is going to
say? Polite? Trying to be liked? Trying to domi-
nate the conversation? They were also asked ques-
tions about the dialogue as a whole: Does it flow
naturally? Are the participants having trouble un-
derstanding each other? Which person do you like
more? Who would you rather have as a partner?

A series of check questions with objectively de-
terminable answers (e.g. “Which speaker is the De-
scriber?”’) were included among the target questions
to ensure that the annotators were completing the
task with integrity. HITs for which the annotator
failed to answer the check questions correctly were
disqualified.

Each task was rated by five unique annotators who
answered ’yes” or "no” to each question, yielding
a score ranging from 0 to 5 for each social vari-
able, representing the number of annotators who an-
swered “yes.” A fuller description of the annotation
for social variables can be found in (Gravano et al.,
2011).

In this study, we focus our analysis on annotations
of four social variables:

o Is the speaker trying to be liked?

e Is the speaker trying to dominate the conversa-
tion?

o Is the speaker giving encouragement to his/her
partner?
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e Is the conversation awkward?

We correlated annotations of these variables with
an array of acoustic/prosodic features.

4 Acoustic entrainment

We examined entrainment in this study in eight
acoustic/prosodic features:

Intensity mean

Intensity max

Pitch mean

Pitch max

Jitter

Shimmer

Noise-to-harmonics ratio (NHR)
Syllables per second

Intensity is an acoustic measure correlated with
perceived loudness. lJitter, shimmer, and noise-to-
harmonics ratios are three measures of voice quality.
Jitter describes varying pitch in the voice, which is
perceived as a rough sound. Shimmer describes fluc-
tuation of loudness in the voice. Noise-to-harmonics
ratio is associated with perceived hoarseness. All
features were speaker-normalized using z-scores.

For each task, we define entrainment between
partners on each feature f as

ENT), = —|speakerl ; — speaker2 |

where speaker[1,2]; represents the corresponding
speaker’s mean for that feature over the task.

We say that the corpus shows evidence of en-
trainment on feature f if ENT), the similarities be-
tween partners, are significantly greater than ENT;,
the similarities between non-partners:

_Zi |speakerl ; — X; |

ENT, = X]

where X is the set of speakers of same gender and
role as the speaker’s partner who are not paired with
the speaker in any session. We restrict the compar-
isons to speakers of the same gender and role as the
speaker’s partner to control for the fact that differ-
ences may simply be due to differences in gender or
role. The results of a series of paired 7-tests compar-
ing ENT),, and ENT, for each feature are summarized
in Table 1.



Feature FF | MM | FM
Intensity mean v v v
Intensity max v |V v
Pitch mean v
Pitch max v
Jitter v v
Shimmer v v
NHR v
Syllables per sec | v/ | v v

Table 1: Evidence of entrainment for gender pairs. A tick
indicates that the data shows evidence of entrainment on
that row’s feature for that column’s gender pair.

We find that female-female pairs in our corpus
entrain on, in descending order of significance, jitter,
intensity max, intensity mean, syllables per second
and shimmer. They do not entrain on pitch mean
or max or NHR. Male-male pairs show the least
evidence of entrainment, entraining only on inten-
sity mean, intensity max, and syllables per second,
supporting the hypothesis that entrainment is less
prevalent among males. Female-male pairs entrain
on, again in descending order of significance, inten-
sity mean, intensity max, jitter, syllables per second,
pitch mean, NHR, shimmer, and pitch max — in fact,
on every feature we examine, with significance val-
ues in each case of p<0.01.

To look more closely at the entrainment behavior
of males and females in mixed-gender pairs, we de-
fine ENT2,, as follows:

2 [Py = Ti g
ENT2, T
where T is the set of the pause-free chunks of speech
that begin a speaker’s turns, and P is the correspond-
ing set of pause-free chunks that end the interlocu-
tor’s preceding turns. Unlike ENT),, this measure is
asymmetric, allowing us to consider each member
of a pair separately.

We compare ENT2,, for each feature for males and
females of mixed gender pairs. Contrary to our hy-
pothesis that females in mixed-gender pairs would
entrain more, we found no significant differences
in partner gender. Females in mixed-gender pairs
do not match their interlocutor’s previous turn any
more than do males. This may be due to the fact
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Feature FM | MM | F )/

Intensity mean T l 3.83 | 0.02
Intensity max T 1 4.01 | 0.02
Syllables per sec | | l 2.56 | 0.08

Table 2: Effects of gender pair on entrainment. An arrow
pointing up indicates that the group’s normalized entrain-
ment for that feature is greater than that of female-female
pairs; an arrow pointing down indicates that it is smaller.

that, as shown in Table 1, the overall differences be-
tween partners in mixed-gender pairs are quite low,
and so neither partner may be doing much turn-by-
turn matching.

However, as we expected, entrainment is least
prevalent among male-male pairs. Although we ex-
pected female-female pairs to exhibit the highest
prevalence of entrainment, they do not show evi-
dence of entrainment on pitch mean, pitch max or
NHR, while female-male pairs entrain on every fea-
ture. In fact, although ENT), for these features is not
significantly smaller between female-female pairs
than between female-male pairs, ENT,, the overall
similarity among non-partners for these features, is
significantly larger between females than between
females and males. The degree of similarity between
female-female partners is therefore attributable to
the overall similarity between females rather than
the effect of entrainment.

All three types of pairs exhibit entrainment on in-
tensity mean, intensity max, and syllables per sec-
ond. We look more closely into the gender-based
differences in entrainment behavior with an ANOVA
with the ratio of ENT),, to ENT, as the dependent
variable and gender pair as the independent variable.
Normalizing ENT),, by ENT, allows us to compare
the degree of entrainment across gender pairs. Re-
sults are shown in Table 2. Male-male pairs have
lower entrainment than female-female pairs for ev-
ery feature; female-male pairs have higher entrain-
ment than female-female pairs for intensity mean
and max and lower for syllables per second (p <
0.1). These results are consistent with the general
finding that male-male pairs entrain the least and
female-male pairs entrain the most.



5 Entrainment and social behavior

We next correlate each of the social variables de-
scribed in Section 3 with ENT), for our eight acous-
tic features. Based on Communication Accommo-
dation Theory, we would expect gives encourage-
ment, a variable representing a desirable social char-
acteristic, to be positively correlated with entrain-
ment. Conversely, conversation awkward should be
negatively correlated with entrainment. We note that
Trying to be liked is negatively correlated with the
like more variable in our data — that is, annotators
were less likely to prefer speakers whom they per-
ceived as trying to be liked. This reflects the in-
tuition that someone overly eager to be liked may
be perceived as annoying and socially inept. How-
ever, similarity-attraction theory states that similar-
ity promotes attraction, and someone might there-
fore entrain in order to obtain his partner’s social
approval. This idea is supported by Natale’s find-
ing that the need for social approval is predictive
of the degree of a speaker’s convergence on inten-
sity (Natale, 1975). We can therefore expect trying
to be liked to positively correlate with entrainment.
Speakers who are perceived as trying to dominate
may be overly entraining to their interlocutors in
what is sometimes called “dependency overaccom-
modation.” Dependency overaccommodation causes
the interlocutor to appear dependent on the speaker
and gives the impression that the speaker is control-
ling the conversation (West & Turner, 2009).

The results of our correlations of social vari-
ables with acoustic/prosodic entrainment are gen-
erally consonant with these intuitions. Although it
is not straightforward to compare correlation coeffi-
cients of groups for which we have varying amounts
of data, for purposes of assessing trends, we will
consider a correlation strong if it is significant at the
p < 0.00001 level, moderate at the p < 0.01 level,
and weak at the p < 0.05 level. The results are sum-
marized in Table 3; we present only the significant
results for space considerations.

For female-female pairs, giving encouragement
is weakly correlated with entrainment on intensity
max and shimmer. Conversation awkward is weakly
correlated with entrainment on jitter. For male-male
pairs, trying to be liked is moderately correlated
with entrainment on intensity mean and weakly cor-
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related with entrainment on jitter and NHR. Giv-
ing encouragement is moderately correlated with
entrainment on intensity mean, intensity max, and
NHR. For female-male pairs, trying to be liked
is moderately correlated with entrainment on pitch
mean. Giving encouragement is strongly corre-
lated with entrainment on intensity mean and max
and moderately correlated with entrainment on pitch
mean and shimmer. However, it is negatively cor-
related with entrainment on jitter, although the cor-
relation is weak. Conversation awkward is weakly
correlated with entrainment on jitter.

As we expected, giving encouragement is corre-
lated with entrainment for all three gender groups,
and trying to be liked is correlated with entrainment
for male-male and female-male groups. However,
trying to dominate is not correlated with entrainment
on any feature, and conversation awkward is actu-
ally positively correlated with entrainment on jitter.

Entrainment on jitter is a clear outlier here, with
all of its correlations contrary to our hypotheses. In
addition to being positively correlated with conver-
sation awkward, it is the only feature to be nega-
tively correlated with giving encouragement.

Entrainment is correlated with the most social
variables for female-male pairs; these correlations
are also the strongest. We therefore conclude that
acoustic entrainment is not only most prevalent for
mixed-gender pairs, it is also more important to the
perception of female-male social behavior than it is
for same-gender pairs.

6 Entrainment and objective measures of
dialogue success

We now examine acoustic/prosodic entrainment in
our corpus according to four objective measures of
dialogue success: the mean latency between turns,
the percentage of turns that are interruptions, the
percentage of turns that are overlaps, and the number
of turns in a task.

High latency between turns can be considered a
sign of an unsuccessful conversation, with poor turn-
taking behavior indicating a possible lack of rapport
and difficulty in communication between the part-
ners. A high percentage of interruptions, another ex-
ample of poor turn-taking behavior, may be a symp-
tom of or a reason for hostility or awkwardness be-



Social Acoustic \ df \ r \ )4 Objective Acoustic \ df \ r \ )4
Female-Female Female-Female
Giving Int. max -0.24 | 0.03 Latency Int. mean 0.22 | 0.04
enc. Shimmer -0.24 | 0.03 Int. max 0.31 | 0.005
Conv. Jitter -0.23 | 0.03 Pitch mean 0.24 | 0.02
awkward Jitter 0.29 | 0.007
Male-Male Shimmer 0.33 | 0.002
Trying to | Int. mean -0.30 | 0.006 Syllables/sec 0.39 | 0.0002
be liked | Jitter -0.27 | 0.01 # Turns Int. max -0.30 | 0.006
NHR -0.23 | 0.03 Shimmer -0.34 | 0.002
Giving Int. mean -0.39 | 0.0003 NHR -0.24 | 0.03
enc. Int. max -0.31 | 0.005 Syllables/sec -0.28 | 0.01
NHR -0.30 | 0.005 % Overlaps Int. max -0.23 | 0.04
Female-Male Shimmer -0.30 | 0.005
Trying to | Pitch mean -0.26 | 0.001 % Interruptions | Shimmer -0.33 | 0.005
be liked Male-Male
Giving Int. mean -0.36 | 2.8e-06 Latency Int. mean 0.57 | 8.8e-08
enc. Int. max -0.31 | 7.7e-05 Int. max 0.43 | 0.0001
Pitch mean -0.23 | 0.003 Pitch mean 0.52 | 2.4e-06
Jitter 0.19 | 0.02 Pitch max 0.61 | 5.7e-09
Shimmer -0.16 | 0.04 Jitter 0.65 | 4.5¢-10
Conv. Jitter -0.17 | 0.04 NHR 0.40 | 0.0004
awkward # Turns Int. mean -0.29 | 0.0002
. . . Pitch mean -0.32 | 0.003
Table 3. Correlations between entrainment and social Pitch max 20.29 | 0.007
variables. NHR 047 | 7.9e-06
Syllables/sec -0.25 | 0.02
tween partners. We expect these measures to be neg- % Overlaps Int. mean -0.391 0.0002
atively correlated with entrainment. Conversely, a . Int. max -0.39 | 0.0002
high percentage of overlaps may be a symptom of % Interruptions | NHR -0.33 | 0.002
a well-coordinated conversation that is flowing eas- Female-Male
ily. In the guidelines for the turn-taking annotation # Turns Int. mean -0.24.1/0.003
of the Games Corpus (Gravano, 2009), overlaps are Int: max -0.1910.02
defined as cases in which Speaker 2 takes the floor, Shimmer -0.16 | 0.04
overlapping with the completion of Speaker 1’s ut- % Overlaps Shimmer -0.26 | 0.001

terance. Overlaps require the successful reading of
turn-taking cues and by definition preclude awkward
pauses. We expect a high percentage of overlaps to
correlate positively with entrainment.

The number of turns in a task can be interpreted
either positively or negatively. A high number is
negative in that it is the sign of an inefficient dia-
logue, one which takes many turn exchanges to ac-
complish the objective. However, it may also be
the sign of easy, flowing dialogue between the part-
ners. In our domain, it may also be a sign of a high-
achieving pair who are placing the object meticu-
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Table 4: Correlations between entrainment and objective

variables.

lously in order to secure every single point.

We

therefore expect the number of turns to be positively

correlated with entrainment.

As before, we con-

sider a correlation strong if it is significant at the
p < 0.00001 level, moderate at the p < 0.01 level,
and weak at the p < 0.05 level. The significant cor-

relations are presented in Table 4.

For female-female pairs, mean latency between




turns is negatively correlated with entrainment on all
variables except pitch max and NHR. The correla-
tions are weak for intensity mean and pitch mean
and moderate for intensity max, jitter, shimmer, and
syllables per second. The number of turns is moder-
ately correlated with entrainment on intensity max
and shimmer and weakly correlated with entrain-
ment on syllables per second. Contrary to our expec-
tations, the percentage of interruptions is positively
(though moderately) correlated with entrainment on
shimmer; the percentage of overlaps is moderately
correlated with entrainment on shimmer and weakly
correlated with entrainment on intensity max.

Male-male pairs show the most correlations be-
tween entrainment and objective measures of dia-
logue success. The latency between turns is neg-
atively correlated with entrainment on all variables
except shimmer and syllables per second; the corre-
lations are moderate for intensity max and NHR and
strong for the rest. The number of turns in a task
is positively correlated with entrainment on every
variable except intensity mean, jitter and shimmer:
strongly for NHR; moderately for intensity mean,
pitch mean, and pitch max; and weakly for syllables
per second.. The percentage of overlaps is moder-
ately correlated with entrainment on intensity mean
and max. The percentage of interruptions is moder-
ately correlated with entrainment on NHR.

For female-male pairs, the number of turns is
moderately correlated with entrainment on intensity
mean and weakly correlated with entrainment on in-
tensity max and shimmer. The percentage of over-
laps is moderately correlated with entrainment on
shimmer.

For the most part, the directions of the correla-
tions we have found are in accordance with our hy-
potheses. Latency is negatively correlated with en-
trainment and overlaps and the number of turns are
positively correlated. A puzzling exception is the
percentage of interruptions, which is positively cor-
related with entrainment on shimmer (for female-
female pairs) and NHR (for male-male pairs).

While the strongest correlations were for mixed-
gender pairs for the social variables, we find that
the strongest correlations for objective variables are
for male-male pairs, which also have the great-
est number of correlations. It therefore seems that
while entrainment is more important to the percep-
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tion of social behavior for mixed-gender pairs than
it is for same-gender pairs, it is more important to
the smoothness and flow of dialogue for male-male
pairs than it is for female-female or female-male
pairs.

7 Entrainment in outliers

Since acoustic entrainment is generally considered
an unconscious phenomenon, it is interesting to con-
sider tasks in which a particular feature of a person’s
speech is particularly salient. This will occur when a
feature differs significantly from the norm — for ex-
ample, when a person’s voice is unusually loud or
soft. Chartrand and Bargh (1999) suggest that the
psychological mechanism behind the entrainment is
the perception-behavior link, the finding that the act
of observing another’s behavior increases the like-
lihood of the observer’s engaging in that behavior.
Based on this finding, we hypothesize that a part-
ner pair containing one “outlier” speaker will exhibit
more entrainment on the salient feature, since that
feature is more likely to be observed and therefore
imitated.

We consider values in the 10th or 90th percentile
for a feature “outliers.” We can consider ENT,., the
similarity between a speaker and the speakers of her
partner’s role and gender with whom she is never
paired, the “baseline” value for the similarity be-
tween a speaker and her interlocutor when no en-
trainment occurs. ENT,, — ENT, the difference be-
tween the similarity existing between partners and
the baseline similarity, is then a measure of how
much entrainment exists relative to baseline.

We compare ENT,, — ENT, for “normal” versus
“outlier” speakers. ENT), should be smaller for out-
lier speakers, since their interlocutors are not likely
to be similarly unusual. However, ENT,, should also
be lower for outlier speakers, since by definition they
diverge from the norm, while the normal speakers
by definition represent the norm. It is therefore rea-
sonable to expect ENT,, — ENT,, to be the same for
outlier speakers and normal speakers.

If ENT,, — ENT, is higher for outlier speakers,
that means that ENT), is higher than we expect, and
entrainment is greater relative to baseline for pairs
containing an outlier speaker. If ENT,, — ENT, is
lower for outlier speakers, that means that ENT), is



Acoustic t df )/
Intensity mean 5.66 | 94.26 | 1.7e-07
Intensity max 8.29 | 152.05 | 5.5e-14
Pitch mean -1.20 | 76.82 | N.S.
Pitch max -0.84 | 76.76 | N.S.
Jitter 0.36 | 70.23 | N.S.
Shimmer 2.64 | 102.23 | 0.02
NHR -0.92 | 137.34 | N.S.
Syllables per sec | 2.41 | 72.60 | 0.02

Table 5: T-tests for relative entrainment for outlier vs.
normal speakers.

lower than we expect, and pairs containing an outlier
speaker entrain less than do pairs of normal speak-
ers, even allowing for the fact that their usual values
should be further apart to begin with.

The results for t-tests comparing ENT,, — ENT,
for “normal” versus “outlier” speakers are shown
in Table 5. Outlier pairs have higher relative en-
trainment than do normal pairs for intensity mean
and max, shimmer, and syllables per second. This
means that speakers confronted with an interlocutor
who diverges widely from the norm for those four
features make a larger adjustment to their speech in
order to converge to that interlocutor.

An ANOVA shows that relative entrainment on
intensity max is higher in outlier cases for male-
male pairs than for female-female pairs and even
higher for female-male pairs (F=11.33, p=5.3e-05).
Relative entrainment on NHR in these cases is lower
for male-male pairs than for female-female pairs
and higher for female-male pairs (F=11.41, p=6.5e-
05). Relative entrainment on syllables per second
is lower for male-male pairs and higher for female-
male pairs (F=5.73, p=0.005). These results differ
slightly from the results in Table 2 for differences
in entrainment in the general case among gender
pairs, reinforcing the idea that cases in which fea-
ture values diverge widely from the norm are unique
in terms of entrainment behavior.

8 Conclusion

Our study of entrainment on acoustic/prosodic vari-
ables yields new findings about entrainment be-
havior for female-female, male-male, and mixed-
gender dyads, as well as the association of entrain-
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ment with perceived social characteristics and ob-
jective measures of dialogue smoothness and effi-
ciency. We find that entrainment is the most preva-
lent for mixed-gender pairs, followed by female-
female pairs, with male-male pairs entraining the
least. Entrainment is the most important to the per-
ception of social behavior of mixed-gender pairs,
and it is the most important to the efficiency and flow
of male-male dialogues.

For the most part, the directions of the correla-
tions of entrainment with success variables accord
with hypotheses motivated by the relevant literature.
Giving encouragement and trying to be liked are
positively correlated with entrainment, as are per-
centage of overlaps and number of turns. Mean la-
tency, a symptom of a poorly-run conversation, is
negatively associated with entrainment. However,
several exceptions suggest that the associations are
not straightforward and further research must be
done to fully understand the relationship between
entrainment, social characteristics and dialogue suc-
cess. In particular, the explanation behind the as-
sociations of entrainment on certain variables with
certain social and objective measures is an interest-
ing direction for future work.

Finally, we find that in “outlier” cases where a
particular speaker diverges widely from the norm for
intensity mean, intensity max, or syllables per sec-
ond, entrainment is more pronounced. This supports
the theory that the perception-behavior link is the
mechanism behind entrainment and provides a pos-
sible direction for research into why speakers entrain
on certain features and not others. In future work we
will explore this direction and go more thorou