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Preface: General Chair

I am honored that the North American Chapter of the Association of Computational Linguistics
(NAACL) has given me the opportunity, as General Conference Chair, to continue the NAACL HLT
tradition of covering topics from all areas of Human Language Technology, which makes it possible
for researchers to discuss algorithms and applications that cut across the fields of natural language
processing (NLP), speech processing, and information retrieval (IR).

I have been very fortunate to work with a terrific group of Technical Program Co-Chairs: Michael
Collins (NLP), Shri Narayanan (speech), Douglas W. Oard (IR), and Lucy Vanderwende (NLP). This
year the technical program emphasizes the breadth and interdisciplinary nature of human language
processing research. The plenary talks will stretch our thinking about how language is used by
considering the application of language to vision in one case, and language as it relates to food
in another. There are two special sessions with themes that cut across multiple sub-areas of HLT:
Large Scale Language Processing and Speech Information Retrieval. We also recognize the increasing
importance of industry in our field with a lunchtime panel discussion on the Next Big Applications in
Industry, with thanks to Bill Dolan for organizing and moderating the discussion. Finally, we have a
breadth of excellent technical papers in lecture and poster sessions, thanks to the efforts of our Senior
Program Committee members, the many reviewers on the Program Committee who helped us keep to
our schedule, and the Paper Awards Committee. Together they have done a great job in putting together
an interesting technical program. It has also been a pleasure to work with Local Organizers Martha
Palmer and Jim Martin, who have done a terrific job in hosting a meeting that shows us Colorado’s
character as well as offering a great technical program. I hope you enjoy your stay in beautiful Boulder,
as you are learning about new ideas and networking with valued colleagues.

The tradition of NAACL HLT is that it incorporates many events, including tutorials and workshops
that have expanded in scope such that they are almost as big as the main conference. As a result, many
other people have played important roles in making the overall conference a success and representative
of the breadth of HLT. Specifically, I thank Matthew Stone, Gokhan Tur and Diana Inkpen for their
work as Publicity Chairs; Christy Doran and Eric Ringger for their work as Publications Chairs; Fred
Popowich and Michael Johnston for serving as Demo Chairs; Tutorial Chairs Ciprian Chelba, Paul
Kantor and Brian Roark for bringing us an outstanding slate of tutorials; Workshop Chairs Nizar Habash
and Mark Hasegawa-Johnson for their efforts in choosing and supporting the 12 workshops that extend
our program by two days; and the Student Co-Chairs of the Doctoral Consortium organizers Svetlana
Stenchikova, Ulrich Germann and Chirag Shah working with faculty advisors Carolyn Rosé and Anoop
Sarkar. Thanks also to Nicolas Nicolov for his efforts as NAACL HLT Sponsorship Chair, working
in coordination with Sponsorship Chairs from other ACL regions. Of course, we greatly appreciate
the support of our sponsors: Rosetta Stone, CNGL, Microsoft Research, Google, AT&T, Language
Weaver, J.D. Power, IBM Research, the Linguistic Data Consortium, the Human Language Technology
Center of Excellence at the Johns Hopkins University, and the Computational Language and Education
Research Center at the University of Colorado at Boulder.
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In organizing this conference, we have had a lot of support from the NAACL Board and the HLT
Advisory Board. I would particularly like to thank Owen Rambow, Jennifer Chu-carroll, Chris Manning
and Graeme Hirst for their help and advice. Last, but certainly not least, we are indebted to Priscilla
Rasmussen for her expertise and support in running the conference.

Mari Ostendorf, University of Washington
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Preface: Program Chairs

We welcome you to NAACL HLT 2009! The NAACL HLT program continues to include high-quality
work in the areas of computational linguistics, information retrieval, and speech technology. This year,
260 full papers were submitted, of which 75 papers were accepted (giving a 29% acceptance rate); and
178 short papers were submitted, of which 71 were accepted (giving a 40% acceptance rate).

Two best paper awards were given at the conference, to “Unsupervised Morphological Segmentation
with Log-Linear Models”, by Hoifung Poon, Colin Cherry and Kristina Toutanova (this paper also
received the best student paper award), and “11,001 New Features for Statistical Machine Translation”,
by David Chiang, Kevin Knight and Wei Wang. The senior program committee members for the
conference nominated an initial set of papers that were candidates for the awards; the final decisions
were then made by a committee chaired by Candace Sidner, and with Hal Daume III, Roland Kuhn,
Ryan McDonald, and Mark Steedman as its other members. We would like to congratulate the authors,
and thank the committee for their work in choosing these papers.

NAACL HLT 2009 consists of oral presentations of all full papers, oral or poster presentations of short
papers, and tutorials and software demonstrations. We are delighted to have two keynote speakers:
Antonio Torralba, with a talk “Understanding Visual Scenes”, and Dan Jurafsky, with a talk “The
Language of Food”. In addition, we have a panel on emerging application areas in computational
linguistics, chaired by Bill Dolan.

We would like to thank the authors for submitting a remarkable set of papers to the conference. The
review process was organized through a two-tier system, with eighteen senior program committee (SPC)
members, and 352 reviewers. The SPC members managed the review process for both the full and short
paper submissions: each full paper received at least three reviews, and each short paper received at least
two reviews. We are thoroughly indebted to the reviewers for all their work, and to the SPC members for
the long hours they spent in evaluating the submissions. In addition, we would like to thank Rich Gerber
and the START team for their help with the system that managed paper submissions and reviews; the
local arrangement chairs, James Martin and Martha Palmer, for their help with organizing the program;
and the publication chairs, Christy Doran and Eric Ringger, for putting together these proceedings.
Finally, we are incredibly grateful to the general chair, Mari Ostendorf, for the invaluable advice and
support that she provided throughout every step of the process.

We hope that you enjoy the conference!

Michael Collins, Massachusetts Institute of Technology
Shri Narayanan, University of Southern California
Douglas W. Oard, University of Maryland
Lucy Vanderwende, Microsoft Research
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2:45–3:00 Automatic Chinese Abbreviation Generation Using Conditional Random Field
Dong Yang, Yi-Cheng Pan and Sadaoki Furui

xxxv



Tuesday, June 2, 2009 (continued)

3:00–3:15 Fast decoding for open vocabulary spoken term detection
Bhuvana Ramabhadran, Abhinav Sethy, Jonathan Mamou, Brian Kingsbury and Upendra
Chaudhari

3:15–3:30 Tightly coupling Speech Recognition and Search
Taniya Mishra and Srinivas Bangalore

3:30–4:00 Break

Session 6A: Syntax and Parsing

4:00–4:25 Joint Parsing and Named Entity Recognition
Jenny Rose Finkel and Christopher D. Manning

4:25–4:50 Minimal-length linearizations for mildly context-sensitive dependency trees
Y. Albert Park and Roger Levy

4:50–5:15 Positive Results for Parsing with a Bounded Stack using a Model-Based Right-Corner
Transform
William Schuler

Session 6B: Discourse and Summarization

4:00–4:25 Hierarchical Text Segmentation from Multi-Scale Lexical Cohesion
Jacob Eisenstein

4:25–4:50 Exploring Content Models for Multi-Document Summarization
Aria Haghighi and Lucy Vanderwende

4:50–5:15 Global Models of Document Structure using Latent Permutations
Harr Chen, S.R.K. Branavan, Regina Barzilay and David R. Karger
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Session 6C: Spoken Language Systems

4:00–4:25 Assessing and Improving the Performance of Speech Recognition for Incremental Systems
Timo Baumann, Michaela Atterer and David Schlangen

4:25–4:50 Geo-Centric Language Models for Local Business Voice Search
Amanda Stent, Ilija Zeljkovic, Diamantino Caseiro and Jay Wilpon

4:50–5:15 Improving the Arabic Pronunciation Dictionary for Phone and Word Recognition with
Linguistically-Based Pronunciation Rules
Fadi Biadsy, Nizar Habash and Julia Hirschberg

Wednesday, June 3, 2009

Plenary Session

9:00–10:10 Invited Talk: Ketchup, Espresso, and Chocolate Chip Cookies: Travels in the Language of
Food
Dan Jurafsky

10:10–10:40 Break

Session 7A: Machine Translation

10:40–11:05 Using a maximum entropy model to build segmentation lattices for MT
Chris Dyer

11:05–11:30 Active Learning for Statistical Phrase-based Machine Translation
Gholamreza Haffari, Maxim Roy and Anoop Sarkar

11:30–11:55 Semi-Supervised Lexicon Mining from Parenthetical Expressions in Monolingual Web
Pages
Xianchao Wu, Naoaki Okazaki and Jun’ichi Tsujii

11:55–12:20 Hierarchical Phrase-Based Translation with Weighted Finite State Transducers
Gonzalo Iglesias, Adrià de Gispert, Eduardo R. Banga and William Byrne
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Session 7B: Speech Recognition and Language Modeling

10:40–11:05 Improved pronunciation features for construct-driven assessment of non-native sponta-
neous speech
Lei Chen, Klaus Zechner and Xiaoming Xi

11:05–11:30 Performance Prediction for Exponential Language Models
Stanley Chen

11:30–11:55 Tied-Mixture Language Modeling in Continuous Space
Ruhi Sarikaya, Mohamed Afify and Brian Kingsbury

11:55–12:20 Shrinking Exponential Language Models
Stanley Chen

Session 7C: Sentiment Analysis

10:40–11:05 Predicting Response to Political Blog Posts with Topic Models
Tae Yano, William W. Cohen and Noah A. Smith

11:05–11:30 An Iterative Reinforcement Approach for Fine-Grained Opinion Mining
Weifu Du and Songbo Tan

11:30–11:55 For a few dollars less: Identifying review pages sans human labels
Luciano Barbosa, Ravi Kumar, Bo Pang and Andrew Tomkins

11:55–12:20 More than Words: Syntactic Packaging and Implicit Sentiment
Stephan Greene and Philip Resnik

12:20–1:40 Lunch Break

12:40-1:40 Panel Discussion: Emerging Application Areas in Computational Linguistics
Chaired by Bill Dolan, Microsoft
Panelists: Jill Burstein, Educational Testing Service; Joel Tetreault, Educational Testing
Service; Patrick Pantel, Yahoo; Andy Hickl, Language Computer Corporation + Swingly

1:40–2:30 NAACL Business Meeting
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Session 8A: Large-scale NLP

2:30–2:55 Streaming for large scale NLP: Language Modeling
Amit Goyal, Hal Daume III and Suresh Venkatasubramanian

2:55–3:20 The Effect of Corpus Size on Case Frame Acquisition for Discourse Analysis
Ryohei Sasano, Daisuke Kawahara and Sadao Kurohashi

3:20–3:45 Semantic-based Estimation of Term Informativeness
Kirill Kireyev

Session 8B: Syntax and Parsing

2:30–2:55 Optimal Reduction of Rule Length in Linear Context-Free Rewriting Systems
Carlos Gómez-Rodrı́guez, Marco Kuhlmann, Giorgio Satta and David Weir

2:55–3:20 Inducing Compact but Accurate Tree-Substitution Grammars
Trevor Cohn, Sharon Goldwater and Phil Blunsom

3:20–3:45 Hierarchical Search for Parsing
Adam Pauls and Dan Klein

Session 8C: Discourse and Summarization

2:30–2:55 An effective Discourse Parser that uses Rich Linguistic Information
Rajen Subba and Barbara Di Eugenio

2:55–3:20 Graph-Cut-Based Anaphoricity Determination for Coreference Resolution
Vincent Ng

3:20–3:45 Using Citations to Generate surveys of Scientific Paradigms
Saif Mohammad, Bonnie Dorr, Melissa Egan, Ahmed Hassan, Pradeep Muthukrishan,
Vahed Qazvinian, Dragomir Radev and David Zajic

3:45–4:15 Break
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Session 9A: Machine Learning

4:15–4:40 Non-Parametric Bayesian Areal Linguistics
Hal Daume III

4:40–5:05 Hierarchical Bayesian Domain Adaptation
Jenny Rose Finkel and Christopher D. Manning

5:05–5:30 Online EM for Unsupervised Models
Percy Liang and Dan Klein

Session 9B: Dialog Systems

4:15–4:40 Unsupervised Approaches for Automatic Keyword Extraction Using Meeting Transcripts
Feifan Liu, Deana Pennell, Fei Liu and Yang Liu

4:40–5:05 A Finite-State Turn-Taking Model for Spoken Dialog Systems
Antoine Raux and Maxine Eskenazi

5:05–5:30 Extracting Social Meaning: Identifying Interactional Style in Spoken Conversation
Dan Jurafsky, Rajesh Ranganath and Dan McFarland

Session 9C: Syntax and Parsing

4:15–4:40 Linear Complexity Context-Free Parsing Pipelines via Chart Constraints
Brian Roark and Kristy Hollingshead

4:40–5:05 Improved Syntactic Models for Parsing Speech with Repairs
Tim Miller

5:05–5:30 A model of local coherence effects in human sentence processing as consequences of up-
dates from bottom-up prior to posterior beliefs
Klinton Bicknell and Roger Levy
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