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The title of Cottrell's book mentions only two concepts: 
connectionism and lexical disambiguation. That's mislead- 
ing, because the book has much more to offer than just that. 
Among the topics addressed are parsing, agrammatism, 
connectionist inheritance hierarchies, and structural ambi- 
guity, and it is the integration of this wide-ranging set of 
topics that is one of the strengths of the work. 

The book appears four years after the 1985 University of 
Rochester dissertation upon which it is based. Thus the 
flavor of connectionism that Cottrell uses is the coarse- 
grained localist representations used at Rochester in the 
early 1980s, in which each node in the network represents a 
concept. This is in contrast to the distributed representa- 
tions ("PDP")  that became popular in the latter part of the 
decade, in which many nodes may contribute to the repre- 
sentation of a concept (Rumelhart and McClelland 1986). 
Cottrell has taken advantage of the delay in publication to 
restructure the work substantially and to add discussions of 
the later research. He seems to suggest (p. 7) that distrib- 
uted representations are generally preferable because they 
can learn, whereas localist networks like his own need to be 
individually hand designed. Nevertheless, this research 
shows that there is considerable appeal in hand-designed, 
localist networks. 

Cottrell takes work in psycholinguistics as the starting 
point for his model of lexical access and disambiguation. In 
the early 1980s, it was discovered that in many circum- 
stances, people subconsciously consider all meanings of an 
ambiguous word, even if the preceding context makes one 
alternative preferable a priori. For example, the floral 
sense of the word rose is activated even when one hears The 
congregation rose. Within a few hundred milliseconds all 
senses but the one chosen as correct become deactivated 
again. (While subsequent research has qualified these re- 
suits somewhat--see Gorfein 1989--the basic principle has 
proven to be robust.) The usual explanation for these 

results is in terms of priming and spreading activation in a 
semantic network, so a localist model is very natural. 

The input to Cottrelrs networks is a string of words 
forming a syntactically simple sentence, such as Bob threw 
a ball to the dog. This is done by activating the nodes 
corresponding to the words. The activation of a node causes 
the activation of those other nodes in the network to which 
it is connected by excitory links and the deactivation of 
those to which it is connected by inhibitory links. A node 
can receive activation and inhibition at the same time; for 
example, an ambiguous word will send activation to all its 
senses, but the senses will be mutally inhibitory. Thus the 
network may be unstable for some time until it settles down 
into a pattern of activation that represents its "output"; the 
nodes representing the relevant concepts are activated and 
other nodes aren't. In the case of an ambiguous word, the 
correct meaning in context will presumably receive activa- 
tion from more sources, or be pre-activated by the preced- 
ing context, and thus be able eventually to force its compet- 
itors into inhibition. This final pattern of activation may be 
construed as the interpretation of the sentence. 

After the word-sense selection network, there are two 
more networks, running in parallel with one another: one 
for determining case roles and one for syntactic analysis. 
The case role network uses an "exploded" notion of cases; 
that is, rather than having one node representing, say, the 
agent role, Cottrell has one node for the agent of a propel 
action, one for the agent of a vomit action, and so on. (The 
topic area of Cottrell's example sentences ranges from 
baseball to emesis.) This seems counter-intuitive, or unpar- 
simonious at the very least; but I must admit that, modern 
linguistic theory notwithstanding, I know of no particular 
psycholinguistic evidence for the reality of a single concept 
of, say, agency that is activated for any and every sentence 
that involves an agent. 

A feature of the parsing network is that it need not be 
constructed by hand; rather, it is automatically generated 
from a grammar and lexicon by a Lisp program. It parses 
only the very simple one-clause sentences needed to test the 
other parts of the system. Unlike the other parts of the 
system, the parser has no special claim to psychological 
reality. However, the minimal-attachment strategy of struc- 
tural ambiguity resolution (namely, to attach a new constit- 
uent in the way that creates the fewest new nodes) "falls 
out" as a natural consequence of the design. 

Cottrell includes an interesting discussion of his system's 
predictions for aphasia. If the system has some psychologi- 
cal reality, then one would expect that "damage" to the 
network would result in behavior similar to that of aphasic 
patients. For example, if the connection between the case 
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and syntax networks is severed, they can no longer con- 
strain each other. The result is a comprehension deficit 
rather like that of certain agrammatic aphasic patients. 

Cottrell's work in some ways resembles my own (Hirst 
and Charniak 1982; Hirst 1987) and that of Waltz and 
Pollack (1985). The most important difference is that this 
other work tried to mix conventional symbolic approaches 
together with connectionist-like spreading activation for 
disambiguation. Waltz and Pollack, for example, use a 
chart parser to build a network that represents the alterna- 
tive parses of the input sentence. Activation is then spread 
through the network, causing one of the parses and one 
meaning of each ambiguous word to be chosen. My own 
work started from the same psycholinguistic data as Cot- 
trell's. However, lexical disambiguation was performed by 
a set of parallel cooperating processes, one per word, which 
drew on the results of spreading activation in a semantic 
network as just one of several sources of knowledge for 
disambiguation. Parsing and semantic interpretation were 
purely symbolic. 

As NLU systems go, Cottrelrs is pretty dinky; it doesn't 
do anything new. What's different and important about it is 
how it does what it does. By using localist connectionist 
networks for everything, Cottrell shows the potential of the 
approach, and lays a foundation for the development of 
non-dinky systems. However, the price paid for this is the 
need to reinvent, almost from scratch, everything that 
computational linguistics has done in the least 20 years. It 
seems a little perverse to be slaving away, for example, on a 
connectionist parser for simple sentences like Bob barfed 
badly when highly sophisticated parsers and grammars are 
already available. 

The reply, of course, is that one day the connectionist 
systems will outstrip anything that we have now; they'll be 
faster and more elegant, and so natural that all known 
principles of parsing and interpretation (and maybe a few 
more) will be "emergent properties" of the systems. In 
particular, symbolic systems have had great difficulty with 
some of the fuzzier aspects of language understanding, 
such as trading off conflicting preferences in the interpreta- 
tion of an utterance, and such trade-offs are clearly a 
strength of connectionism. But while recent research in 
connectionist NLU suggests that useful systems may in- 
deed be possible, it will remain for quite some time an 
article of faith rather than science that such a research 
program can be carried through to completion. It is books 
like Cottrell's that help to sustain that faith. 

Cottrell is excellent at analyzing the strengths and weak- 
nesses of various approaches--his own and those of other 
researchers--and his discussions of other research are a 
valuable part of the book. It is also nice to see a book in 
which the author can so honestly present the good and bad 
points of his own work. Cottrell has an easy and breezy 
writing style (with a whimsical canine leitmotif) that is 
always clear and a pleasure to read. His book is an impres- 
sive integration of AI, psycholinguistics, and neurolinguis- 
tics, in the best traditions of cognitive science. 
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Graeme Hirst once thought about becoming a connectionist, but 
he's better now, thank you. Hirst's address is: Department of 
Comptlter Science, University of Toronto, Toronto, Canada 
M5S 1A4. E-mail: gh@cs.toronto.edu 
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This book is a state-of-the-art review of the techniques of 
artiticial intelligence in computer-assisted language learn- 
ing (CALL).  This is an extremely interesting subject, 
which has up to now not been treated extensively in AI, nor 
more especially in natural language understanding. The 
book's objectives are: 

• to examine the current developmental level of computer- 
a,;s~sted language learning (from the point of view of the 
informed modern language teacher and researcher); 

• to disentangle the present state of the art of artificial 
intelligence as it relates to CALL; 

• to establish the extent to which artificial intelligence 
applications can be applied to the future development of 
C A L L  

First, a survey of CALL is given, explaining the how and 
why of the evolution of the field up to the present. The next 
chapter, entitled "What  is AI?"  tries to "consider the 
whole question of the nature of AI." The rest of the book is 
devoted to the presentation and discussion of several areas 
of AI that the author considers relevant to CALL, such as 
hulnan/computer interfaces, knowledge representation, and 
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