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Abstract

We propose an unsupervised method for
distinguishing literal and non-literal us-
ages of idiomatic expressions. Our
method determines how well a literal inter-
pretation is linked to the overall cohesive
structure of the discourse. If strong links
can be found, the expression is classified
as literal, otherwise as idiomatic. We show
that this method can help to tell apart lit-
eral and non-literal usages, even for id-
ioms which occur in canonical form.

1 Introduction

Texts frequently contain expressions whose mean-
ing is not strictly literal, such as metaphors or id-
ioms. Non-literal expressions pose a major chal-
lenge to natural language processing as they often
exhibit lexical and syntactic idiosyncrasies. For
example, idioms can violate selectional restric-
tions (as in push one’s luck under the assumption
that only concrete things can normally be pushed),
disobey typical subcategorisation constraints (e.g.,
in line without a determiner before line), or change
the default assignments of semantic roles to syn-
tactic categories (e.g., in break sth with X the ar-
gument X would typically be an instrument but for
the idiom break the ice it is more likely to fill a
patient role, as in break the ice with Russia).

To avoid erroneous analyses, a natural language
processing system should recognise if an expres-
sion is used non-literally. While there has been a
lot of work on recognising idioms (see Section 2),
most previous approaches have focused on a type-
based classification, dividing expressions into “id-
iom” or “not an idiom” irrespective of their actual
use in a discourse context. However, while some

expressions, such as by and large, always have a
non-compositional, idiomatic meaning, many id-
ioms, such as break the ice or spill the beans, share
their linguistic form with perfectly literal expres-
sions (see examples (1) and (2), respectively). For
some expressions, such as drop the ball, the lit-
eral usage can even dominate in some domains.
Hence, whether a potentially ambiguous expres-
sion has literal or non-literal meaning has to be
inferred from the discourse context.

(1) Dad had to break the ice on the chicken troughs so
that they could get water.

(2) Somehow I always end up spilling the beans all
over the floor and looking foolish when the clerk
comes to sweep them up.

Type-based idiom classification thus only ad-
dresses part of the problem. While it can au-
tomatically compile lists of potentially idiomatic
expressions, it does not say anything about the
idiomaticity of an expression in a particular
context. In this paper, we propose a novel,
cohesion-based approach for detecting non-literal
usages (token-based idiom classification). Our
approach is unsupervised and similar in spirit to
Hirst and St-Onge’s (1998) method for detecting
malapropisms. Like them, we rely on the presence
or absence of cohesive links between the words in
a text. However, unlike Hirst and St-Onge we do
not require a hand-crafted resource like WordNet
or Roget’s Thesaurus; our approach is knowledge-
lean.

2 Related Work

Most studies on idiom classification focus on type-
based classification; few researchers have worked
on token-based approaches. Type-based meth-
ods frequently exploit the fact that idioms have
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a number of properties which differentiate them
from other expressions. Apart from not having a
(strictly) compositional meaning, they also exhibit
some degree of syntactic and lexical fixedness. For
example, some idioms do not allow internal modi-
fiers (*shoot the long breeze) or passivisation (*the
bucket was kicked). They also typically only al-
low very limited lexical variation (*kick the vessel,
*strike the bucket).

Many approaches for identifying idioms focus
on one of these two aspects. For instance, mea-
sures that compute the association strength be-
tween the elements of an expression have been
employed to determine its degree of composition-
ality (Lin, 1999; Fazly and Stevenson, 2006) (see
also Villavicencio et al. (2007) for an overview
and a comparison of different measures). Other
approaches use Latent Semantic Analysis (LSA)
to determine the similarity between a potential id-
iom and its components (Baldwin et al., 2003).
Low similarity is supposed to indicate low com-
positionality. Bannard (2007) proposes to iden-
tify idiomatic expressions by looking at their syn-
tactic fixedness, i.e., how likely they are to take
modifiers or be passivised, and comparing this to
what would be expected based on the observed
behaviour of the component words. Fazly and
Stevenson (2006) combine information about syn-
tactic and lexical fixedness (i.e., estimated degree
of compositionality) into one measure.

The few token-based approaches include a
study by Katz and Giesbrecht (2006), who devise
a supervised method in which they compute the
meaning vectors for the literal and non-literal us-
ages of a given expression in the training data. An
unseen test instance of the same expression is then
labelled by performing a nearest neighbour classi-
fication. They report an average accuracy of 72%,
though their evaluation is fairly small scale, using
only one expression and 67 instances. Birke and
Sarkar (2006) model literal vs. non-literal classi-
fication as a word sense disambiguation task and
use a clustering algorithm which compares test in-
stances to two automatically constructed seed sets
(one with literal and one with non-literal expres-
sions), assigning the label of the closest set. While
the seed sets are created without immediate human
intervention they do rely on manually created re-
sources such as databases of known idioms.

Cook et al. (2007) and Fazly et al. (To appear)
propose an alternative method which crucially re-

lies on the concept of canonical form (CForm).
It is assumed that for each idiom there is a fixed
form (or a small set of those) corresponding to
the syntactic pattern(s) in which the idiom nor-
mally occurs (Riehemann, 2001).1 The canoni-
cal form allows for inflectional variation of the
head verb but not for other variations (such as
nominal inflection, choice of determiner etc.). It
has been observed that if an expression is used
idiomatically, it typically occurs in its canonical
form. For example, Riehemann (2001, p. 34)
found that for decomposable idioms 75% of the
occurrences are in canonical form, rising to 97%
for non-decomposable idioms.2 Cook et al. ex-
ploit this behaviour and propose an unsupervised
method in which an expression is classified as id-
iomatic if it occurs in canonical form and literal
otherwise. Canonical forms are determined auto-
matically using a statistical, frequency-based mea-
sure. The authors report an average accuracy of
72% for their classifier.

3 Using Lexical Cohesion to Identify
Idiomatic Expressions

3.1 Lexical Cohesion
In this paper we exploit lexical cohesion to detect
idiomatic expressions. Lexical cohesion is a prop-
erty exhibited by coherent texts: concepts referred
to in individual sentences are typically related to
other concepts mentioned elsewhere (Halliday and
Hasan, 1976). Such sequences of semantically re-
lated concepts are called lexical chains. Given
a suitable measure of semantic relatedness, such
chains can be computed automatically and have
been used successfully in a number of NLP appli-
cations, starting with Hirst and St-Onge’s (1998)
seminal work on detecting real-word spelling er-
rors. Their approach is based on the insight that
misspelled words do not “fit” their context, i.e.,
they do not normally participate in lexical chains.
Content words which do not belong to any lexi-
cal chain but which are orthographically close to
words which do, are therefore good candidates for
spelling errors.

Idioms behave similarly to spelling errors in
that they typically also do not exhibit a high de-

1This is also the form in which an idiom is usually listed
in a dictionary.

2Decomposable idioms are expressions such as spill the
beans which have a composite meaning whose parts can be
mapped to the words of the expression (e.g., spill→’reveal’,
beans→’secret’).
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gree of lexical cohesion with their context, at least
not if one assumes a literal meaning for their com-
ponent words. Hence if the component words of a
potentially idiomatic expression do not participate
in any lexical chain, it is likely that the expression
is indeed used idiomatically, otherwise it is prob-
ably used literally. For instance, in example (3),
where the expression play with fire is used in a lit-
eral sense, the word fire does participate in a chain
(shown in bold face) that also includes the words
grilling, dry-heat, cooking, and coals, while for
the non-literal usage in example (4) there are no
chains which include fire.3

(3) Grilling outdoors is much more than just an-
other dry-heat cooking method. It’s the chance
to play with fire, satisfying a primal urge to stir
around in coals .

(4) And PLO chairman Yasser Arafat has accused Is-
rael of playing with fire by supporting HAMAS in
its infancy.

Unfortunately, there are also a few cases in
which a cohesion-based approach fails. Some-
times an expression is used literally but does not
feature prominently enough in the discourse to
participate in a chain, as in example (5) where the
main focus of the discourse is on the use of mor-
phine and not on children playing with fire.4 The
opposite case also exists: sometimes idiomatic us-
ages do exhibit lexical cohesion on the component
word level. This situation is often a consequence
of a deliberate “play with words”, e.g. the use of
several related idioms or metaphors (see example
(6)). However, we found that both cases are rel-
atively rare. For instance, in a study of 75 literal
usages of various expressions, we only discovered
seven instances in which no relevant chain could
be found, including some cases where the context
was too short to establish the cohesive structure
(e.g., because the expression occurred in a head-
line).

(5) Chinamasa compared McGown’s attitude to mor-
phine to a child’s attitude to playing with fire – a
lack of concern over the risks involved.

(6) Saying that the Americans were
”playing with fire” the official press specu-
lated that the ”gunpowder barrel” which is Taiwan
might well ”explode” if Washington and Taipei do
not put a stop to their ”incendiary gesticulations.”

3Idioms may, of course, link to the surrounding discourse
with their idiomatic meaning, i.e., for play with fire one may
expect other words in the discourse which are related to the
concept “danger”.

4Though one could argue that there is a chain linking child
and play which points to the literal usage here.

3.2 Modelling Semantic Relatedness
While a cohesion-based approach to token-based
idiom classification should be intuitively success-
ful, its practical usefulness depends crucially on
the availability of a suitable method for computing
semantic relatedness. This is currently an area of
active research. There are two main approaches.
Methods based on manually built lexical knowl-
edge bases, such as WordNet, model semantic re-
latedness by computing the shortest path between
two concepts in the knowledge base and/or by
looking at word overlap in the glosses (see Budan-
itsky and Hirst (2006) for an overview). Distribu-
tional approaches, on the other hand, rely on text
corpora, and model relatedness by comparing the
contexts in which two words occur, assuming that
related words occur in similar context (e.g., Hindle
(1990), Lin (1998), Mohammad and Hirst (2006)).
More recently, there has also been research on us-
ing Wikipedia and related resources for modelling
semantic relatedness (Ponzetto and Strube, 2007;
Zesch et al., 2008).

All approaches have advantages and disadvan-
tages. WordNet-based approaches, for instance,
typically have a low coverage and only work
for so-called “classical relations” like hypernymy,
antonymy etc. Distributional approaches usually
conflate different word senses and may therefore
lead to unintuitive results. For our task, we need to
model a wide range of semantic relations (Morris
and Hirst, 2004), for example, relations based on
some kind of functional or situational association,
as between fire and coal in (3) or between ice and
water in example (1). Likewise we also need to
model relations between non-nouns, for instance
between spill and sweep up in example (2). Some
relations also require world-knowledge, as in ex-
ample (7), where the literal usage of drop the
ball is not only indicated by the presence of goal-
keeper but also by knowing that Wayne Rooney
and Kevin Campbell are both football players.

(7) When Rooney collided with the goalkeeper, caus-
ing him to drop the ball, Kevin Campbell fol-
lowed in.

We thus decided against a WordNet-based mea-
sure of semantic relatedness, opting instead for a
distributional approach, Normalized Google Dis-
tance (NGD, see Cilibrasi and Vitanyi (2007)),
which computes relatedness on the basis of page
counts returned by a search engine. NGD is a mea-
sure of association that quantifies the strength of a
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relationship between two words. It is defined as
follows:

NGD(x, y) =
max{log f(x), log f(y)} − log f(x, y)

log M −min{log f(x), log f(y)}
(8)

where x and y are the two words whose asso-
ciation strength is computed (e.g., fire and coal),
f(x) is the page count returned by the search en-
gine for the term x (and likewise for f(y) and y),
f(x, y) is the page count returned when querying
for “x AND y” (i.e., the number of pages that con-
tain both, x and y), and M is the number of web
pages indexed by the search engine. The basic idea
is that the more often two terms occur together rel-
ative to their overall occurrence the more closely
they are related. For most pairs of search terms
the NGD falls between 0 and 1, though in a small
number of cases NGD can exceed 1 (see Cilibrasi
and Vitanyi (2007) for a detailed discussion of the
mathematical properties of NGD).

Using web counts rather than bi-gram counts
from a corpus as the basis for computing semantic
relatedness was motivated by the fact that the web
is a significantly larger database than any com-
piled corpus, which makes it much more likely
that we can find information about the concepts we
are looking for (thus alleviating data sparseness).
The information is also more up-to-date, which is
important for modelling the kind of world knowl-
edge about named entities we need to resolve ex-
amples like (7). Furthermore, it has been shown
that web counts can be used as reliable proxies for
corpus-based counts and often lead to better sta-
tistical models (Zhu and Rosenfeld, 2001; Lapata
and Keller, 2005).

To obtain the web counts we used Yahoo rather
than Google because we found Yahoo gave us
more stable counts over time. Both the Yahoo
and the Google API seemed to have problems with
very high frequency words, so we excluded those
cases. Effectively, this amounted to filtering out
function words. As it is difficult to obtain reli-
able figures for the number of pages indexed by a
search engine, we approximated this number (M
in formula (8) above) by setting it to the number
of hits obtained for the word the, assuming that
this word occurs in virtually all English language
pages (Lapata and Keller, 2005). When generat-
ing the queries we made sure that we queried for
all combinations of inflected forms (for example

“fire AND coal” would be expanded to “fire AND
coal”, “fires AND coal”, “fire AND coals”, and
“fires AND coals”). The inflected forms were gen-
erated by the morph tools developed at the Univer-
sity of Sussex (Minnen et al., 2001).5

3.3 Cohesion-based Classifiers

We implemented two cohesion-based classifiers:
the first one computes the lexical chains for the
input text and classifies an expression as literal or
non-literal depending on whether its component
words participate in any of the chains, the second
classifier builds a cohesion graph and determines
how this graph changes when the expression is in-
serted or left out.

Chain-based classifier Various methods for
building lexical chains have been proposed in the
literature (Hirst and St-Onge, 1998; Barzilay and
Elhadad, 1997; Silber and McCoy, 2002) but the
basic idea is as follows: the content words of the
text are considered in sequence and for each word
it is determined whether it is similar enough to (the
words in) one of the existing chains to be placed
in that chain, if not it is placed in a chain of its
own. Depending on the chain building algorithm
used, a word is placed in a chain if it is related to
one other word in the chain or to all of them. The
latter strategy is more conservative and tends to
lead to shorter but more reliable chains and it is the
method we adopted here.6 Note that the chaining
algorithm has a free parameter, namely a threshold
which has to be surpassed to consider two words
related (relatedness threshold).

On the basis of the computed chains, the classi-
fier has to decide whether the target expression is
used literally or not. A simple strategy would clas-
sify an expression as literal whenever one or more
of its component words participates in any chain.
However, as the chains are potentially noisy, this
may not be the best strategy. We therefore also
evaluate the strength of the chain(s) in which the
expression participates. If a component word of
the expression participates in a long chain (and is
related to all words in the chain, as we require)

5The tools are available at: http://www.
informatics.susx.ac.uk/research/groups/
nlp/carroll/morph.html.

6If a WordNet-based relatedness measure is used, the
chaining algorithm has to perform word sense disambigua-
tion as well. As we use a distributional relatedness measure
which conflates different senses anyway, we do not have to
disambiguate here.
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then this is good evidence that the expression is
indeed used in a literal sense. For instance, in
(3) the word fire belongs to the relatively long
chain grilling – dry-heat – cooking – fire – coals,
providing strong evidence of literal usage of play
with fire. To determine the strength of the evi-
dence in favour of a literal interpretation, we take
the longest chain in which any of the component
words of the idiom participate7 and check whether
this is above a predefined threshold (the classifi-
cation threshold). Both the relatedness threshold
and the classification threshold are set empirically
by optimising on a manually annotated develop-
ment set (see Section 4.2).

Graph-based classifier The chain-based clas-
sifier has two parameters which need to be op-
timised on labelled data, making this method
weakly supervised. To overcome this drawback,
we designed a second classifier which does not
have free parameters and is thus fully unsuper-
vised. This classifier relies on cohesion graphs.
The vertices of such a cohesion graph correspond
to the (content) word tokens in the text, each pair
of vertices is connected by an edge and the edges
are weighted by the semantic relatedness (i.e., the
inverse NGD) between the two words. The co-
hesion graph for example (1) is shown in Figure 1
(for expository reasons, edge weights are excluded
from the figure). Once we have built the cohe-
sion graph we compute its connectivity (defined
as the average edge weight) and compare it to the
connectivity of the graph that results from remov-
ing the (component words of the) target expres-
sion. For instance in Figure 1, we would com-
pare the connectivity of the graph as it is shown
to the connectivity that results from removing the
dashed edges. If removing the idiom words from
the graph leads to a higher connectivity, we as-
sume that the idiom is used non-literally, other-
wise we assume it is used literally. In Figure 1,
for example, most edges would have a relatively
low weight, indicating a weak relation between the
words they link. The edge between ice and water,
however, would have a higher weight. Removing
ice from the graph would therefore lead to a de-
creased connectivity and the classifier would pre-
dict that break the ice is used in the literal sense
in example (1). Effectively, we replace the ex-

7Note, that it is not only the noun that can participate in a
chain. In example (2), the word spill can be linked to sweep
up to provide evidence of literal usage.

break ice

water

troughschicken

Dad

Figure 1: Cohesion graph for example (1)

plicit thresholds of the lexical chain method by
an implicit threshold (i.e., change in connectivity),
which does not have to be optimised.

4 Evaluating the Cohesion-Based
Approach

We tested our two cohesion-based classifiers as
well as a supervised classifier on a manually an-
notated data set. Section 4.2 gives details of the
experiments and results. We start, however, by de-
scribing the data used in the experiments.

4.1 Data

We chose 17 idioms from the Oxford Dictionary
of Idiomatic English (Cowie et al., 1997) and other
idiom lists found on the internet. The idioms were
more or less selected randomly, subject to two
constraints: First, because the focus of the present
study is on distinguishing literal and non-literal us-
age, we chose expressions for which we assumed
that the literal meaning was not too infrequent. We
thus disregarded expressions like play the second
fiddle or sail under false colours. Second, in line
with many previous approaches to idiom classifi-
cation (Fazly et al., To appear; Cook et al., 2007;
Katz and Giesbrecht, 2006), we focused mainly on
expressions of the form V+NP or V+PP as this is
a fairly large group and many of these expressions
can be used literally as well, making them an ideal
test set for our purpose. However, our approach
also works for expressions which match a differ-
ent syntactic pattern and to test the generality of
our method we included a couple of these in the
data set (e.g., get one’s feet wet). For the same rea-
son, we also included some expressions for which
we could not find a literal use in the corpus (e.g.,
back the wrong horse).

For each of the 17 expressions shown in Ta-
ble 1, we extracted all occurrences found in the
Gigaword corpus that were in canonical form (the
forms listed in the table plus inflectional varia-
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tions of the head verb).8 Hence, for rock the boat
we would extract rocked the boat and rocking the
boat but not rock a boat, rock the boats or rock
the ship. The motivation for this was two-fold.
First, as was discussed in Section 2, the vast ma-
jority of idiomatic usages are in canonical form.
This is especially true for non-decomposable id-
ioms (most of our 17 idioms), where only around
3% of the idiomatic usages are not in canonical
form. Second, we wanted to test whether our ap-
proach would be able to detect literal usages in the
set of canonical form expressions as this is pre-
cisely the set of expressions that would be classi-
fied as idiomatic by the unsupervised CForm clas-
sifier (Cook et al. (2007), Fazly et al. (To appear)).
While expressions in the canonical form are more
likely to be used idiomatically, it is still possible
to find literal usages as in examples (1) and (2).
For some expressions, such as drop the ball the
literal usage even outweighs the non-literal usage.
These literal usages would be mis-classified by the
CForm classifier.

In principle, though, our approach is very gen-
eral and would also work on expressions that are
not in canonical form and expressions whose id-
iomatic status is unclear, i.e., we do not necessar-
ily require a predefined set of idioms but could run
the classifiers on any V+NP or V+PP chunk.

For each extracted example, we included five
paragraphs of context (the current paragraph plus
the two preceding and following ones).9 This was
the context used by the classifiers. The examples
were then labelled as “literal” or “non-literal” by
an experienced annotator. If the distinction could
not be made reliably, e.g., because the context
was not long enough to disambiguate, the anno-
tator was allowed to annotate “?”. These cases
were excluded from the data sets. To estimate
the reliability of our annotation, a randomly se-
lected sample (300 instances) was annotated inde-
pendently by a second annotator. The annotations
deviated in eight cases from the original, amount-
ing to an inter-annotator agreement of over 97%
and a kappa score of 0.7 (Cohen, 1960). All de-
viations were cases in which one of the annotators
chose “?”, often because there was not sufficient
context and the annotation decision had to be made
on the basis of world knowledge.

8The extraction was done via manually built regular ex-
pressions.

9Note that paragraphs tend to be rather short in newswire.
For other genres it may be sufficient to extract one paragraph.

expression literal non-literal all
back the wrong horse 0 25 25
bite off more than one can chew 2 142 144
bite one’s tongue 16 150 166
blow one’s own trumpet 0 9 9
bounce off the wall* 39 7 46
break the ice 20 521 541
drop the ball* 688 215 903
get one’s feet wet 17 140 157
pass the buck 7 255 262
play with fire 34 532 566
pull the trigger* 11 4 15
rock the boat 8 470 478
set in stone 9 272 281
spill the beans 3 172 175
sweep under the carpet 0 9 9
swim against the tide 1 125 126
tear one’s hair out 7 54 61
all 862 3102 3964

Table 1: Idiom statistics (* indicates expressions
for which the literal usage is more common than
the non-literal one)

4.2 Experimental Set-Up and Results

For the lexical chain classifier we ran two experi-
ments. In the first, we used the data for one expres-
sion (break the ice) as a development set for opti-
mising the two parameters (the relatedness thresh-
old and the classification threshold). To find good
thresholds, a simple hill-climbing search was im-
plemented during which we increased the relat-
edness threshold in steps of 0.02 and the classi-
fication threshold (governing the minimum chain
length needed) in steps of 1. We optimised the F-
Score for the literal class, though we found that the
selected parameters varied only minimally when
optimising for accuracy. We then used the param-
eter values determined in this way and applied the
classifier to the remainder of the data.

The results obtained in this way depend to some
extent on the data set used for the parameter set-
ting.10 To control this factor, we also ran another
experiment in which we used an oracle to set the
parameters (i.e., the parameters were optimised for
the complete set). While this is not a realistic sce-
nario as it assumes that the labels of the test data
are known during parameter setting, it does pro-
vide an upper bound for the lexical chain method.

For comparison, we also implemented an in-
formed baseline classifier, which employs a sim-
ple model of cohesion, classifying expressions as

10We also ran the experiment for different development
sets and found that there was a relatively high degree of vari-
ation in the parameters selected and in the results obtained
with those settings.
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literal if the noun inside the expression (e.g., ice
for break the ice) is repeated elsewhere in the con-
text, and non-literal otherwise. One would expect
this classifier to have a high precision for literal
expressions but a low recall.

Finally, we implemented a supervised classi-
fier. Supervised classifiers have been used be-
fore for this task, notably by Katz and Giesbrecht
(2006). Our approach is slightly different: in-
stead of creating meaning vectors we look at the
word overlap11 of a test instance with the literal
and non-literal instances in the training set (for the
same expression) and then assign the label of the
closest set.

That such an approach might be promising be-
comes clear when one looks at some examples of
literal and non-literal usage. For instance, non-
literal examples of break the ice occur frequently
with words such as diplomacy, relations, dialogue
etc. Effectively these words form lexical chains
with the idiomatic meaning of break the ice. They
are absent for literal usages. A supervised classi-
fier can learn which terms are indicative of which
usage. Note that this information is expression-
specific, i.e., it is not possible to train a classifier
for play with fire on labelled examples for break
the ice. This makes the supervised approach quite
expensive in terms of annotation effort as data has
to be labelled for each expression. Nonetheless, it
is instructive to see how well one could do with
this approach. In the experiments, we ran the su-
pervised classifier in leave-one-out mode on each
expression for which we had literal examples.

Table 2 shows the results for the five classi-
fiers discussed above: the informed baseline clas-
sifier (Rep), the cohesion graph (Graph), the lexi-
cal chain classifier with the parameters optimised
on break the ice (LC), the lexical chain classifier
with the parameters set by an oracle (LC-O), and
the supervised classifier (Super). The table also
shows the accuracy that would be obtained by a
CForm classifier (Cook et al., 2007; Fazly et al.,
To appear) with gold standard canonical forms.
This classifier would label all examples in our data
set as “non-literal” (it is thus equivalent to a ma-
jority class baseline). Since the majority of ex-
amples is indeed used idiomatically, this classifier
achieves a relatively high accuracy. However, ac-
curacy is not the best evaluation measure here be-

11We used the Dice coefficient as implemented in Ted Ped-
ersen’s Text::Similarity module: http://www.d.umn.
edu/˜tpederse/text-similarity.html.

CForm Rep Graph LC LC-O Super
Acc 78.25 79.06 79.61 80.50 80.42 95.69
Pl - 70.00 52.21 62.26 53.89 84.62
Rl - 5.96 67.87 26.21 69.03 96.45
Fl - 10.98 59.02 36.90 60.53 90.15

Table 2: Accuracy, literal precision (Pl), recall
(Rl), and F-Score (Fl) for the classifiers

cause we are interested in detecting literal usages
among the canonical forms. Therefore, we also
computed the precision (Pl), recall (Rl), and F-
score (Fl) for the literal class.

It can be seen that all classifiers obtain a rela-
tively high accuracy but vary in precision, recall
and F-Score. For the CForm classifier, precision,
recall, and F-Score are undefined as it does not
label any examples as “literal”. As expected the
baseline classifier, which looks for repetitions of
the component words of the target expression, has
a relatively high precision, showing that the ex-
pression is typically used in the literal sense if part
of it is repeated in the context. The recall, though,
is very low, indicating that lexical repetition is not
a sufficient signal for literal usage.

The graph-based classifier and the globally op-
timised lexical chain classifier (LC-O) outperform
the other two unsupervised classifiers (CForm and
Rep), with an F-Score of around 60%. For both
classifiers recall is higher than precision. Note,
however, that this is an upper bound for the lexical
chain classifier that would not be obtained in a re-
alistic scenario. An example of the values that can
be expected in a realistic setting (with parameter
optimisation on a development set that is separate
from the test set) is shown in column five (LC).
Here the F-Score is much lower due to lower re-
call. This classifier is too conservative when cre-
ating the chains and deciding how to interpret the
chain structure; it thus only rarely outputs the lit-
eral class. The reason for this conservatism may
be that literal usages of break the ice (the develop-
ment data) tend to have very strong chains, hence
when optimising the parameters for this data set, it
pays to be conservative. It is positive to note that
the (unsupervised) graph-based classifier performs
just as well as the (weakly supervised) chain-based
classifier does under optimal circumstances. This
means that one can by-pass the parameter setting
and the need to label development data by employ-
ing the graph-based method.

Finally, as expected, the supervised classifier
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outperforms all other classifiers. It does so by a
large margin, which is surprising given that it is
based on relatively simplistic model. This shows
that the context in which an expression occurs
can really provide vital cues about its idiomatic-
ity. Note that our results are noticeably higher than
those reported by Cook et al. (2007), Fazly et al.
(To appear) and Katz and Giesbrecht (2006) for
similar supervised classifiers. We believe that this
may be partly explained by the size of our data set
which is significantly larger than the ones used in
these studies.

To assess how well our cohesion-based ap-
proach works for different idioms, we also com-
puted the accuracy of the graph-based classifier for
each expression individually (Table 3). We report
accuracy here rather than literal F-Score as the lat-
ter is often undefined for the individual data sets
(either because all examples of an expression are
non-literal or because the classifier only predicts
non-literal usages). It can be seen that the perfor-
mance of the classifier is generally relatively sta-
ble, with accuracies above 50% for most idioms.12

In particular, the classifier performs well on both,
expressions with a dominant non-literal meaning
and those with a dominant literal meaning; it is not
biased towards the non-literal class. For expres-
sions with a dominant literal meaning like drop the
ball, it correctly classifies more items as “literal”
(530 items, 472 of which are correct) than as “non-
literal” (373 items, 157 correct).

5 Conclusion

In this paper, we described a novel method for
token-based idiom classification. Our approach is
based on the observation that literally used expres-
sions typically exhibit cohesive ties with the sur-
rounding discourse, while idiomatic expressions
do not. Hence idiomatic expressions can be de-
tected by the absence of such ties. We propose two
methods that exploit this behaviour, one based on
lexical chains, the other based on cohesion graphs.

We showed that a cohesion-based approach is
well suited for distinguishing literal and non-
literal usages, even for expressions in canonical
form which tend to be largely idiomatic and would
all be classified as non-literal by the previously
proposed CForm classifier. Moreover, our find-

12Note that the data set for the worst performing idiom,
blow one’s own trumpet only contained 9 instances. Hence,
the low performance for this idiom may well be accidental.

expression Accuracy
back the wrong horse 68.00
bite off more than one can chew 79.17
bite one’s tongue 37.35
blow one’s own trumpet 11.11
bounce off the wall* 47.82
break the ice 85.03
drop the ball* 69.66
get one’s feet wet 64.33
pass the buck 82.44
play with fire 82.33
pull the trigger* 60.00
rock the boat 98.95
set in stone 85.41
spill the beans 83.43
sweep under the carpet 88.89
swim against the tide 93.65
tear one’s hair out 49.18

Table 3: Accuracies of the graph-based classifier
on each of the expressions (* indicates a dominant
literal usage)

ings suggest that the graph-based method per-
forms nearly as well as the best performance to be
expected for the chain-based method. This means
that the task can be addressed in a completely un-
supervised way.

While our results are encouraging they are still
below the results obtained by a basic supervised
classifier. In future work we would like to explore
whether better performance can be achieved by
adopting a bootstrapping strategy, in which we use
the examples about which the unsupervised clas-
sifier is most confident (i.e., those with the largest
difference in connectivity in either direction) as in-
put for a second stage supervised classifier.

Another potential improvement has to do with
the way in which the cohesion graph is computed.
Currently the graph includes all content words in
the context. This means that the graph is rela-
tively big and removing the potential idiom often
does not have a big effect on the connectivity; all
changes in connectivity are fairly close to zero.
In future, we want to explore intelligent strategies
for pruning the graph (e.g., by including a smaller
context). We believe that this might result in more
reliable classifications.
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