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Abstract

In this paper, we present a machine learning approach for word sense alignment (WSA) which
combines distances between senses in the graph representations of lexical-semantic resources
with gloss similarities. In this way, we significantly outperform the state of the art on each of the
four datasets we consider. Moreover, we present two novel datasets for WSA between Wiktionary
and Wikipedia in English and German. The latter dataset in not only of unprecedented size, but
also created by the large community of Wiktionary editors instead of expert annotators, making
it an interesting subject of study in its own right as the first crowdsourced WSA dataset. We will
make both datasets freely available along with our computed alignments.

1 Introduction

Lexical-semantic resources (LSRs) are an important foundation for numerous natural language process-
ing (NLP) tasks such as word sense disambiguation (WSD) or information extraction (IE). However,
large-scale LSRs are only available for a few languages. The Princeton WordNet (Fellbaum, 1998)
is commonly used for English, but for most languages such resources are small or missing altogether.
Another problem is that, even for English, there is no single LSR which is suitable for all different
application scenarios, because the resources contain different words, senses or even information types.
Recently, it has been argued that collaboratively constructed resources (e.g. Wiktionary (Meyer and
Gurevych, 2012))) are a viable alternative, especially for smaller languages (Matuschek et al., 2013), but
there are still considerable drawbacks in coverage which make their usage challenging.

These observations have led to the insight that word sense alignment (WSA), i.e. linking at the level
of word senses, is key for the efficient exploitation of LSRs, and it was shown that the usage of linked
resources can indeed yield performance improvements. Examples include WSD using aligned Word-
Net and Wikipedia (Navigli and Ponzetto, 2012a), semantic role labeling using PropBank, VerbNet and
FrameNet (Palmer, 2009), the construction of a semantic parser using FrameNet, WordNet, and VerbNet
(Shi and Mihalcea, 2005) and IE using WordNet and Wikipedia (Moro et al., 2013). Cholakov et al.
(2014) address the special task of verb sense disambiguation. They use the large-scale resource UBY
(Gurevych et al., 2012) which contains nine resources in two languages, mapped to a uniform represen-
tation using the LMF standard for interoperability (Eckle-Kohler et al., 2012), and also (among others)
sense alignments between WordNet, FrameNet, VerbNet and Wiktionary which are exploited in their
approach.

However, WSA is challenging because of word ambiguities, different sense granularities and informa-
tion types (Navigli, 2006), so that past efforts mostly focused on specific resources or applications, where
expert-built resources such as WordNet played a central role in most cases. Approaches which aim at
being more generic (i.e. applicable to a wider range of LSRs) usually focused on only one information
source for the alignment (e.g. glosses or graph structures) without combining them in an elaborate way.
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In this paper, we want to go beyond this previous work in two ways: i) For the first time, we present
an alignment between the large-scale collaboratively constructed resources Wiktionary and Wikipedia.
While both LSRs have been extensively used in NLP and especially WSA (see Section 2), no attempt has
been made to combine them, although Wiktionary was explicitly designed to complement the encyclope-
dic knowledge in Wikipedia with linguistic knowledge. Apart from already established tasks like WSD,
the strong multilingual focus of both resources makes their combination especially promising for appli-
cations such as knowledge-based machine translation or computer-assisted translation where additional
background knowledge and translation options can be crucial (Matuschek et al., 2013). To fill this gap in
the body of research, we present two new evaluation datasets for English and German, where the latter
is not only of remarkable size, but also directly extracted from Wiktionary in a novel approach, making
it the first crowdsourced WSA dataset. ii) Also for the first time, we jointly model different aspects of
sense similarity by applying machine learning techniques to WSA. However, unlike previous approaches,
we do not engineer our features towards a specific resource pair, rendering the approach powerful but
proprietary. Instead, we aim to combine generic features which are applicable to a variety of resources,
and we show that combining them leads to state-of-the-art WSA performance. In particular, we employ
distances calculated with Dijkstra-WSA (Matuschek and Gurevych, 2013), an algorithm which works
on graph representations of resources, as well as gloss similarity values. This lets us take advantage
of both (orthogonal) ways of identifying equivalent senses and yields a very robust and flexible WSA
framework.

The rest of this paper is structured as follows: In Section 2 we discuss related work, in Section 3 we
describe our approach and introduce the resources and datasets we use in our experiments, in Section 4
we evaluate our results, and we conclude in Section 5 with some directions for future work.

2 Related Work

There are two main approaches to WSA which have been applied: Similarity-based and graph-based
ones. To our knowledge, there exists no previous work which effectively combines both approaches in a
unified framework, and only few works which combine both kinds of features for different purposes.

2.1 Similarity-based Approaches

WordNet was aligned to Wikipedia (Niemann and Gurevych, 2011) and Wiktionary (Meyer and
Gurevych, 2011) using a framework based on gloss similarity, in spirit of the earliest work in WSD
presented by Lesk (1986). In both cases, cosine and personalized PageRank (PPR) similarity (Agirre
and Soroa, 2009) were calculated, and a simple machine learning approach was used to classify each
pair of senses (see Section 3.3). This idea was also applied to cross-lingual alignment between WordNet
and the German part of OmegaWiki (Gurevych et al., 2012), using machine translation as an intermediate
component. Henrich et al. (2011) use a similar approach for aligning GermaNet and Wiktionary, but with
word overlap as the similarity measure. De Melo and Weikum (2010) report an alignment of WordNet
synsets to Wikipedia articles which is also based on word overlap. We later report results based on gloss
similarity as one of our baselines (Tables 2 and 3).

2.2 Graph-based Approaches

In one of the earliest structure-based works, Daudé et al. (2003) map different versions of WordNet based
on the synset hierarchy. Navigli (2009) disambiguates WordNet glosses, i.e. sense markers are assigned
to all non-stopwords in each WordNet gloss. The approach is based on finding circles in the WordNet
relation graph to identify disambiguations. In later work, this idea was applied to the disambiguation
of translations in a bilingual dictionary (Flati and Navigli, 2012). While this “alignment” of dictionary
entries is related to our problem, it was not discussed how this idea could be applied to word sense
alignment of two resources. Laparra et al. (2010) use a shortest path algorithm (SSI-Dijkstra+) to align
FrameNet lexical units (LUs) with WordNet synsets. They align monosemous LUs first and then search
for the closest synset in WordNet for the other LUs in the same frame. The LUs are, however, considered
as mere texts to be disambiguated; there is no attempt made to exploit the graph structure of FrameNet.
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Ponzetto and Navigli (2009) use a graph-based method for aligning WordNet synsets and Wikipedia
categories. Using semantic relations, they build subgraphs of WordNet for each category and then align
senses to categories based on the structural features. In our own previous work, we presented Dijkstra-
WSA, a graph-based approach working with shortest paths (Matuschek and Gurevych, 2013). It achieves
state-of-the-art precision, but recall is an issue if the graphs are sparse (i.e. in case of only few semantic
relations). As Dijkstra-WSA distances are one of the features we use for our machine learning approach,
we will present this approach in more detail in section 3.2.2 and also report results for Dijkstra-WSA on
our evaluation datasets for comparison.

2.3 Hybrid Approaches

In later work, Navigli and Ponzetto (2012a) also align WordNet with the full Wikipedia. Besides using
bag-of-words overlap to compute gloss similarity, they also build a graph structure for the senses in both
resources by using WordNet semantic relations. The goal is to determine which WordNet sense is closest
to the Wikipedia sense to be aligned. However, the graph structure of Wikipedia is disregarded, as is the
global structure of WordNet, as just a locally restricted subset of WordNet relations is used. In the same
context of BabelNet, Navigli and Ponzetto (2012b) also present BabelRelate, an approach which relies on
translations to compute cross-lingual semantic similarity; however, they do not apply it to WSA. Dijkstra-
WSA was enhanced by using a backoff, by means of performing a graph-based alignment first, and in
cases where no alignment target sense can be found, a decision is made based on the similarity of glosses
(Matuschek and Gurevych, 2013). While this simple two-step approach increases recall substantially,
it comes at the expense of lower precision. However, the overall F-measure achieved state-of-the-art
performance on every considered dataset (0.65–0.87). We also report the results for this hybrid approach
as a baseline (Tables 2 and 3). De Melo and Weikum (2008) use a machine learning approach with a
combination of structural and content-based features of WordNet, but for building new wordnets in other
languages, not aligning existing ones.

In summary, the different approaches to compute similarity have mostly been used in isolation, or
combined in a shallow or restricted way. More complex approaches usually require resource-specific
feature engineering, which makes their transferability to other resources or languages difficult. Thus,
we present a framework which combines different similarity measures in a generic and flexible way and
enables state-of-the-art WSA performance on a variety of resources with modest effort.

3 The Alignment Procedure

The basic steps of our alignment algorithm are:

1. For each sense in one resource, all possible candidates in the other resource are retrieved. Can-
didates are senses which have the same attached lemma and part of speech. For instance, for the
programming sense of Java in one resource, their might exist senses for programming, island or
coffee in the other one which are all possible alignment targets.

2. For each candidate pair, we calculate a set of features describing their similarity in different ways.

3. For a set of word senses (the gold standard), the alignment decision is made by human annotators.

4. A machine learning classifier is trained on this gold standard, and an alignment decision is made for
the remainder of the candidate pairs to produce a complete alignment of the resources. In our setup,
we use 10-fold cross validation to train the classifier.

The different datasets and steps of the algorithm are explained in more detail in the following sections.

3.1 Resources and Datasets

We use four different WSA evaluation datasets, two of which are presented for the first time. To ensure
compatibility with previous work, we use the same versions of the resources as reported in (Gurevych et
al., 2012) and (Matuschek and Gurevych, 2013).
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Pair Pos. Neg. Polysemy One cand. F1 A0 Composition
WordNet-OmegaWiki 210 473 1.50 75.2% 0.84 0.85 random
WordNet-Wiktionary 313 2 110 4.76 18.6% 0.78 0.93 manual
Wiktionary-Wikipedia (En) 75 292 1.27 87.6% 0.79 0.95 automatic
Wiktionary-Wikipedia (De) 21 855 9 953 1.47 77.6% 0.85 0.89 crowd

Table 1: Characteristics of the gold standards used in the evaluation. The degree of polysemy (i.e.
the number of possible alignment targets per sense) hints towards the difficulty of the task, as does
the number of senses with only one alignment candidate. WordNet-Wiktionary stands out as it was
manually composed and is not representative of the full alignment (Meyer and Gurevych, 2011). The
inter-annotator agreements A0 and F1 can be considered as upper bounds for automatic alignment accu-
racy and F-measure. Note that for the Wiktionary-Wikipedia datasets, due to the nature of their creation,
the agreement was originally not available; we estimated it by manually re-annotating a sample of 100
examples with two annotators.

3.1.1 Resources
WordNet (Fellbaum, 1998) is a computational lexicon for English created at Princeton University. It

is organized in sets of synonyms (synsets), each expressing a distinct concept. Synsets are represented
by textual definitions (so-called glosses). A hierarchical organization is encoded via semantic relations
such as hyponymy.

Wikipedia is a collaboratively created online encyclopedia available in almost 300 languages. The
current English version contains around 4 400 000 articles, and the German one around 1 700 000 articles,
each usually describing a particular concept. Due to its encyclopedic nature, Wikipedia mostly covers
nouns, while the other LSRs discussed also cover verbs, adjectives, etc. Articles are connected via
hyperlinks in the article text (implying a graph structure), and the first paragraph usually gives a short
summary of the topic, serving as a gloss for our purposes. Articles are also linked to the equivalent
articles in other languages.

Wiktionary is a dictionary “side project” of Wikipedia, available in over 500 languages. Currently,
the English Wiktionary contains over 500 000 lexical entry pages, while the German one contains around
350 000 ones. For a word, multiple senses can be encoded, and these are usually represented by glosses.
Wiktionary also contains hyperlinks to synonyms, hypernyms, etc. and translations into other languages.

OmegaWiki is a freely editable online dictionary like Wiktionary. However, instead of distinct lan-
guage editions, OmegaWiki contains language-independent concepts (“Defined Meanings”) which carry
lexicalizations in different languages. These concepts are connected via semantic relations. OmegaWiki
contains over 46 000 concepts and lexicalizations in almost 500 languages.

3.1.2 Datasets
WordNet–OmegaWiki: The first alignment between these LSRs based on the German part of

OmegaWiki was reported in (Gurevych et al., 2012). As OmegaWiki Defined Meanings are multilin-
gual, we used the same dataset for monolingual WSA in later work (Matuschek and Gurevych, 2013).
Table 1 presents details about this and the other evaluation datasets.

WordNet–Wiktionary: Meyer and Gurevych (2011) originally used this dataset for similarity-based
alignment. While we could not improve upon this using Dijkstra-WSA on its own (Matuschek and
Gurevych, 2013), the backoff approach yielded a significant improvement. This dataset was manually
composed according to specific criteria, hence it differs from the others and is not fully representative of
the full alignment.

Wiktionary–Wikipedia (English): No evaluation dataset (let alone a full alignment) has been
reported for this resource pair yet. However, as the datasets for WordNet-Wiktionary (Meyer and
Gurevych, 2011) and WordNet-Wikipedia (Niemann and Gurevych, 2011) are lexically overlapping,
we were able to automatically create a gold standard for Wiktionary-Wikipedia by exploiting the transi-
tivity of the alignment relation, i.e. by using WordNet as a pivot. Note that, unlike Wiktionary, Word-
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Net synsets have multiple lexicalizations for the same meaning, introducing alignment candidates from
Wikipedia which might not be applicable to a particular Wiktionary sense. Hence, we decided to filter
the examples where the lexeme of the Wiktionary sense and the Wikipedia article title did not match. An
effect of this process was that words not contained in all three resources were filtered out, and many ex-
amples were left with few or only one candidate, leading to a low polysemy. We also manually checked
the derived gold standard and corrected a small number of wrong annotations introduced through the
automatic process. The resulting dataset is thus considerably smaller than the others, but it still turned
out to be sufficient for machine learning experiments.

Wiktionary–Wikipedia (German): Same as for the English editions, neither a gold standard nor an
alignment was previously reported for this pair. We were able to create a gold standard in a novel way by
exploiting the fact that many German Wiktionary senses contain links to the corresponding Wikipedia
articles, inducing a sense alignment between the two LSRs manually validated by the Wiktionary com-
munity. However, we were unable to extract such an alignment for English, as Wikipedia articles are
attached to the lexical entry page in this version and not to a specific sense.

In the German Wiktionary, a large portion of the senses is linked in this way, and even after aggres-
sively filtering out invalid link targets (e.g. disambiguation pages or pages with a non-matching title),
we retained over 20 000 alignments between Wiktionary senses and Wikipedia pages, a sample of which
we manually confirmed to be correct. Of course, this only yields positive examples; to also include cases
of non-alignment, we extracted the other candidate (i.e. lexically matching) Wikipedia articles for each
aligned Wiktionary sense, assuming that Wiktionary editors also considered and discarded them before
eventually creating a link. Interestingly, the number of negative examples derived in this way is rela-
tively low in comparison to the other datasets. An analysis revealed that a large fraction of the linked
Wiktionary senses are either scientific terms (e.g. from biology) or named entities such as cities. Both
types of senses tend to have few alternative candidates in Wikipedia due to their specificity, and it seems
logical that Wiktionary users predominantly link these senses to the explanatory Wikipedia articles which
are not familiar to the majority of users.

In the end, this process yielded a WSA dataset with unprecedented characteristics: It was not only
created and validated by a crowd of editors rather than a handful of annotators, but it is also an order of
magnitude larger than previously reported datasets (Table 1). This enables us to assess the performance
of our WSA approach in a scenario which is close in size to a full alignment task, allowing a more
well-grounded statement about its effectiveness.

3.2 Feature Engineering

The selection of features for our machine learning approach was driven by the premise to keep the
framework as generic and resource-agnostic as possible, in order to ensure applicability to many different
LSRs without additional engineering effort. Thorough analysis of existing resources and approaches
revealed that two types of information are available for the vast majority of LSRs: i) Glosses, or more
general, textual descriptions of concepts, and ii) Relationships between concepts inducing a graph, given
through semantic relations, links, or other means. We also evaluated some features which are specific to
a smaller subset of resources (see Section 3.2.3).

3.2.1 Gloss Similarity
Cosine similarity (COS) calculates the cosine of the angle between a vector representation of two

senses s1 and s2. For the vector representation of a sense, we use a bag-of-words approach, i.e., a vector
BoW(s) contains the term frequencies of all words in the description of s. In this work, we only rely on
the textual definition of a sense to keep the approach as generic as possible, while the usage of example
sentences, related words, synonyms etc. would also be possible.

Personalized PageRank similarity (PPR) (Agirre and Soroa, 2009) measures the semantic related-
ness between two word senses s1 and s2 by comparing semantic vectors which can be derived in different
ways; we utilize the variant introduced by Niemann and Gurevych (2011). The idea is to identify senses
of words in a sense’s gloss which are central for describing its meaning. These senses (represented in a
graph derived from an LSR such as WordNet) should have a high PageRank score (i.e. a high centrality).
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3.2.2 Dijkstra-WSA Distance
Dijkstra-WSA (Matuschek and Gurevych, 2013) is the graph-based WSA algorithm we use to calculate
a distance-based similarity measure between word senses. We will briefly explain its two steps.

Graph construction: The resource graph is comprised of a set of nodes V which represents the senses
of an LSR and a set of edges E ⊆ V × V which expresses semantic relatedness between them. One
can use semantic relations, hyperlinks, or other relatedness indicators. For sparse LSRs, it is advisable
to add edges between senses s1 and s2 if a monosemous term t with sense s2 is included in the gloss of
s1. For example, one can link a sense of Java to programming language if the latter term is included in
the former’s definition text. This monosemous linking enhances the graph density (and hence, the recall)
significantly.

Computing sense alignments: First, trivial alignments between the two resource graphs A and B are
created. Alignments are trivial if two senses have the same attached lexeme in A and B and this lexeme
is also unique in either resource. Intuitively, these alignments serve as “bridges” between highly related
regions of A and B. Next, for each remaining sense s ∈ A, the set of possible target senses T ⊂ B
is retrieved in a similar fashion as for our approach, and for each of them the shortest path is computed
using Dijkstra’s algorithm (Dijkstra, 1959). While Dijkstra-WSA then goes on to directly align the sense
which is closest to the source sense, we save the distance for each candidate sense and directly use it as
a feature, expressing semantic relatedness based on the structure of both underlying resources. When no
distance can be computed (in case of a disconnected graph), we assume infinite distance.

3.2.3 Other Features
We also experimented with other features which were accessible directly from the resources, i.e. with-
out the need for external knowledge or extensive computational effort; these were usually not available
for every resource pair. Features we tried were the part of speech (Wiktionary, OmegaWiki, Word-
Net), the sense index, i.e. the position in the sense list for a lexeme (WordNet, Wiktionary), similarity
of example sentences (WordNet, Wiktionary), overlap of translations into other languages (Wikipedia,
Wiktionary, cf. (Bond and Foster, 2013)) and overlap of domain labels (Wikipedia, Wiktionary, Word-
Net, OmegaWiki). However, for none of these features we could observe any significant1 impact on
the results, mostly due to sparsity of the respective features. Thus, we do not report them, but on the
other hand we consider this an indicator that gloss similarity and distance in the resource graph already
sufficiently capture the similarity between senses.

3.3 Machine Learning Classifiers

We experimented with different machine learning classifiers using WEKA (Hall et al., 2009). While a
detailed discussion of these classifiers is beyond the scope of this work, we will at least give a short
description of the ones we eventually used. For more details, please refer to textbooks such as (Murphy,
2012). We used WEKA’s standard configuration in every case.

Threshold-based classifiers work by simply trying to learn a numeric boundary value which separates
positive examples from negative ones. Although this approach is rather naive, it has been successfully
used in previous WSA efforts (Meyer and Gurevych, 2011; Niemann and Gurevych, 2011).

A Naive Bayes classifier assumes that features are independent (i.e. the value of one feature is unre-
lated to any other feature), and is thus able to learn reliable classification probabilities on relatively small
training sets. While the independence assumption can be considered an oversimplification, the algorithm
is widely used due to its efficiency and good precision.

Bayesian Networks (or belief networks) also classify based on probabilities learned from training
data, however, they offer the advantage of modeling dependencies between features, hence allowing a
more accurate representation of the data. Technically, such a network is a directed acyclic graph modeling
the conditional dependencies between variables.

A Perceptron is a classifier which maps a real-valued input vector to a binary output, by means of an
artificial neural network. It is commonly used for pattern recognition, also in NLP (Collins, 2002).

1All significance claims in this paper are based on McNemar’s test at a confidence level of 1%.
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Support Vector Machines (SVMs) construct a hyperplane in a multi-dimensional space which yields
a good separation between positive and negative training examples, represented as data points.

Decision Trees are built from training input by iteratively splitting the set of samples based on attribute
values so that the resulting subset is as homogeneous as possible with regard to the class label. Unseen
examples can be classified by testing the attribute values and following different branches of the tree.
One of the main advantages (e.g. in comparison to SVMs) is that this approach is easily interpretable.

4 Experimental Results and Analysis

Baselines For reference, we report six different baselines: i) Random: A random sense from the set of
candidates is chosen in each case, ii) 1:1: An alignment is always made if and only if there is exactly one
candidate, iii) 1st: The first of the candidate senses is always selected2, iv) SIM: A similarity threshold
is learned for gloss similarity values as suggested by Meyer and Gurevych (2011), cf. Section 3.2.1,
v) DWSA: The closest candidate sense in the resource graph is aligned as we suggested in (Matuschek
and Gurevych, 2013), cf. Section 3.2.2, vi) HYB: A hybrid approach of using DWSA first and then SIM
as a backoff, also suggested by us (Matuschek and Gurevych, 2013). The latter approach represents
state-of-the-art performance for WSA. Note that for the two Wiktionary-Wikipedia datasets, no previous
results were available, so we created similarity-based and Dijkstra-WSA alignments ourselves, based on
the same versions of the resources as in the previous work. For the other datasets, we used the numbers
reported in the original papers (Matuschek and Gurevych, 2013; Meyer and Gurevych, 2011).

Overview Tables 2 and 3 present the results for all setups. Although the best classifiers for each
dataset always outperform the previous state of the art and the baselines by a significant margin, there
is no consistent pattern in the results across different LSRs and classifiers. One reason for this is that
the range of feature values varies substantially between different datasets. For instance, Dijkstra-WSA
distances tend to be greater when Wikipedia is involved simply by its virtue of being larger than the other
LSRs, and gloss similarities also differ depending on the average length of the glosses and the language.
Another factor are the gold standards, which are quite different in terms of size and composition (see
Table 1). Thus, no classifier is the undisputed “winner”, but Bayesian Networks proved most robust
in our experiments, showing competitive results in every case. As training them is also computationally
cheap (compared to SVMs, for instance), we would generally recommend this kind of classifier for WSA
tasks. In the following, we also provide a more detailed discussion of the results for each individual
dataset.

WordNet-OmegaWiki In this case, the precision of the alignment is satisfactory for every classifier,
while both previously reported approaches struggle for different reasons (Gurevych et al., 2012; Ma-
tuschek and Gurevych, 2013). The strength of the machine learning becomes apparent especially in
comparison with the HYB approach: While the latter merely combines independent alignment decisions,
hence achieving better recall but failing to improve precision (cf. Section 2.3), the joint usage of features
leads to a massive improvement. Analysis of the decision tree classifier shows that, as we suspected, the
“edge cases” are explicitly reflected in the learned model, i.e. examples with high gloss similarity but
also a high Dijkstra-WSA distance (or vice versa) are ruled out with higher confidence. This observation
generally also holds for the other datasets. As an example, the two senses of genome in biology (“The
non-redundant genetic information stored in DNA sequences that defines an individual organism”) and
algorithmics (“In the context of a genetic algorithm, the information that defines an individual entity”)
have similar glosses; they are, however, quite far apart in the graph and thus not aligned. The Bayesian
Network achieves the best results as it comprehensively models this interdependence of features. The
SVM achieves the best precision, but the distribution of feature values does not lend itself well to linear
separation in this case, leading to unsatisfactory recall.

WordNet-Wiktionary For this dataset, the results look similar to WordNet-OmegaWiki as far as the
improvement of precision is concerned, as the joint usage of features helps to make a correct decision on

2While this corresponds to the most frequent sense baseline in other setups, note that no explicit frequency information is
available for OmegaWiki, Wiktionary and Wikipedia, so that the first sense baseline is only a rough approximation.
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WordNet-OmegaWiki WordNet-Wiktionary
P R F1 A P R F1 A

Random 0.46 0.35 0.40 0.51 0.21 0.59 0.31 0.67
1:1 0.36 0.64 0.46 0.55 0.68 0.19 0.30 0.88
1st 0.34 0.80 0.48 0.47 0.33 0.51 0.40 0.80
SIM 0.55 0.53 0.54 0.73 0.67 0.65 0.66 0.91
DWSA 0.56 0.69 0.62 0.74 0.68 0.27 0.39 0.89
HYB 0.57 0.75 0.65 0.75 0.68 0.71 0.69 0.92
SVM 0.95 0.32 0.48 0.79 0.82 0.61 0.70 0.93
Naive Bayes 0.73 0.62 0.67 0.82 0.71 0.79 0.75 0.92
Bayesian Network 0.75 0.72 0.74 0.84 0.70 0.84 0.77 0.94
Perceptron 0.73 0.58 0.65 0.81 0.74 0.72 0.73 0.92
Decision Tree 0.68 0.63 0.66 0.80 0.78 0.66 0.72 0.93
Agreement - - 0.84 0.85 - - 0.78 0.93

Table 2: Alignment results for WordNet-OmegaWiki and WordNet-Wiktionary: Using baselines (top),
approaches from previous work (middle) and different machine learning classifiers (bottom). We report
precision, recall, F-measure (the harmonic mean of both) and accuracy. Best results for each value and
dataset are marked in bold. The inter-annotator agreements A0 and F1 are given as upper bounds.

borderline examples. However, in this case the recall is also substantially improved, especially for the
Bayesian classifiers. This was an issue in the original Dijkstra-WSA results (Matuschek and Gurevych,
2013) due to the low connectivity of the English Wiktionary graph. The combination of distances and
gloss similarities is able to alleviate this shortcoming of Wiktionary to some extent, as examples with
missing Dijkstra-WSA distance can still be aligned in case of sufficient gloss similarity. SVMs also show
the best precision here, but are challenged by the suboptimal separability of the feature space.

Wiktionary-Wikipedia (English) The low connectivity of Wiktionary is not as much an issue here as
for WordNet-Wiktionary, mostly due to the different composition of the gold standard – higher-frequency
words tended to be retained (see Section 3.1.2), which in turn are better connected within Wiktionary.
This leads to reasonable results for Dijkstra-WSA alone. The hybrid approach reaches the best recall, but
due to the relatively low precision of the SIM alignment, the overall result leaves room for improvement.
This improvement is again achieved via joint modeling of features. As for the datasets discussed above,
the precision is improved significantly; this is especially true for the Bayesian Network classifier. Preci-
sion and recall for the SVM classifier are also satisfactory in this case (due to the better linear separability
of the feature space), making it the best overall classifier along with the Perceptron.

Wiktionary-Wikipedia (German) On this dataset, the naive baselines are very strong, due to the dis-
proportionately large number of positive examples – this is especially true for the 1:1 setup which reaches
perfect precision. In other words, whenever there is only one alignment candidate, it is already the cor-
rect one. The HYB approach also yields good results thanks to the high precision of its two components,
but recall is an issue for gloss similarity due to the richer morphology and different formation of com-
pounds in German. We did not use a compound splitter (an obvious extension for future work), so that,
for instance “Kinderspiel” and “Spiel für Kinder” (both meaning “a game for children”) could not be
lexically matched. However, when machine learning is applied, the recall can again be significantly im-
proved at only a negligible expense of precision. Here, as for the WordNet-Wiktionary dataset, the joint
modeling of distance and gloss similarity allows to correctly align more borderline examples. While the
strong bias towards positive examples might make this dataset not fully representative of a full alignment
task (which is the eventual goal of WSA), the results still beat the strong baselines in terms of F-measure
and thus indicate that WSA, and especially our approach, works well on such a large-scale dataset.
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Wiktionary-Wikipedia (En) Wiktionary-Wikipedia (De)
P R F1 A P R F1 A

Random 0.41 0.49 0.45 0.48 0.68 0.40 0.51 0.46
1:1 0.17 0.56 0.26 0.33 1.0 0.63 0.77 0.75
1st 0.23 0.88 0.36 0.37 0.93 0.66 0.78 0.74
SIM 0.60 0.67 0.63 0.84 0.85 0.46 0.60 0.57
DWSA 0.78 0.55 0.65 0.87 0.85 0.61 0.71 0.66
HYB 0.62 0.79 0.70 0.86 0.90 0.72 0.80 0.75
SVM 0.82 0.70 0.76 0.92 0.76 0.84 0.80 0.71
Naive Bayes 0.79 0.69 0.73 0.92 0.85 0.54 0.66 0.62
Bayesian Network 0.91 0.63 0.74 0.93 0.86 0.81 0.83 0.77
Perceptron 0.82 0.70 0.76 0.92 0.75 0.92 0.82 0.73
Decision Tree 0.79 0.69 0.73 0.92 0.87 0.81 0.84 0.78
Agreement - - 0.79 0.95 - - 0.85 0.89

Table 3: Results for Wiktionary-Wikipedia alignment in English and German: Using baselines (top),
approaches from previous work (middle) and different machine learning classifiers (bottom). We report
precision, recall, F-measure (the harmonic mean of both) and accuracy. Best results for each value and
dataset are marked in bold. The inter-annotator agreements A0 and F1 are given as upper bounds.

Error analysis Error sources for our system are mostly the same as for the previously reported ap-
proaches – if equivalent concepts are described very differently (known as the “lexical gap”, e.g. the
senses “divulge confidential information” and “to confess under interrogation” of the verb to sing) and
happen to be not very close in the resource graph, i.e. both similarity measures fail at once, they are likely
not aligned (false negatives). On the other hand, false positives occur for examples such as Brand, which
is the name of districts in two different German cities (Aachen and Zwickau). The sense descriptions
are very much alike, and the senses are also located in similar regions of the resource graphs (roughly
speaking, German geography), which makes the distinction hard. Addressing these issues might be pos-
sible by computing more sophisticated gloss similarity measures (e.g. using lexical expansion (Iida et
al., 2008)) or enhancing the graph construction process. In general, however, there are no discernible
systematic errors made by our system.

5 Conclusions and future work

We have shown that through joint modeling of different similarity measures for WSA the overall align-
ment quality in terms of F-measure can be significantly improved over the state of the art for each and
every of the considered four datasets. This proves that such a joint usage of global structure as well as
the content of the LSRs is indeed preferable over using either of them in isolation or combining them in
a simple backoff approach, since it effectively utilizes both ways of calculating similarity.

Apart from substantially improving WSA performance, we also present two new datasets for
Wiktionary-Wikipedia alignment in English and German which fill a considerable gap in the previous
work on WSA. One of Wiktionary’s explicit purposes is to complement the knowledge in Wikipedia,
so that an alignment between these widely used resources seems a natural and important extension to
the body of work in this field. Especially for (semi-) automatic translation tasks, this resource combina-
tion seems extremely promising due to the abundant multilingual content in both resources (see Section
3.1.1). We suggested a comparable combination of Wiktionary and OmegaWiki in the past (Matuschek
et al., 2013), but the much larger Wikipedia is bound to hold even more potential. Moreover, the Ger-
man dataset is of unprecedented size, allowing more credible statements about the performance of WSA
algorithms in a full alignment scenario. Another interesting aspect is that this dataset was derived from
links created by the crowd of Wiktionary editors, not by expert annotators; thus, it can be considered the
first crowdsourced WSA dataset. This type of dataset creation is also one aspect of future work. We want
to investigate in more detail to what extent these alignments are trustworthy, what steps are necessary
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to improve the dataset’s size and quality, and how negative examples (i.e. non-alignments) can be more
reliably derived. We also plan to find out if such datasets could be created for other Wiktionary language
editions.

The fact that the achieved results are close to the human agreement suggests that, for the datasets
considered, there is not much room for improvement. Thus, we plan to apply and adapt the algorithm to
LSRs with different properties than the ones considered here, such as the more syntax-focused FrameNet
(Ruppenhofer et al., 2010) which only recently has received research attention in automatic WSA (Hart-
mann and Gurevych, 2013). The usage of syntactic features to express sense similarity has not been
thoroughly explored yet, and it seems a promising direction to make further progress in WSA. Usage of
more elaborate textual similarity features (e.g. covering semantic similarity or using lexical expansion)
as it was suggested for text reuse detection (Bär et al., 2012) would be another direction worth exploring.

Inspired by the semi-automatic construction of the Wiktionary-Wikipedia gold standard for English
from existing datasets, we also want to investigate whether an alignment of more than two resources
at once (n-way alignment) is feasible, using joint knowledge from all LSRs involved. For instance,
the information that two senses in resources A and B share a strong resemblance to a sense in another
resource C could be expressed by an additional feature.
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