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#### Abstract

A spelling error detection and correction application is based on three main components: a dictionary (or reference word list), an error model and a language model. While most of the attention in the literature has been directed to the language model, we show how improvements in any of the three components can lead to significant cumulative improvements in the overall performance of the system. We semi-automatically develop a dictionary of 9.3 million fully inflected Arabic words using a morphological transducer and a large corpus. We improve the error model by analysing error types and creating an edit distance based re-ranker. We also improve the language model by analysing the level of noise in different sources of data and selecting the optimal subset to train the system on. Testing and evaluation experiments show that our system significantly outperforms Microsoft Word 2010, OpenOffice Ayaspell and Google Docs.


Title in Arabic

> تحسين اكتثـاف وتصحيح الأخطاء الإملائية في اللغة العربية

## Abstract in Arabic

```
تقوم تطبيقات اكتشاف وتصحيح الأخطاء الإملائية على ثلاث مكونات رئيسية وهي: قاموس (أو قائمة كلمات مرجية)،) ونموذ
الخطأ ونموذج اللغة. وبينما ينصب الاهتمام في الأبحاث العلمية على نموذج اللغة،، فإننا نبين أن التحسينات التي يتم إبخالها على \
```





```
التحرير. وقمنا كذلك بتحسين نموذج اللغة عن طريق تحلبل نسبة الأخطاء في مصادر البيانات المختلفة واختيار الجزء الماء المثالي
ل\
                                    أو 'ا
```
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## 1 Introduction

Spelling correction solutions have significant importance for a variety of applications and NLP tools including text authoring, OCR, pre-editing or post-editing for parsing and machine translation, intelligent tutoring systems, etc.
The spelling correction problem is formally defined (Brill, and Moore, 2000) as: given an alphabet $\Sigma$, a dictionary $D$ consisting of strings in $\Sigma^{*}$, and a spelling error $s$, where $s \notin D$ and $s \in \Sigma^{*}$, find the correction $c$, where $c \in D$, and $c$ is most likely to have been erroneously typed as $s$. This is treated as a probabilistic problem formulated as (Kernigan, 1990; Norvig, 2009; Brill, and Moore, 2000):
$\operatorname{argmax}_{c} P(s \mid c) P(c)$
Here $c$ is the correction, $s$ is the spelling error, $P(c)$ is the probability that $c$ is the correct word (or the language model), and $P(s \mid c)$ is the probability that $s$ is typed when $c$ is intended (the error model or noisy channel model), $\operatorname{argmax}_{c}$ is the scoring mechanism that computes all plausible values of the correction $c$ and maximizes its probability.

The definition shows that a good spelling correction system needs a balanced division of labour between the three main components: the dictionary, error model and language model. In this paper we show that in the error model there is a direct relationship between the number of correction candidates and the likelihood of finding the correct correction: the larger the number of candidates generated by the error model, the more likely is to include the best correction. At the same time, in the language model there is an inverse relationship between the number of candidates and the ability of the model to decide on the right correction: the larger the number of candidates, the less likely the language model will be successful in making the correct choice. A language model is negatively affected by a high dimensional search space. A language model is also negatively affected by noise in the data when the size of the data is not very large.
In this paper we deal with Modern Standard Arabic as used in official and edited news web sites. Dialectal Arabic is beyond the scope of this research. Furthermore, we deal with non-word errors; real word errors are not handled in this paper. The problem of spell checking and spelling error correction for Arabic has been investigated in a number of papers. Shaalan et. al. (2003) provide a characterization and classification of spelling errors in Arabic. Haddad and Yaseen (2007) propose a hybrid approach that utilizes morphological knowledge to formulate morphographemic rules to specify the word recognition and non-word correction process. Shaalan et. al. (2012) use the Noisy Channel Model trained on word-based unigrams for spelling correction, but their system performs poorly against the Microsoft Spell Checker.

Our research differs in that we use an n-gram language model (mainly bigrams) trained on the largest available corpus to date, the Arabic Gigaword Corpus $5^{\text {th }}$ Edition. In addition, we classify spelling errors by comparing the errors with the gold correction, and, based on this classification, we develop knowledge-based re-ranking rules for reordering and constraining the number of candidates generated though the Levenshtein edit distance (Levenshtein, 1966) and integrate them into the overall model. Furthermore, we show that careful selection of the language model training data based on the amount of noise present in the data, has the potential to further improve overall results. We also highlight the importance of the dictionary (or reference word list) in the processes of spell checking and candidate generation.
In order to evaluate the system, we create a test corpus of 400,000 running words (tokens) consisting of news articles collected from various sources on the web (and not included in the
corpus used in the development phase). From this test corpus, we extract 2,027 spelling errors (naturally occurring and not automatically generated), and we manually provide each spelling error with its gold correction. We test our system against this gold standard and compare it to Microsoft Word 2010, OpenOffice Ayaspell, and Google Docs. Our system performs significantly better than the three other systems both in the tasks of spell checking and automatic correction (or $1^{\text {st }}$ order ranking).

The remainder of this paper is structured as follows: Section 2 shows how the dictionary (or word list) is created from the AraComLex finite-state morphological generator (Attia et al., 2011), and how spelling errors are detected. Section 3 explains how the error model is improved by developing rules to improve the ranking produced through finite-state edit distance. Section 4 shows how the language model is improved by selecting the right type of data to be trained on. Various data sections are analysed to detect the amount of noise they have, then some subsets of data are chosen for the n-gram language model training and the evaluation experiments. Finally Section 5 concludes.

## 2 Improving the Dictionary

The dictionary (or word list) is an essential component of a spell checker/corrector, as it is the reference against which the decision can be made whether a given word is correct or misspelled. It is also the reference against which correction candidates are filtered. There are various options for creating a word list for spell checking. It can be created from a corpus, a morphological analyser/generator, or both. The quality of the word list will inevitably affect the quality of the application whether in checking errors or generating valid and plausible candidates.

We use the AraComLex Extended word list for Arabic described in Shaalan et. al. (2012) further enhancing it by matching its word list against the Gigaword corpus. Words found in the Gigaword corpus and not included in the AraComLex Extended are double-checked by a second morphological analyser, the Buckwalter Arabic Morphological Analyser (Buckwalter, 2004), and the mismatches are manually revised, ultimately creating a dictionary of 9.3 million fully inflected Arabic word types.

For spelling error detection, we use two methods, the direct method, that is matching against the dictionary (or word list), and a character-based language modelling method in case such a word list is not available. The direct way for detecting spelling errors is to match words in an input text against a dictionary. Such a dictionary for Arabic runs into several million word types, therefore it is more efficient to use finite state automata to store words in a more compact manner. An input string is then compared against the valid word list paths and spelling errors will show as the difference between the two word lists (Hassan et al., 2008, Hulden, 2009a).

Shaalan et. al. (2012) implement error detection through language modelling. They build a character-based tri-gram language model using SRILM ${ }^{1}$ (Stolcke et al., 2011) in order to classify words as valid and invalid. They split each word into characters, and create two language models: one for the total list of words pre-classified as valid ( $9,306,138$ words), and one for a list of words classified as invalid ( $5,841,061$ words). Their method yields a precision of $98.2 \%$ at a recall of $100 \%$.

[^0]
## 3 Improving the Error Model: Candidate Generation

Having detected a spelling error, the next step is to generate possible and plausible corrections for that error. For a spelling error $s$ and a dictionary $D$, the purpose of the error model is to generate the correction $c$, or list of corrections $c_{1}^{n}$ where $c_{1}^{n} \in D$, and $c_{1}^{n}$ are most likely to have been erroneously typed as $s$. In order to do this, the error model generates a list of candidate corrections $c_{1}, c_{2}, \ldots, c_{n}$ that bear the highest similarity to the spelling error $s$.

We use a finite-state transducer to propose candidate corrections within edit distance 1 and 2 measured by Levenshtein Distance (Levenshtein, 1966) from the misspelled word (Oflazer, 1996; Hulden, 2009b; Norvig, 2009; Mitton, 1996). The transducer works basically as a character-based generator that replaces each character with all possible characters in the alphabet as well as deleting, inserting, and transposing neighbouring characters. There is also the problem of merged (or run-on) words that need to be split, such as أو ' ‘ ' $>\mathrm{w}>\mathrm{y}>\mathrm{y}$ ' "or any".
Candidate generation using edit distance is a brute-force process that ends up with a huge list of candidates. Given that there are 35 alphabetic letters in Arabic, for a word of length $n$, there will be $n$ deletions, $n-1$ transpositions, $35 n$ replaces, $35(n+1)$ insertions and $n-3$ splits, totaling $73 n+31$. For example, a misspelt word consisting of 6 characters will have 469 candidates (with possible repetitions). This large number of candidates needs to be filtered and reordered in such a way that the correct correction comes top or near the top of the list. To filter out unnecessary words, candidates that are not found in the dictionary (or word list) are discarded. The ranking of the candidates is explained in the following sub-section.

### 3.1 Candidate Ranking

The ranking of candidates is initially based on a simple edit distance measure where the cost assignment is based on arbitrary letter change. In order to improve the ranking, we analyse error types in our gold standard of 2,027 misspelt words with their corrections to determine how they are distributed in order to devise ranking rules for the various edit operations.
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Figure 1 - Simple edit distance measure
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Figure 2 - Re-ranked edit distance
Based on these facts we use a re-ranker to order edit distance operations according to their likelihood to generate the most plausible correction. Our analysis shows that hamzahs (>, <, \&,

A,$\},\{, '$ and $\mid$ ), the pair of yaa (y) and alif maqsoura (Y), and the pair of taa marboutah ( p ) and haa (h) contribute to the largest amount of spelling errors. Our re-ranker is sensitive to these facts and primes the edit distance scoring mechanism with different rules following the error patterns for Arabic. It assigns a lower cost score to the most-frequently confused character sets (which are often graphemically similar), and a higher score to other operations. We use the foma (Hulden, 2009b) "apply med <string>" command to find approximate matches to the string in the top network by minimum edit distance. Figure 1 and 2 show the different configuration files for the simple and re-ranked edit distance.

We also notice that split words constitute $16 \%$ of the spelling errors in the Arabic data. These are cases where two words are joined together and the space is omitted, such as عبدالدايم 'EbdAldAym' "Abdul-Dayem". The problem with split words is that they are not handled by the edit distance operation. Therefore we add a process for automatically inserting spaces between the various parts of the string. This will create more candidates: a word of length $n$ will have $n-3$ candidates, given that the minimum word length in Arabic is two characters.

### 3.2 Evaluation of the Candidate Ranking Technique

Our purpose in ranking generated candidates is to see the correct candidate (the gold correction) at or near the top of the list, so that when we reduce the list of candidates we do not lose so many of the correct ones. We test the ranking mechanism using our gold standard of 2,027 misspelt words with their gold correction.

| Cut- <br> off <br> limit | Simple edit distance score <br> gold found in candidates |  | Re-ranked edit distance score <br> gold found in candidates |  |
| :--- | :---: | :---: | :--- | :--- |
|  | without split <br> words \% | after adding <br> split words \% | without split <br> words \% | after adding <br> split words \% |
| 100 | 79.97 | 90.97 | 82.09 | 93.09 |
| 90 | 79.87 | 90.87 | 82.04 | 93.04 |
| 80 | 79.72 | 90.73 | 82.04 | 93.04 |
| 70 | 79.33 | 90.33 | 82.04 | 93.04 |
| 60 | 78.93 | 89.94 | 81.85 | 92.85 |
| 50 | 78.34 | 89.34 | 81.85 | 92.85 |
| 40 | 77.16 | 88.16 | 81.65 | 92.65 |
| 30 | 75.04 | 86.04 | 81.55 | 92.55 |
| 20 | 71.88 | 82.88 | 81.01 | 92.01 |
| 10 | 64.58 | 75.58 | 79.92 | 90.92 |
| 9 | 62.90 | 73.90 | 79.72 | 90.73 |
| 8 | 61.77 | 72.77 | 79.63 | 90.63 |
| 7 | 59.60 | 70.60 | 79.13 | 90.13 |
| 6 | 56.83 | 67.83 | 78.93 | 89.94 |
| 5 | 53.33 | 64.33 | 78.59 | 89.59 |
| 4 | 48.99 | 59.99 | 78.10 | 89.10 |
| 3 | 44.06 | 55.06 | 77.70 | 88.70 |
| 2 | 37.15 | 48.15 | 75.78 | 86.78 |
| 1 | 23.88 | 34.88 | 65.66 | 76.67 |

TABLE 1 - Comparing simple edit distance with re-ranked edit distance

We compare the simple edit distance measure to our revised edit distance re-ranking scorer. As Table 1 shows, the re-ranking scorer performs better at all levels. We notice that when the number of candidates is large the difference between the simple edit distance and the re-ranked edit distance is not big (about $2 \%$ absolute at the 100 cut-off limit without splits), but when the limit for the number of candidate is lowered the difference increases quite considerably (about $42 \%$ absolute at 1 cut-off limit without splits). This indicates that our knowledge-based edit distance re-ranker has been successful in pushing good candidates up the top of the list. We also notice that adding splits for merged words has a beneficial effect on all counts.

## 4 Spelling Correction

Having generated correction candidates and improved their ranking based on the study of the frequency of the error types, we now use language models trained on different corpora to finally choose the single best correction. We compare the results against the Microsoft Spell Checker in Office 2010, Ayaspell used in OpenOffice, and Google Docs.

### 4.1 Correction Procedure

For automatic spelling correction (or first order ranking) we use n-gram language models. Language modelling assumes that the production of a human language text is characterized by a set of conditional probabilities, $P\left(w_{k} \mid w_{1}^{k-1}\right)$, where $w_{1}^{k-1}$ is the history and $w_{k}$ is the prediction, so that the probability of a sequence of $k$ words $P\left(w_{l}, \ldots, w_{k}\right)$ is formulated as a product (Brown et al., 1992):

$$
P\left(w_{1}^{k}\right)=P\left(w_{1}\right) P\left(w_{2} \mid w_{1}\right) \ldots P\left(w_{k} \mid w_{1}^{k-1}\right)
$$

We use the SRILM toolkit ${ }^{2}$ (Stolcke et al., 2011) to train 2-, 3- and 4-gram language models on our data sets. As we have two types of candidates, normal words and split words, we use two SRILM tools: disambig and ngram. We use the disambig tool to choose among the normal candidates. Handling split words is done as a posterior step where we use the ngram tool to score the chosen candidate from the first round and the various split-word options. Then the candidate with the least perplexity score is selected. The perplexity of a language model is the reciprocal of the geometric average of the probabilities. If a sample text $S$ has $|S|$ words, then the perplexity is $P(S)^{-1 /|S|}$ (Brown et al., 1992). This is why the language model with the smaller perplexity is in fact the one with the higher probability with respect to $S$.

### 4.2 Analysing the Training Data

Our language model is based on raw data from two sources: the Arabic Gigaword Corpus $5^{\text {th }}$ Edition and a corpus of news articles crawled from the Al-Jazeera web site. The Gigaword corpus is a collection of news articles from nine news sources: Agence France-Presse, Xinhua News Agency, An Nahar, Al-Hayat, Al-Quds Al-Arabi, Al-Ahram, Assabah, Asharq Al-Awsat and Ummah Press.

Before we start using our available corpora in training the language model, we analyse the data to measure the amount of noise in each subset of the data. In order to do this, we create a list of the most common spelling errors. This list of spelling errors is created by analysing the data using MADA (Habash et al., 2005; Roth et al., 2008) and checking instances where words have been normalized. In this case the original word is considered to be a suboptimal variation of the spelling of the diacritized form. We collect these suboptimal forms and sort them by frequency.

[^1]Then we take the top 100 misspelt forms and see how frequent they are in the different subsets of data in relation to the word count in each data set.

The analysis shows that the data has a varying degree of cleanness, ranging from the very clean to the very noisy. Data in the Agence France-Presse (AFP) is the noisiest while Ummah Press is the cleanest, and Al-Jazeera is the second cleanest. Due to the fact that the Ummah Press data is small in size compared to the AFP data we ignore it in our experiments and use instead the AlJazeera data for representing the cleanest data set.

### 4.3 Automatic Correction Evaluation

For comparison, we first evaluate the automatic correction (or first order ranking) of three industrial text authoring applications: Google Docs ${ }^{3}$, Open-Office Ayaspell, and Microsoft Word. We use our test set of 2,027 spellings errors. We test the automatic correction on two levels: at the word type level (that is unique words without repetition) and the word token level (that is words as they are found in the corpus with possible repetition). The results in Table 2 are reported in terms of accuracy (number of correct corrections divided by the number of all errors).

|  | Google Docs <br> Accuracy \% | OpenOffice Ayaspell <br> Accuracy \% | MS Word <br> Accuracy \% |
| :---: | :---: | :---: | :---: |
| Tested on word types | 17.02 | 41.88 | 71.24 |
| Tested on word tokens | 9.32 | 41.86 | 57.15 |

TABLE 2 - Evaluation of spelling correction of Google Docs, Ayaspell and MS Word 2010

| cut-off <br> limit | normal candidates accuracy |  |  | normal candidates + splitword <br> accuracy 2-gram |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | AFP | Jazeera | Gigaword | AFP | Jazeera | Gigaword |
| 100 | 44.58 | 59.75 | 61.27 | 50.75 | 67.34 | 68.98 |
| 90 | 44.85 | 60.32 | 61.64 | 51.03 | 67.90 | 69.30 |
| 80 | 45.66 | 60.95 | 62.19 | 51.58 | 68.54 | 69.76 |
| 70 | 47.46 | 62.40 | 64.05 | 53.39 | 69.97 | 71.62 |
| 60 | 47.90 | 62.92 | 64.58 | 53.88 | 70.43 | 72.10 |
| 50 | 48.88 | 63.87 | 65.34 | 54.75 | 71.39 | 72.82 |
| 40 | 50.50 | 64.67 | 66.05 | 56.29 | 72.18 | 73.49 |
| 30 | 51.90 | 66.10 | 67.43 | 57.58 | 73.53 | 74.82 |
| 20 | 53.85 | 67.90 | 69.20 | 59.13 | 74.94 | 76.37 |
| 10 | 60.94 | 70.82 | 72.11 | 64.95 | 77.05 | 78.87 |
| 9 | 61.79 | 71.21 | 72.43 | 65.31 | 77.33 | 79.12 |
| 8 | 62.90 | 71.88 | 73.07 | 66.17 | 77.82 | 79.58 |
| 7 | 63.87 | 72.17 | 73.69 | 67.04 | 78.07 | 80.12 |
| 6 | 66.42 | 72.79 | 74.39 | 69.23 | 78.51 | 80.73 |
| 5 | 67.60 | 73.78 | 74.91 | 69.97 | 79.10 | 81.03 |
| 4 | 69.37 | 75.21 | 75.95 | 71.21 | 80.05 | 81.79 |
| 3 | 72.73 | 76.48 | $\mathbf{7 7 . 2 4}$ | 73.93 | 80.97 | $\mathbf{8 2 . 8 6}$ |
| 2 | 70.68 | 72.47 | 73.33 | 70.72 | 76.37 | 78.39 |

TABLE 3 - Correction accuracy with 2-gram LM trained on AFP, Al-Jazeera and Gigaword

[^2]Next we evaluate our approach using language models trained on the AFP data (as representing the noisiest type of data), the Al-Jazeera data (as representing the cleanest subset of data) and the entire Gigaword corpus (as representing a huge data set with a moderate amount of noise). We run our experiments on the candidates generated through the re-ranked edit distance processing explained in Section 3 with varying candidate cut-off limits. We test the normal candidates using the SRILM disambig tool and the split words using ngram tool.

As Table 3 shows, the best score achieved for the automatic correction is $82.86 \%$ using the bigram language model with a candidate cut-off limit of 3 , and with the split words added. Table 3 shows that when there are too many candidates (above 10 candidates) the $n$-gram language model performs poorly and with too few candidates ( 2 candidates) the performance also deteriorates considerably. Therefore a reasonable range for the number of candidates for the ngram language model is between 7 and 3, with optimal performance at 3 .

Comparing the two data sets which are comparable in size, the AFP and Al-Jazeera, we find that the best score achieved with the AFP data is $73.93 \%$ that is $7.04 \%$ absolute less than the best score achieved with the Al-Jazeera data ( $80.97 \%$ ). The quality of the data is a crucial factor here. The Al-Jazeera data is relatively clean while the AFP data is full of noise and misspellings. This emphasizes the point in language modelling that clean data is better than noisy data when they are comparable in size.

Table 3 also shows that the extremely large corpus ameliorates the effect of the noise and produces the best results among all the data sets. The best score achieved for the language model trained on the Gigaword corpus is $82.86 \%$, which is $1.89 \%$ absolute better than the score for AlJazeera ( $80.97 \%$ ). This could be a further indication in favour of the argument that more data is better than clean data. However, we must notice that the Gigaword data is one order of magnitude larger than the Al-Jazeera data, and in some applications, for efficiency reasons, it could be better to work with the language model trained on Al-Jazeera. We notice that the addition of the split word component has a positive effect on all test results.

Compared to other spelling error detection and correction systems we notice that our best accuracy score ( $82.86 \%$ ) is significantly higher than that for Google Docs ( $9.32 \%$ ), Ayaspell for OpenOffice (41.86 \%) and Microsoft Word 2010 (57.15 \%).

## Conclusion

We have developed methods for improving the main three components in a spelling error correction application: the dictionary (or word list), the error model and the language model. These three components are highly interconnected and interrelated. Without the dictionary being an exhaustive and accurate representation of the language words space, without an error model being able to generate a plausible and compact list of candidates, and without a language model being trained on either clean data or an extremely large amount of data, no high quality correction results can be expected. Our spelling correction methodology significantly outperforms the three industrial applications of Ayaspell, MS Word, and Google Docs in first order ranking of candidates.
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