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Preface

You will find in this volume papers from the 23rd International Conference on Computational
Linguistics (COLING 2010) held in Beijing, China on August 23-27, 2010 under the auspices of
the International Committee on Computational Linguistics (ICCL), and organized by the Chinese
Information Processing Society (CIPS) of China. For this prestigious natural language processing
conference to be held in China is a significant event for computational linguistics and for colleagues in
China, demonstrating both the maturity of our field and the development of academic areas in China.

COLING started as a friendly gathering in New York in 1965, and has grown steadily since. Yet
COLINGS aspiration to be a different conference remains the same. COLING strives to maintain its
key qualities of embracing different theories and encouraging young scholars in spite of its growing
size. A new component introduced at COLING 2010 underlines this quality. A RefreshINGenious
(RING) session, organized by Aravind Joshi, our General Chair, allows new and un-orthodox ideas to
be presented before they are fully developed in order to generate more discussion and stimulate other
new ideas. We hope that this can become an important feature of COLING in the future.

The 155 oral papers included in the hardcopy proceedings published by Tsinghua University Press, as
well as the 334 papers included in the electronic proceedings (the same 155 oral papers plus 179 poster
papers) are selected from among 815 effective submissions among the more than 840 submissions
received. The very selective acceptance rate of 19.02% for oral presentations (155/815 submissions)
indicates the extremely high quality of the papers. An additional 21.96% (179/815) are selected for
poster presentations to bring the overall acceptance rate to 40.98% (334/815).

We would like to thank the program committee area chairs for their dedicated and efficient review
work, and our 738 reviewers for giving us very high quality reviews with a very short turnaround time,
allowing us to maintain both the review quality and schedule even given the extraordinary number of
submissions. Of course we thank the authors of the 840 papers for submitting their labor of love to
COLING. Although we were only able to accept a minority of the submitted papers, we do hope that all
authors and reviewers benefit from this process of indirect dialogue. We are especially grateful to the
incredibly hard-working team of Stanford volunteers Jenny Finkel, Adam Vogel, and Mengqiu Wang,
and HIT volunteers Sam Liang and Lemon Liu, who provided timely and efficient support for the two
program chairs at every step of the review and publication processes.

Last but not least, we would like to thank the people who made COLING 2010 and this volume possible.
We thank local arrangement committee co-chairs Professor Chengqing Zong and Professor Le Sun for
their tireless work which will make COLING-2010 a sure success. Our special appreciation goes to the
Chinese Information Processing Society (CIPS) and Professor Youqi Cao for their generous support as
the COLING 2010 organizer. Lastly, Professor Qin Lu and Professor Tiejun Zhao should be recognized
for their meticulous preparation for editing and publication, which brought this volume to reality.

Chu-Ren Huang and Dan Jurafsky,
COLING 2010 Program Committee Co-chairs

July 8, 2010
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Abstract

The Right Frontier Constraint (RFC), as a
constraint on the attachment of new con-
stituents to an existing discourse struc-
ture, has important implications for the in-
terpretation of anaphoric elements in dis-
course and for Machine Learning (ML) ap-
proaches to learning discourse structures.
In this paper we provide strong empirical
support for SDRT’s version of RFC. The
analysis of about 100 doubly annotated
documents by five different naive annota-
tors shows that SDRT’s RFC is respected
about 95% of the time. The qualitative
analysis of presumed violations that we
have performed shows that they are either
click-errors or structural misconceptions.

1 Introduction

A cognitively plausible way to view the construc-
tion of a discourse structure for a text is an incre-
mental one. Interpreters integrate discourse con-
stituent n into the antecedently constructed dis-
course structure D for constituents 1 to n — 1 by
linking n to some constituent in D with a dis-
course relation. sSDRT’s Right Frontier Constraint
(RFC) (Asher, 1993; Asher and Lascarides, 2003)
says that a new constituent »n cannot attach to an
arbitrary node in D. Instead it must attach to ei-
ther the last node entered into the graph or one of
the nodes that dominate this last node. Assuming
that the last node is usually found on the right of
the structure, this means that the nodes available
for attachment occur on the right frontier (RF) of
the discourse graph or SDRS.

Researchers working in different theoretical
paradigms have adopted some form of this con-
straint.  Polanyi (1985; 1988) originally pro-
posed the RFC as a constraint on antecedents to

1

anaphoric pronouns. SDRT generalizes this to a
condition on all anaphoric elements. As the at-
tachment of new information to a contextually
given discourse graph in SDRT involves the reso-
lution of an anaphoric dependency, RFC furnishes
a constraint on the attachment problem. (Webber,
1988; Mann and Thompson, 1987; 1988) have
also adopted versions of this constraint. But there
are important differences. While SDRT and RST
both take RFC as a constraint on all discourse at-
tachments (in DLTAG, in contrast, anaphoric dis-
course particles are not limited to finding an an-
tecedent on the RF), SDRT’s notion of RF is sub-
stantially different from that of RST’s or Polanyi’s,
because SDRT’s notion of a RF depends on a 2-
dimensional discourse graph built from coordinat-
ing and subordinating discourse relations. Defin-
ing RFC with respect to SDRT’s 2-dimensional
graphs allows the RF to contain discourse con-
stituents that do not include the last constituent
entered into the graph (in contrast to RST). SDRT
also allows for multiple attachments of a con-
stituent to the RFC.

SDRT’s RFC has important implications for the
interpretation of various types of anaphoric ele-
ments: tense (Lascarides and Asher, 1993), ellip-
sis (Hardt et al., 2001; Hardt and Romero, 2004;
Asher, 2007), as well as pronouns referring to in-
dividuals and abstract entities (Asher, 1993; Asher
and Lascarides, 2003). The RFC, we believe, will
also benefit ML approaches to learning discourse
structures, as a constraint limiting the search space
for possible discourse attachments. Despite its
importance, SDRT’S RFC has never been empiri-
cally validated, however. We present evidence in
this paper providing strong empirical support for
SDRT’s version of the constraint. We have cho-
sen to study SDRT’s notion of a RF, because of
SDRT’s greater expressive power over RST (Dan-
los, 2008), the greater generality of SDRT’s defi-
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nition of RFC, and because of SDRT’s greater the-
oretical reliance on the constraint for making se-
mantic predictions. SDRT also makes theoretically
clear why the RFC should apply to discourse re-
lation attachment, since it treats discourse struc-
ture construction as a dynamic process in which
all discourse relations are essentially anaphors.
The analysis of about 100 doubly annotated docu-
ments by five different naive annotators shows that
this constraint, as defined in SDRT, is respected
about 95% of the time. The qualitative analysis of
the presumed violations that we have performed
shows that they are either click-errors or structural
misconceptions by the annotators.

Below, we give a formal definition of SDRT’s
RFC; section 3 explains our annotation procedure.
Details of the statistical analysis we have per-
formed are given in section 4, and a qualitative
analysis is provided in section 5. Finally, sec-
tion 6 presents the implications of the empirical
study for ML techniques for the extraction of dis-
course structures while sections 7 and 8 present
the related work and conclusions.

2 TheRight Frontier Constraint in SDRT

In SDRT, a discourse structure or SDRS (Seg-
mented Discourse Representation Structure) is a
tuple < A, F,LAST >, where A is the set of
labels representing the discourse constituents of
the structure, LAST € A the last introduced label
and F a function which assigns each member of
A a well-formed formula of the sDRs language
(defined (Asher and Lascarides, 2003, p 138)).
SDRSS correspond to A\ expressions with a contin-
uation style semantics. SDRT distinguishes coor-
dinating and subordinating discourse relations us-
ing a variety of linguistic tests (Asher and Vieu,
2005),* and isolates structural relations (Parallel
and Contrast) based on their semantics.

The RF is the set of available attachment points

1The subordinating relations of SDRT are currently: Elab-
oration (a relation defined in terms of the main eventualities
of the related constituents), Entity-Elaboration (E-Elab(a,b)
iff b says more about an entity mentioned in a that is not the
main eventuality of a) Comment, Flashback (the reverse of
Narration), Background, Goal (intentional explanation), Ex-
planation, and Attribution. The coordinating relations are:
Narration, Contrast, Result, Parallel, Continuation, Alterna-
tion, and Conditional, all defined in Asher and Lascarides
(2003).

to which a new utterance can be attached. What
this set includes depends on the discourse relation
used to make the attachment. Here is the defini-
tion from (Asher and Lascarides, 2003, p 148).

Suppose that a constituent f3 is to be attached to a
constituent in the SDRS with a discourse relation
other than Parallel or Contrast. Then the avail-
able attachment points for /3 are:

1. The label o = LAST;
2. Any label ~ such that:

(a) i-outscopes(y, ) (i.e. R(J,«) or
R(a, ) is a conjunct in F(y) for
some R and some 4); or

(b) R(~,«) is a conjunct in F(\) for
some label A, where R is a subordi-
nating discourse relation.

We gloss this as o < 7.

3. Transitive Closure:

Any label ~ that dominates « through a

sequence of labels 1,2, . . . 5 such that

a<yr<7<...7m<7y

We can represent an SDRS as a graph G, whose
nodes are the labels of the SDRss constituents and
whose typed arcs represent the relations between
them. The nodes available for attachment of a new
element /3 in G are the last introduced node LAST
and any other node dominating LAST, where the
notion of domination should be understood as the
transitive closure over the arrows given by sub-
ordinating relations or those holding between a
complex segment and its parts. Subordinating re-
lations like Elaboration extend the vertical dimen-
sion of the graph, whereas coordinating relations
like Narration expand the structure horizontally.
The graph of every SDRS has a unique top label
for the whole structure or formula; however, there
may be multiple < paths defined within a given
SDRS, allowing for multiple parents, in the ter-
minology of (Wolf and Gibson, 2006). Further-
more, SDRT allows for multiple arcs between con-
stituents and attachments to multiple constituents
on the RFc, making for a very rich structure.
SDRT’S RFC is restricted to non-structural rela-
tions, because structural relations postulate a par-
tial isomorphism from the discourse structure of
the second constituent to the discourse structure
of the first, which provides its own attachment
possibilities for subconstituents of the two related
structures (Asher, 1993). Sometimes such paral-
lelism or contrast, also known as discour se subor-
dination (Asher, 1993), can be enforced in a long



distance way by repeating the same wording in the

two constituents.

RFC has the name it does because the segments
that belong on this set (the ~s in the above def-
inition) are typically nodes on a discourse graph
which are geometrically placed at the rRF of the
graph. Consider the following example embel-
lished from Asher and Lascarides (2003):

(1) (1) John had a great evening last night. (72) He first
had a great meal at Michel Sarran. (73) He ate
profiterolles de foie gras, (w4) which is a specialty of
the chef. (75) He had the lobster, (7g) which he had

been dreaming about for weeks. (77) He then went
out to a several swank bars.

The graph of the spRs for 1 looks like this:

@) .

\LElaboration
7_r/

/\

T2 3 >T7
Narration
¢Elaboratwn
17
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where 7/ and 7" represent complex segments.
Given that the last introduced utterance is repre-
sented by the node 77, the set of nodes that are
on the RF are 77 (LAST), 7’ (the complex segment
that includes 77) and 7r; (connected via a subordi-
nating relation to ). All those nodes are geomet-
rically placed at the RF of the graph.

SDRT’s notion of a RF is more general than
RST’S or DLTAG’S. First, SDRSs can have com-
plex constituents with multiple elements linked
by coordinate relations that serve as arguments
to other relations, thus permitting instances of
shared structure that are difficult to capture in a
pure tree notation (Lee et al., 2008). In addi-
tion, in RST the RF picks out the adjacent con-
stituents, LAST and complex segments including
LAST. Contrary to RST, SDRT, as it uses 2-
dimensional graphs, predicts that an available at-
tachment point for 77 is the non local and non ad-
jacent 7o, which is distinct from the complex con-
stituent consisting of w9 to 76.2 This difference
is crucial to the interpretation of the Narration:

2The 2-dimensionality of sDRss also allows us to rep-

Narration claims a sequence of two events; mak-
ing the complex constituent (essentially a sub-
SDRS) an argument of Narration, as RST does,
makes it difficult to recover such an interpreta-
tion. Danlos’s (2008) interpretation of the Nu-
clearity Principle provides an interpretation of the
Narration([2-4],5) that is equivalent to the SDRS
graph above.®> But even an optional Nuclearlity
Principle interpretation won’t help with discourse
structures like (2) where the backgrounding ma-
terial in 4 and the commentary in mg do not and
cannot figure as part of the Elaboration for seman-
tic reasons. In our corpus described below, over
20% of the attachments were non adjacent; i.e. the
attachment point for the new material did not in-
clude LAST.

A further difference between SDRT and other
theories is that, as SDRT’s RFC is applied re-
cursively over complex segments within a given
SDRS, many more attachment points are available
in SDRT. E.g., consider the SDRS for this example,
adapted from (Wolf and Gibson, 2006):

(3) (1) Mary wanted garlic and thyme. (2) She also
needed basil. (73) The recipe called for them. (74)
The basil would be hard to come by this time of year.

—_— >

T T2 3
Parallel ¢E—e|ab
T4
Because 7 is the complex segment consisting
of m; and my, attachment to = with a subordinat-
ing discourse relation permits attachment 7’s open
constituents as well.*

3 Annotated Corpus

Our corpus comes from the discourse structure an-
notation project ANNODIS® which represents an
on going effort to build a discourse graph bank
for French texts with the two-fold goal of test-
ing various theoretical proposals about discourse

resent many examples with Elaboration that involve cross-
ing dependencies in Wolf and Gibson’s (2006) representation
without violation of the RFC.

®Baldridge et al. (2007), however, show that the Nuclear-
ity Principle does not always hold.

“This part of the RFC was not used in (Asher and Las-
carides, 2003).

5http: //w3.erss.univ-tlse2.fr/annodis



structure and providing a seed corpus for learning
discourse structures using ML techniques. ANN-
oDIS’s annotation manual provides detailed in-
structions about the segmentation of a text into
Elementary Discourse Units (EDUS). EDUS corre-
spond often to clauses but are also introduced by
frame adverbials,® appositive elements, correla-
tive constructions ([ the more you work,] [the more
you earn]), interjections and discourse markers
within coordinated VPs [ John denied the charges]
[ but then later admitted hisguilt]. Appositive ele-
ments often introduce embedded EDUS; e.g., [Jim
Powers, [President of the University of Texas at
Austin], resigned today.], which makes our seg-
mentation more fine-grained than Wolf and Gib-
son’s (2006) or annotation schemes for RST or the
PDTB.

The manual also details the meaning of dis-
course relations but says nothing about the struc-
tural postulates of SDRT. For example, there is no
mention of the RFC in the manual and very little
about hierarchical structure. Subjects were told
to put whatever discourse relations from our list
above between constituents they felt were appro-
priate. They were also told that they could group
constituents together whenever they felt that as a
whole they jointly formed the term of a discourse
relation. We purposely avoided making the man-
ual too restrictive, because one of our goals was
to examine how well sDRT predicts the discourse
structure of subjects who have little knowledge of
discourse theories.

In total 5 subjects with little to no knowledge
of discourse theories that use RFC participated
in the annotation campaign. Three were under-
graduate linguistics students and two were grad-
uate linguistics students studying different areas.
The 3 undergraduates benefitted from a completed
and revised annotation manual. The two gradu-
ate students did their annotations while the anno-
tation manual was undergoing revisions. All in
all, our annotators doubly annotated about 100
French newspaper texts and Wkipedia articles.
Subjects first segmented each text into EDUS, and
then they were paired off and compared their seg-

®Frame adverbials are sentence initial adverbial phrases

that can either be temporal, spatial or “topical” (in Chem-
istry).

mentations, resolving conflicts on their own or via
a supervisor. The annotation of the discourse re-
lations was performed by each subject working
in isolation. ANNODIS provided a new state of
the art tool, cLOZzZz, for discourse annotation for
the three undergraduates. With GLOzz annotators
could isolate sections of text corresponding to sev-
eral EDUS, and insert relations between selected
constituents using the mouse. Though it did por-
tray relations selected as lines between parts of the
text, GLOzz did not provide a discourse graph or
SDRS as part of its graphical interface. The rep-
resentation often yielded a dense number of lines
between segments that annotators and evaluators
found hard to read. The inadequate interline spac-
ing in GLOZz also contributed to certain number
of click errors that we detail below in the paper.
The statistics on the number of documents, EDUS
and relations provided by each annotator are in ta-
ble 1.

annotator || #Docs | #EDUs | #Relations
undergrad 1 27 1342 1216
undergrad 2 31 1378 1302
undergrad 3 31 1376 1173
grad 1 47 1387 1390
grad 2 48 1314 1321

Table 1: Statistics on documents, EDUS and Rela-
tions.

4 Experimentsand Results

Using ANNODIS’s annotated corpus, we checked
for all EDUS 7, whether 7 was attached to a con-
stituent in the SDRs built from the previous EDUS
in a way that violated the RFC. Given a discourse
as a series of EDUS 1, o, . . ., T, We cONstructed
for each 7; the corresponding sub-graph and cal-
culated the set of nodes on the RF of this sub-
graph. We then checked whether the EDU 7,11
was attached to a node that was found in this set.
We also checked whether any newly created com-
plex segment was attached to a node on the RF of
this sub-graph.

4.1 Calculatingthe Nodes at the RF

To calculate the nodes on the RF, we slightly ex-
tended the annotated graphs, in order to add im-



plied relations left out by the annotators.”

Disconnected Graphs While checking the RFC
for the attachment of a node n, the SDRS graph
at this point might consist of 2 or more disjoint
subgraphs which get connected together at a later
point. Because we did not want to decide which
way these graphs should be connected, we defined
a right frontier for each one using its own LAST.
We then calculated the RF for each one of them
and set the set of available nodes to be those in
the union of the RFs of the disjoint subgraphs. If
the subgraphs were not connected at the end of
the incremental process in a way that conformed
to RFC, we counted this as a violation. Annotators
did not always provide us with a connected graph.

Postponed Decisions sDRT allows for the at-
tachment not only of EDuUSs but also of subgraphs
to an available node in the contextually given
SDRS. For instance, in the following example, the
intended meaning is given by the graph in which
the Contrast is between the first label and the com-
plex constituent composed of the disjunction of 7o
and 7s.

(1) Bill doesn’t like sports. (72) But Sam does.
(m3) Or John does.

Con%
i Altern. i

Naive annotators attached subgraphs instead of
EDUS to the RF with some regularity (around 2%).
This means that an EDU 7; 1 could be attached to
a node that was not present in the subgraph pro-
duced by 71,...,m. There were two main rea-
sons for this: (1) m;.1 came from a syntactically
fronted clause, a parenthetical or apposition in a
sentence whose main clause produced ;2 and
m;+1 Was attached to ;1 2; (2) m; 1 was attached
to a complex segment [... i1, ., Titk,- -]

which was not yet introduced in the subgraph.
Since the nodes to which 7; 1 is attached in
such cases are not present in the graph, by def-
inition they are not in the RF and they could be
counted as violations. Nonetheless, if the nodes

1

"In similar work on TimeML annotations, Setzer et al.
(2003; Muller and Raymonet (2005) add implied relations to
annotated, temporal graphs.

which connect nodes like 7; 11 eventually link up
to the incrementally built SDRS in the right way,
mi+1 Might eventually end up linked to something
on the RF. For this reason, we postponed the de-
cision on nodes like 7; 11 until the nodes to which
they are attached were explicitly introduced in the
SDRS.

The Coherence of Complex Segments In an
SDRS, several EDUS may combine to form a com-
plex segment « that serves as a term for a dis-
course relation R. The interpretation of the SDRS
implies that all of «’s constituents contribute to
the rhetorical function specified by R. This im-
plies that the coordinating relation Continuation
holds between the EDUS inside «, unless there is
some other relation between them that is incom-
patible with Continuation (like a subordinating
relation). Continuations are often used in SDRT
(Asher, 1993; Asher and Lascarides, 2003). Dur-
ing the annotation procedure, our subjects did not
always explicitly link the EDUS within a complex
segment. In order to enforce the coherence of
those complex segments we added Continuation
relations between the constituents of a complex
segment unlessthere was already another path be-
tween those constituents.

Expanding Continuations Consider the fol-

lowing discourse:

(4)  [John, [who owns a chain of restaurants],, [and is a
director of a local charity organization,| ., wanted to
sell his yacht.]., [He couldn’t afford it anymore.],

Annotators sometimes produced the following

SDRT graph for the first three EDUS of this dis-

course:

(C) R

JE-Elab

T2 3 -
Continuation

In this case the only open node is w3 due to
the coordinating relation Continuation. Nonethe-
less, m4 should be attached to my, without vi-
olating the RFC. Indeed, SDRT’s definition of
the Continuation relation enforces that if we have
R(71,m2) and Continuation(mo, 73) then we ac-
tually have the complex segment [my, 73] with
R(my, [r2,ms]). So there is in fact a missing com-
plex segment in (5). The proper SDRs graph of (4)
is:
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which makes 7 an available attachment site for
m4. Such implied constituents have been added to
the SDRs graphs.

Factoring Related to the operation of Ex-
pansion, SDRT’s definition of Continuation and
various subordinating relations also requires
that if we have R(a,[mi,m2,...,m,]) where
[r1,m2,...,m] 1S a complex segment with
w1, ... T, linked by Continuation and R is Elabo-
ration, Entity-Elaboration, Frame, Attribution, or
Commentary, then we also have R(a, ;) for each
1. We added these relations when they were miss-

ing.
4.2 Results

With the operations just described, we added sev-
eral inferred relations to the graph. We then cal-
culated statistics concerning the percentage of at-
tachments for which the RFC is respected using
the following formula:

# EDUsS attached to the RF

RFCgpy =

# EDUS in total

As we explained, an EDU can be attached to an
SDRT graph directly by itself or indirectly as part
of a bigger complex segment. In order to calcu-
late the nominator we determine first whether an
EDU directly attaches to the graph’s rRF, and if that
fails we determine whether it is part of a larger
complex segment which is attached to the graph’s
RF. The results obtained are shown in the first two
columns of table 2. The RFC is respected by at
least some attachment decision 95% of the time—
i.e., 95% of the EDUS get attached to another node
that is found on the RF. The breakdown across our
annotators is given in table 2.

SDRT allows for multiple attachments of an
EDU to various nodes in an SDRS; e.g. while an
EDU may be attached via one relation to a node
on the RF, it may be attached to another node off
the RF. To take account of all the attachments for a
given EDU, we need another way of measuring the

percentage of attachments that respects the RFC.
So we counted the ways each EDU is related to a
node in the SDRs for the previous text and then
divided the number of attachment decisions that
respect the RFC by the total number of attachment
decisions—i.e. :

# RF attachment decisions

RFC, =
# Total attachment decisions

annotator | RFCepu | RFC.
undergrad 1 98.57% 91.28%
undergrad 2 98.12% 94.39%
undergrad 3 91.93% 89.17%
grad 1 94.38% 86.54%
grad 2 92.68% 83.57%
Mean for all annotators 95.24% 88.91%
Mean for 3 undergrad 96.17% 91.71%

Table 2: The % with which each annotator has re-
spected SDRT’s RFC using the EDU and attachment
decision measures.

The third column of table 2 shows that having
a stable annotation manual and GLOzz improved
the results across our two annotator populations,
even though the annotation manual did not say
anything about RFC or about the structure of the
discourse graphs. Moreover, the distribution of vi-
olations of the RFC follows a power law and only
4.56% of the documents contained more than 5 vi-
olations. This is strong evidence that there is little
propagation of violations.

5 Analysisof Presumed Violations

Although 95% of EDUS attach to nodes on the
RF of an SDRT graph, 5% of EDUS don’t. SDRT
experts performed a qualitative analysis of some
of these presumed violations. In many cases, the
experts judged that the presumed violations were
due to click-errors: sometimes the annotators sim-
ply clicked on something that did not translate into
a segment. Sometimes, the experts judged that the
annotators picked the wrong segment to attach a
new segment or the wrong type of relation during
the construction of the SDRT graph. For example,
in the graph that follows the relation between seg-
ments 74 and 75 is not a Comment but an Entity-
Elaboration.



As expected, there were also “ structural” er-
rors, arising from a lack or a misuse of complex
segments. Here is a typical example (translated
from the original French):

[Around her,]_74 [we should mention Joseph
Racaille]_75 [responsible for the magnificent ar-
rangements,]_76 [Christophe Dupouy]_77 [reg-
ular associate of Jean-Louis Murat responsi-
ble for mixing,]_78 [without forgetting her two
guardian angels:]_79 [her agent Olivier Gluz-
man]_80 [who signed after a love at first
sight,]_81 [and her husband Mokhtar]_82 [who
has taken care of the family]_83

Here is the annotated structure up to EDU 78:

74

\LC’omment

75 7
|E-eap €Ot | E-elab
76 78 (LAST)

Note that the attachment of 77 to 75 is non-local
and non-adjacent. The annotator then attaches
EDU 79 to 75 which is blocked from the RF due to
the Continuation coordinating relation. By not
having created a complex segment due the enu-
meration that includes EDUS 75 to 78, the annota-
tor had no option but to violate the RF. Here is the
proper SDRT graph for segments 74 to 79 (where
the attachment of 79 to 74 is also both non-local
and non-adjacent):

Ve

a

/7T\79
_ >

15E- epagntmuation 17E- dab

76 78

In this case, before the introduction of EDU 79,
EDU 78 is LAST and by consequence 77, 7 and 74
are on the RF. Attaching 79 to 74 is thus legiti-
mate.

We also found more interesting examples of
right frontier violations. One annotator produced
a graph for a story which is about the attacks of
9/11/2001 and is too long to quote here. A sim-
plified graph of the first part of the story is shown
below. EDU 4 elaborates on the main event of the
story but it is not on the RF for 19. However, 19
is the first recurrence of the complex definite de-
scription le 11 septembre 2001 since the title and
the term’s definition in EDU 4.

19
This reuse of the full definite description could be
considered a case of SDRT’s discourse subordina-
tion.

6 RFC and distances of attachment

Our empirical study vindicates SDRT’s RFC, but
it also has computational implications. Using the
RFC dramatically diminishes the number of at-
tachment possibilities and thus greatly reduces the
search space for any incremental discourse pars-
ing algorithm.® The mean of nodes that are open
on the RF at any given moment on our ANNODIS
data is 16.43% of all the nodes in the graph.

Our data also allowed us to calculate the dis-
tance of attachment sites from LAST, which could
be an important constraint on machine learning
algorithms for constructing discourse structures.
Given a pair of constituents (m;, ;) distance is
calculated either textually (the number of inter-
vening EDUs between 7; and ;) or topologically
(the length the shortest path between 7; and 7).
Topological distance, however, does not take into
account the fact that a textually further segment is
cognitively less salient. Moreover, this measure
can give the same distance to nodes that are textu-
ally far away between them due to long distance
pop-ups (Asher and Lascarides, 2003). A purely
textual distance, on the other hand, gives the same
distance to an EDU ; and a complex segment
[71,...,m;] even if w1 and m; are textually dis-
tant (since both have the same span end). We used
a measure combining both. The distance scheme
that we used assigns to each EDU its textual dis-
tance from LAST in the graph under consideration,
while a complex segment of rank 1 gets a distance
which is computed from the highest distance of
their constituent EDUS plus 1. For a constituent o
of rank n we have:

Dist = Max{dist(z): zinc} +n

8 An analogous approach for search space reduction is fol-
lowed by duVerle and Prendinger (2009) who use the “Prin-
ciple of Sequentiality” (Marcu, 2000), though they do not say
how much the search space is reduced.



The distribution of attachment follows a power
law with 40% of attachments performed non-
locally, that is on segments of distance 2 or more
(figure 1). This implies that the distance between
candidate attachment sites that are on the RF is an
important feature for an ML algorithm. It is impor-
tant to note at this point that following the baseline
approach of always attaching on the LAST misses
40% of attachments. We also have 20.38% of the
non-local, non-adjacent attachments in our anno-
tations. So an RST parser using Marcu’s (2000)
adjacency constraint as do du\Verle and Prendinger
(2009) would miss these.

D OVO~+SDOO—=D®T

o

2 4 6 8 1012 14 16 18 20
Attachment distance

Figure 1: Distribution of attachment distance

7 Reated Work

Several studies have shown that the RFC may be
violated as an anaphoric constraint when there
are other clues, content or linguistic features, that
determine the antecedent. (Poesio and di Euge-
nio, 2001; Holler and Irmen, 2007; Asher, 2008;
Prévot and Vieu, 2008), for example, show that
anaphors such as definite descriptions and com-
plex demonstratives, which often provide enough
content on their own to isolate their antecedents,
or pronouns in languages like German which must
obey gender agreement, might remain felicitous
although the discourse relations between them and
their antecedents might violate the RFC. Usually
there are few linguistic clues that help find the
appropriate antecedent to a discourse relation, in
contrast to the anaphoric expressions mentioned
above. Exceptions involve stylistic devices like
direct quotation that license discourse subordina-
tion. Thus, SDRT predicts that RFC violations for

discourse attachments should be much more rare
than those for the resolution of anaphors that pro-
vide linguistic clues about their antecedents.

As regards other empirical validation of var-
ious versions of the RFC for the attachment of
discourse constituents, Wolf and Gibson (2006)
show an RsT-like RFC is not supported in their
corpus GraphBank. Our study concurs in that
some 20% of the attachments in our corpus can-
not be formulated in RST.° On the other hand,
we note that because of the 2 dimensional nature
of SDRT graphs and because of the caveats intro-
duced by structural relations and discourse sub-
ordination, the counterexamples from GraphBank
against, say, RST representations do not carry over
straightforwardly to sbrss. In fact, once these
factors are taken into account, the RFC violations
in our corpus and in GraphBank are roughly about
the same.

8 Conclusions

We have shown that SDRT’s RFC has strong empir-
ical support: the attachments of our 3 completely
naive annotators fully comply with RFC 91.7% of
the time and partially comply with it 96% of the
time. As a constraint on discourse parsing SDRT’S
RFC, we have argued, is both empirically and
computationally motivated. We have also shown
that non-local attachments occur about 40% of the
time, which implies that attaching directly on the
LAST will not yield good results. Further, many of
the non local attachments do not respect RST’s ad-
jacency constraint. We need SDRT’s RFC to get the
right attachment points for our corpus. We believe
that empirical studies of the kind we have given
here are essential to finding robust and useful fea-
tures that will vastly improve discourse parsers.

°0ne other study we are aware of is Sassen and Kiihn-
lein (2005), who show that in chat conversations, the RFC
does not always hold unconditionally. Since this genre of
discourse is not always coherent, it is expected that the RFC
will not always hold here.
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Identifying Multi-word Expressions by
Leveraging Morphological and Syntactic Idiosyncrasy

Hassan Al-Haj
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Abstract

Multi-word expressions constitute a sig-
nificant portion of the lexicon of every
natural language, and handling them cor-
rectly is mandatory for various NLP appli-
cations. Yet such entities are notoriously
hard to define, and are consequently miss-
ing from standard lexicons and dictionar-
ies. Multi-word expressions exhibit id-
iosyncratic behavior on various levels: or-
thographic, morphological, syntactic and
semantic. In this work we take advan-
tage of the morphological and syntactic
idiosyncrasy of Hebrew noun compounds
and employ it to extract such expressions
from text corpora. We show that relying
on linguistic information dramatically im-
proves the accuracy of compound extrac-
tion, reducing over one third of the errors
compared with the best baseline.

1 Introduction

Multi-word expressions (MWEs) are notoriously
hard to define. They span a range of constructions,
from completely frozen, semantically opaque id-
iomatic expressions, to frequent but morpholog-
ically productive and semantically compositional
collocations. Various linguistic processes (ortho-
graphic, morphological, syntactic, semantic, and
cognitive) apply to MWEs in idiosyncratic ways.
Notably, MWEs blur the distinction between the
lexicon and the grammar, since they often have
some properties of words and some of phrases.

In this work we define MWEs as expressions
whose linguistic properties (morphological, syn-
tactic or semantic) are not directly derived from
the properties of their word constituents. This is
a functional definition, driven by a practical mo-
tivation: any natural language processing (NLP)
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application that cares about morphology, syntax
or semantics must consequently store MWEs in
the lexicon.

MWEs are numerous and constitute a signif-
icant portion of the lexicon of any natural lan-
guage. They are a heterogeneous class of con-
structions with diverse sets of characteristics.
Morphologically, some MWEs allow some of
their constituents to freely inflect while restricting
(or even preventing) the inflection of other con-
stituents. MWEs may allow constituents to un-
dergo non-standard morphological inflections that
they would not undergo in isolation. Some MWEs
contain words that never occur outside the context
of the MWE. Syntactically, some MWEs appear
in one rigid pattern (and a fixed order), while oth-
ers permit various syntactic transformations. Se-
mantically, the compositionality of MWE:s (i.e.,
the degree to which the meaning of the whole ex-
pression results from combining the meanings of
its individual words when they occur in isolation)
is gradual.

These morphological, syntactic and semantic
idiosyncrasies make MWEs a challenge for NLP
applications (Sag et al., 2002). They are even
more challenging in languages with complex mor-
phology, because of the unique interaction of mor-
phological and orthographic processes with the
lexical specification of MWEs (Oflazer et al.,
2004; Alegria et al., 2004).

Because the idiosyncratic features of MWEs
cannot be predicted on the basis of their com-
ponent words, they must be stored in the lexi-
con of NLP applications. Handling MWEs cor-
rectly is beneficial for a variety of applications,
including information retrieval, building ontolo-
gies, text alignment, and machine translation. Au-
tomatic identification and corpus-based extraction
of MWEs is thus crucial for such (and several
other) applications.
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Beijing, August 2010



In this work we describe an approach that lever-
ages the morphological and syntactic idiosyncrasy
of a certain class of Hebrew! MWEs, namely
noun compounds, to help identify such expres-
sions in texts. While the main contribution of
this work is a system that can distinguish be-
tween MWE and non-MWE instances of a partic-
ular construction in Hebrew, thereby facilitating
faster and more accurate integration of MWEs in
a large-coverage lexicon of the language, we be-
lieve that it carries added value to anyone inter-
ested in MWEs. The technique that we propose
here should be applicable in principle to any lan-
guage in which MWEs exhibit linguistically id-
iosyncratic behavior.

We describe the properties of Hebrew noun-
noun constructions in Section 2, and specify the
irregularities exhibited by compounds. Section 3
presents the experimental setup and the main re-
sults. Compared with the best (collocation-based)
baseline, our approach reduces over 30% of the
errors, yielding accuracy of over 80%. We dis-
cuss related work in Section 4 and conclude with
suggestions for future research.

2 Hebrew noun-noun constructions

We focus on Hebrew noun-noun constructions;
these are extremely frequent constructions, and
while many of them are fully compositional, oth-
ers, called noun compounds (or just compounds)
here, are clearly MWEs. We first discuss the gen-
eral construction and then describe the peculiar,
idiosyncratic properties of compounds.

2.1 The general case

Hebrew nouns inflect for number (singular and
plural) and, when the noun denotes an animate en-
tity, for gender (masculine and feminine). In ad-
dition, nouns come in three states: indefinite, def-
inite and a construct state that is used in genitive
constructions. Table 1 demonstrates the paradigm.

A noun-noun construction (henceforth NNC)
consists of a construct-state noun, called head
here, followed by a noun phrase, the modi-
fier (Borer, 1988; Borer, 1996; Glinert, 1989).

ITo facilitate readability we use a transliteration of He-
brew using Roman characters; the letters used, in Hebrew
lexicographic order, are abgdhwzxTiklmns ‘pcqrst.
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State M/Sg F/Sg M/PI  F/PI
indefinite | ild ildh ildim  ildwt
definite hild hildh  hildim hildwt
construct | ild ildt ildi ildwt

Table 1: The noun paradigm, demonstrated on ild
“child”

The semantic relation between the two is usually,
but not always, related to possession (Levi, 1976).
Construct-state nouns only occur in the context of
NNC, and can never occur in isolation. When a
NNC is definite, the definite article is expressed
on its modifier (Wintner, 2000).

In the examples below, we explicitly indicate
construct-state nouns by the morpheme ‘.CONST’
in the gloss; and definite nouns are indicated by
the morpheme ‘the-’. We provide both a literal
and a non-literal meaning of the MWE examples.
Expressions that have a literal, but not the ex-
pected MWE meaning, are preceded by ‘#’.

Example 1 (Noun-noun constructions)

hxITt hw‘dh
decision.CONST the-committee
“the committee decision”

‘wrk h‘itwn
editor.CONST  the-journal
“the journal editor”

‘wrk din
editor.CONST law

“law editor” = lawyer
bti xwlim

houses.CONST  patients
“patient houses” =—> hospitals

2.2 Noun compounds: Linguistic properties

While many of the NNCs are free, compositional
combinations of words, some are not; we use the
term noun compounds for the latter group. Com-
pounds typically (but not necessarily) have non-
compositional meaning; presumably due to their
opaque, more lexical meaning, they also differ
from other NNC:s in their morphological and syn-
tactic behavior. Some of these distinctive prop-
erties are listed below, to motivate the methodol-
ogy that we propose in Section 3 to distinguish
between compounds and non-MWE NNCs.



2.2.1 Limited inflection

When a NNC consists of two nouns, the sec-
ond can typically occur in either singular or plural
form. Compounds often limit the possibilities to
only one of those.

Example 2 (No plural form of the modifier)
‘wrki h‘itwnim
editors-.CONST  the-journals
“the journals’ editors”

‘wrki hdin
editors.CONST  the-law
“the law editors” =—> the lawyers

#wrki
editors.CONST

hdinim

the-laws

Example 3 (No singular form of the modifier)
kiwwn hrwx

direction.CONST  the-wind
“the wind’s direction”

hrwxwt
the-winds

kiwwn
direction.CONST
“the winds’ direction”

Swsnt h-rwxwt

lily.CONST the-winds

“lily of the winds” => compass rose
#Swsnt h-rwx

lily.CONST  the-wind

2.2.2 Limited syntactic variation

Since NNCs typically denote genitive (posses-
sive) constructions, they can be paraphrased by a
construction that uses the genitive preposition §1
“of” (or, in some cases, other prepositions). These
syntactic variants are often restricted in the case of
compounds.

Example 4 (Limited paraphrasing)
h*wrk Sl h‘itwn
the-editor of the-journal
“the journal editor”

#h ‘wrk §l  hdin
the-editor of the-law
Example 5 (Limited paraphrasing)
m‘il cmr
coat.CONST  wool
“wool coat”
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m‘l mcmr
coat  from-wool
“wool coat”

cmr pldh
wool.CONST  steel
“steel wool” — steel wool

#cmr  mpldh
wool  from-steel

2.2.3 Limited syntactic modification

NNCs typically allow adjectival modification
of either of their constituents. Since compounds
tend to be more semantically opaque, it is of-
ten only possible to modify the entire compound,
but not any of the constituents. In the follow-
ing example, note that ‘wrkt “editor” is feminine,
whereas ‘itwn “journal” is masculine; adjectives
must agree on gender with the noun they modify.

Example 6 (Limited adjectival modification)

‘wrkt h’itwn

editor-f.CONST  the-journal-m

“the journal editor”

‘wrkt h‘itwn hxdsh
editor-f.CONST the-journal-m the-new-f
“the new editor of the journal”

‘wrkt h‘itwn hxds
editor-f.CONST the-journal-m the-new-m
“the editor of the new journal”

‘wrkt hdin hxdsh
editor-f.CONST the-law-m the-new-f
“the new law editor” =—> the new lawyer

# wrkt hdin hxds
editor-f.CONST  the-law-m the-new-m

2.2.4 Limited coordination

Two NNCs that share a common head can be
conjoined using the coordinating conjunction w
“and”. This possibility is often blocked in the case
of compounds.

Example 7 (Limited coordination)
mwsdwt xinwk wbriawt
institutions.CONST  education and-health
“education and health institutions”

bti spr
houses.CONST  book
“book houses” — schools



bti xwlim
houses.CONST  patients
“patient houses” =—> hospitals

#bti spr wxwlim
houses.CONST book and-patients

3 Identification of noun compounds

In this section we describe a system that identi-
fies noun compounds in Hebrew text, and extracts
them in order to extend the lexicon. We capitalize
on the morphological and syntactic irregularities
of noun compounds described in Section 2.2.

Given a large monolingual corpus, the text
is first morphologically analyzed and disam-
biguated. Then, all NNCs (candidate noun com-
pounds) are extracted from the morphologically
disambiguated text. For each candidate noun
compound we define a set of features (Section 3.3)
based on the idiosyncratic morphological and syn-
tactic properties defined in Section 2.2. These
features inform a support vector machine classi-
fier which is then used to identify the noun com-
pounds in the set of NNCs with high accuracy
(Section 3.5).

3.1 Resources

We use (a subset of) the Corpus of Contempo-
rary Hebrew (Itai and Wintner, 2008) which con-
sists of four sub-corpora: The Knesset corpus
contains the Israeli parliament proceedings from
2004-2005; the Haaretz corpus contains articles
from the Haaretz newspaper from 1991; The-
Marker corpus contains financial articles from the
TheMarker newspaper from 2002; and the Arutz
7 corpus contains newswire articles from 2001-
2006. Corpora sizes are listed in Table 2.

Corpus Number of tokens
Knesset 12,742,879
Harretz 463,085
The Marker 684,801
Arutz 7 7,714,309
Total 21,605,074

Table 2: Corpus data

The entire corpus was morphologically ana-
lyzed (Yona and Wintner, 2008; Itai and Wintner,
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2008) and POS-tagged (Bar-haim et al., 2008);
note that no syntactic parser is available for He-
brew. From the morphologically disambiguated
corpus, we extract all bi-grams in which the first
token is a noun in the construct state and the sec-
ond token is a noun that is not in the construct
state, i.e., all two-word NNC candidates.

3.2 Annotation

For training and evaluation, we select the NNCs
that occur at least 100 times in the corpus, yield-
ing 1060 NNCs. These NNCs were annotated
by three annotators, who were asked to classify
them to the following four groups: compounds
(+); non-compounds (-); unsure (0); and errors of
the morphological processor (i.e., the candidate is
not a NNC at all). Table 3 lists the number of can-
didates in each class.

| Annotator | + | — | 0 [ err |
1 314 | 332 | 238 | 176
2 335 1403 | 179 | 143
3 400 | 630 | 16 14

Table 3: NNC classification by annotator

We adopt a conservative approach in combin-
ing the three annotations. First, we eliminate 204
NNCs that were tagged as errors by at least one
annotator. For the remaining NNCs, a candidate is
considered a compound or a non-compound only
if all three annotators agree on its classification.
This reduces the annotated data to 463 instances,
of which 205 are compounds and 258 are clear
cases of non-compound NNCs.?

3.3 Linguistically-motivated features

We define a set of features based on the idiosyn-
cratic properties of noun compounds defined in
Section 2.2. For each candidate NNC, we com-
pute counts which reflect the likelihood of it ex-
hibiting one of the linguistic properties.

Refer back to Section 2.2. We focus on the
property of limited inflection (Section 2.2.1), and
define features 1-8 to reflect it. To reflect limited
syntactic variation (Section 2.2.2) we define fea-
tures 9-10. Feature 11 addresses the phenomenon

2This annotated corpus is freely available for download.



of limited coordination (Section 2.2.4). To reflect
limited syntactic modification (Section 2.2.3) we
define feature 12. .

For each NNC candidate N7 No, the following
features are defined:

1. The number of occurrences of the NNC in

which both constituents are in singular.

The number of occurrences of the NNC in
which V7 is in singular and Vs is in plural.

. The number of occurrences of the NNC in
which V; is in plural and N5 is in singular.

The number of occurrences of the NNC in
which both constituents are in plural.

. The number of occurrences of Ny in plural
outside the expression.

The number of occurrences of N in singular
outside the expression.

The number of occurrences of Ny in plural
outside the expression.

The number of occurrences of Ny in singular
outside the expression.

The number of occurrences of Ny sI Ny “N;
of No” in the corpus.

10. The number of occurrences of N1 m Ny “N;

from N3” in the corpus.

11. The number of occurrences of N1 No w N3
“N7 N3y and N3” in the corpus, where N3 is

an indefinite, non-construct-state noun.

12. The number of occurrences of N1 Ny Adj in
the corpus, where the adjective Adj agrees
with Na on both gender and number, while
disagreeing with /N7 on at least one of these

attributes.

We also define four features that represent known
collocation measures (Evert and Krenn, 2001):
Point-wise mutual information (PMI); T-Score;
log-likelihood; and the raw frequency of N1 Nj
in the corpus.’

A detailed description of these measures is given by
Manning and Schiitze (1999, Chapter 5); see also http:

//www.collocations.de/, where several other asso-
ciation measures are discussed as well.
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3.4 Training and evaluation

For each NNC in the annotated set of Section 3.2
we create a vector of the 16 features described in
Section 3.3 (12 linguistically-motivated features
plus four collocation measures). We obtain a list
of 463 instances, of which 205 are positive ex-
amples (noun compounds) and 258 are negative.
We use this set for training and evaluation of a
two class soft margin SVM classifier (Chang and
Lin, 2001) with a radial basis function kernel. We
experiment below with different combinations of
features, where for each combination we use 10-
fold cross-validation over the 463 NNcs to evalu-
ate the classifier. We report Precision, Recall, F-
score and Accuracy (averaged over the 10 folds).

3.5 Results

The results of the different classifiers that we
trained are given in Table 4. The first four rows
of the table show the performance of classifiers
trained using each of the four different colloca-
tion measure features alone. Both PMI and Log-
likelihood outperform the other collocation mea-
sures, with an F-score of 60, which we consider
our baseline. We also report the performance of
two combinations of collocation measures, which
yield small improvement. The best combinations
provide accuracy of about 70% and F-score of 63.

The remaining rows report results using the
linguistically-motivated features (LMF) of Sec-
tion 3.3. These features alone yield accuracy of
77.75% and an F-score of 76. Adding also Log-
likelihood improves F-score by 1.16 and accuracy
by 1.29%. Finally, using Log-likelihood with a
subset of the LMF consisting of features 1-2, 4-
6, 9-10 and 12 (see below) yields the best re-
sults, namely accuracy of over 80% and F-score
of 78.85, reflecting a reduction of over one third
in classification error rate compared with the base-
line.

3.6 Optimizing feature combination

We search for the combination of linguistically-
motivated features that would yield the best per-
formance. Training a classifier on all possible
feature combinations is clearly infeasible. In-
stead, we follow a more efficient greedy approach,
whereby we start with the best collocation mea-



Features

Accuracy | Precision ‘ Recall ‘ F-score

PMI 67.17 64.97 56.09 | 60.20
Frequency 60.47 60.00 32.19 | 41.90
T-Score 61.98 59.86 4292 | 50.00
Log-likelihood 69.33 71.42 51.21 | 59.65
T-score+Log-likelihood 70.62 71.42 56.09 | 62.84
PMI+Log-likelihood 69.97 68.96 58.53 | 63.32
LMF 77.75 71.98 81.46 | 76.43
LMF+PMI 77.32 71.18 81.95 | 76.19
LMF+Log-likelihood 79.04 73.68 81.95 | 77.59
Log-likelihood+LMF[1-2,4-6,9-10,12] 80.77 76.85 80.97 | 78.85

Table 4: Results: 10-Fold accuracy, precision, recall, and F-score for classifiers trained using different
combinations of features. LMF stands for linguistically-motivated features

sure, Log-likelihood, and add other features one at
a time, in the order in which they are listed in Sec-
tion 3.3. After adding each feature the classifier is
retrained; the feature is retained in the feature set
only if adding it improves the 10-fold F-score of
the current feature set.

Table 5 lists the results of this experiment. For
each feature set the difference in the 10-fold F-
score compared to the previous feature set is listed
in parentheses. The results show that the best fea-
ture combination improves the F-score by 1.26,
compared with using all features. This experi-
ments shows that features 3, 7, 8 and 11 turn out
not to be useful, and the classifier is more accurate
without them. We also tried this approach with
PMI as the starting feature, with very similar re-
sults.

[ Feature set [ F-score ]
Log-likelihood 59.65
Log-likelihood, 1 60.34 (+0.68)
Log-likelihood,1-2 6542 (+5.08)
Log-likelihood,1-3 64.87  (-0.54)
Log-likelihood,1-2,4 66.66 (+1.78)
Log-likelihood,1-2,4-5 70.00 (+3.33)
Log-likelihood,1-2,4-6 7437  (+4.37)
Log-likelihood,1-2,4-7 73.78  (-0.58)
Log-likelihood,1-2,4-6,8 73.58 (-0.79)
Log-likelihood,1-2,4-6,9 7872  (+4.35)
Log-likelihood,1-2,4-6,9-10 78.83  (+0.10)
Log-likelihood,1-2,4-6,9-11 7737 (-1.46)
Log-likelihood,1-2,4-6,9-10,12 | 78.85  (+0.02)

Table 5: Optimizing the set
motivated features

of linguistically-
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4 Related work

There has been a growing awareness in the re-
search community of the problems that MWEs
pose, both in linguistics and in NLP (Villavicencio
et al., 2005). Recent works address the definition,
lexical representation and computational process-
ing of MWEs, as well as algorithms for extracting
them from data.

Focusing on acquisition of MWE:s, early ap-
proaches concentrated on their collocational be-
havior (Church and Hanks, 1989). Pecina (2008)
compares 55 different association measures in
ranking German Adj-N and PP-Verb colloca-
tion candidates. This work shows that combin-
ing different collocation measures using standard
statistical-classification methods (such as Linear
Logistic Regression and Neural Networks) gives
a significant improvement over using a single col-
location measure. Our results show that this is
indeed the case, but the contribution of colloca-
tion methods is limited, and more information is
needed in order to distinguish frequent colloca-
tions from bona fide MWEs.

Other works show that adding linguistic infor-
mation to collocation measures can improve iden-
tification accuracy. Several approaches rely on the
semantic opacity of MWEs; but very few seman-
tic resources are available for Hebrew (the He-
brew WordNet (Ordan and Wintner, 2007), the
only lexical semantic resource for this language,
is small and too limited). Instead, we capital-



ize on the morphological and syntactic irregular-
ities that MWEs exhibit, using computational re-
sources that are more readily-available.

Ramisch et al. (2008) evaluate a number of
association measures on the task of identifying
English Verb-Particle Constructions and German
Adjective-Noun pairs. They show that adding
linguistic information (mostly POS and POS-
sequence patterns) to the association measure
yields a significant improvement in performance
over using pure frequency. We follow this line
of research by defining a number of syntactic pat-
terns as a source of linguistic information. In ad-
dition, our linguistic features are much more spe-
cific to the phenomenon we are interested in, and
the syntactic patterns are enriched by morpholog-
ical information pertaining to the idiosyncrasy of
MWESs; we believe that this explains the improved
performance compared to the baseline.

Several works address the lexical fixedness or
syntactic fixedness of (certain types of) MWEs in
order to extract them from texts. An expression
is considered lexically fixed if replacing any of its
constituents by a semantically (and syntactically)
similar word generally results in an invalid or lit-
eral expression. Syntactically fixed expressions
prohibit (or restrict) syntactic variation.

For example, Van de Cruys and Villada Moirén
(2007) use lexical fixedness to extract Dutch Verb-
Noun idiomatic combinations (VNICs). Bannard
(2007) uses syntactic fixedness to identify En-
glish VNICs. Another work uses both the syn-
tactic and the lexical fixedness of VNICs in or-
der to distinguish them from non-idiomatic ones,
and eventually to extract them from corpora (Fa-
zly and Stevenson, 2006). While these approaches
are in line with ours, they require lexical seman-
tic resources (e.g., a database that determines se-
mantic similarity among words) and syntactic re-
sources (parsers) that are unavailable for Hebrew
(and many other languages). Our approach only
requires morphological processing, which is more
readily-available for several languages.

Another unique feature of our work is that
it computationally addresses Hebrew (and, more
generally, Semitic) MWEs for the first time.
Berman and Ravid (1986) define the dictionary
degree of noun compounds in Hebrew as their
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closeness to a single word from a grammatical
point of view, as judged by the manner in which
they are grasped by language speakers. A group
of 120 Hebrew speakers were asked to assign a
dictionary degree (from 1 to 5) to a list of 30
noun compounds. An analysis of the question-
naire results revealed that language speaker share
a common dictionary, where the highest degree of
agreement was achieved on the ends of the dictio-
nary degree spectrum. Another conclusion is that
both the pragmatic uses of the noun compound
and the semantic relation between its constituents
define the dictionary degree of the compound. Not
having access to semantic and pragmatic knowl-
edge, we are trying to approximate it using mor-
phology.

Attia (2005) proposes methods to process
fixed, semi-fixed, and syntactically-flexible Ara-
bic MWEs (adopting the classification and the ter-
minology of Sag et al. (2002)). Fabri (2009) pro-
vides an overview of the different types of com-
pounds (14 in total) in present-day Maltese, fo-
cusing on one type of compounds consisting of an
adjective followed by a noun. He also provides
morphological, syntactic, and semantic properties
of this group which distinguishes them from other
non-compound constructions. Automatic identifi-
cation of MWEs is not addressed in either of these
works.

5 Conclusions and future work

We described a system that can identify Hebrew
noun compounds with high accuracy, distinguish-
ing them from non-idiomatic noun-noun construc-
tions. The methodology we advocate is based on
careful examination of the linguistic peculiarities
of the construction, followed by corpus-based ap-
proximation of these properties via a general ma-
chine learning algorithm that is fed with features
based on the linguistic properties. While our ap-
plication is limited to a particular construction in
a particular language, we are confident that it can
be equally well applied to other constructions and
other languages, as long as the targeted MWEs
exhibit a consistent set of irregular features (es-
pecially in the morphology).

This work can be extended in various direc-
tions. Addressing other constructions is relatively



easy, and requires only a theoretical linguistic in-
vestigation of the construction. We are currently
interested in extending the system to cope also
with Adjective-Noun, Noun-Adjective and Verb-
Preposition constructions in Hebrew.

The accuracy of MWE acquisition systems can
be further improved by combining our morpho-
logical and syntactic features with semantically
informed features such as translational entropy
computed from a parallel corpus (Villada Moirén
and Tiedemann, 2006), or features that can cap-
ture the local linguistic context of the expression
using latent semantic analysis (Katz and Gies-
brecht, 2006). We are currently working on the
former direction (Tsvetkov and Wintner, 2010b),
utilizing a small Hebrew-English parallel corpus
(Tsvetkov and Wintner, 2010a).

Finally, we are interested in evaluating the
methodology proposed in this paper to other lan-
guages with complex morphology, in particular to
Arabic. We leave this direction to future research.
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Abstract

In cross-language information retrieval it
is often important to align words that are
similar in meaning in two corpora writ-
ten in different languages. Previous re-
search shows that using context similar-
ity to align words is helpful when no
dictionary entry is available. We sug-
gest a new method which selects a sub-
set of words (pivot words) associated with
a query and then matches these words
across languages. To detect word associa-
tions, we demonstrate that a new Bayesian
method for estimating Point-wise Mutual
Information provides improved accuracy.
In the second step, matching is done in
a novel way that calculates the chance of
an accidental overlap of pivot words us-
ing the hypergeometric distribution. We
implemented a wide variety of previously
suggested methods. Testing in two con-
ditions, a small comparable corpora pair
and a large but unrelated corpora pair,
both written in disparate languages, we
show that our approach consistently out-
performs the other systems.

1 Introduction

Translating domain-specific, technical terms from
one language to another can be challenging be-
cause they are often not listed in a general dictio-
nary. The problem is exemplified in cross-lingual
information retrieval (Chiao and Zweigenbaum,
2002) restricted to a certain domain. In this case,
the user might enter only a few technical terms.
However, jargons that appear frequently in the
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data set but not in general dictionaries, impair the
usefulness of such systems. Therefore, various
means to extract translation pairs automatically
have been proposed. They use different clues,
mainly

e Spelling distance or transliterations, which
are useful to identify loan words (Koehn and
Knight, 2002).

o Context similarity, helpful since two words
with identical meaning are often used in sim-
ilar contexts across languages (Rapp, 1999).

The first type of information is quite specific; it
can only be helpful in a few cases, and can thereby
engender high-precision systems with low recall,
as described for example in (Koehn and Knight,
2002). The latter is more general. It holds for
most words including loan words. Usually the
context of a word is defined by the words which
occur around it (bag-of-words model).

Let us briefly recall the main idea for using
context similarity to find translation pairs. First,
the degree of association between the query word
and all content words is measured with respect to
the corpus at hand. The same is done for every
possible translation candidate in the target cor-
pus. This way, we can create a feature vector
for the query and all its possible translation can-
didates. We can assume that, for some content
words, we have valid translations in a general dic-
tionary, which enables us to compare the vectors
across languages. We will designate these content
words as pivot words. The query and its trans-
lation candidates are then compared using their
feature vectors, where each dimension in the fea-
ture vector contains the degree of association to

Proceedings of the 23rd International Conference on Computational Linguistics (Coling 2010), pages 19-27,
Beijing, August 2010



one pivot word. We define the degree of associa-
tion, as a measurement for finding words that co-
occur, or which do not co-occur, more often than
we would expect by pure chance.!

We argue that common ways for comparing
similarity vectors across different corpora perform
worse because they assume that degree of associa-
tions are very similar across languages and can be
compared without much preprocessing. We there-
fore suggest a new robust method including two
steps. Given a query word, in the first step we
determine the set of pivots that are all positively
associated with statistical significance. In the sec-
ond step, we compare this set of pivots with the set
of pivots extracted for a possible translation can-
didate. For extracting positively associated piv-
ots, we suggest using a new Bayesian method for
estimating the critical Pointwise Mutual Informa-
tion (PMI) value. In the second step, we use a
novel measure to compare the sets of extracted
pivot words which is based on an estimation of
the probability that pivot words overlap by pure
chance. Our approach engenders statistically sig-
nificant improved accuracy for aligning transla-
tion pairs, when compared to a variety of previ-
ously suggested methods. We confirmed our find-
ings using two very different pairs of comparable
corpora for Japanese and English.

In the next section, we review previous related
work. In Section 3 we explain our method in
detail, and argue that it overcomes subtle weak-
nesses of several previous efforts. In Section 4, we
show with a series of cross-lingual experiments
that our method, in some settings, can lead to con-
siderable improvement in accuracy. Subsequently
in Section 4.2, we analyze our method in contrast
to the baseline by giving two examples. We sum-
marize our findings in Section 5.

2 Related Work

Extracting context similarity for nouns and then
matching them across languages to find trans-
lation pairs was pioneered in (Rapp, 1999) and
(Fung, 1998). The work in (Chiao and Zweigen-
baum, 2002), which can be regarded as a varia-

"For example "car” and “tire” are expected to have a high

(positive) degree of association, and “car” and “apple” is ex-
pected to have a high (negative) degree of association.

20

tion of (Fung, 1998), uses tf.idf, but suggests to
normalize the term frequency by the maximum
number of co-occurrences of two words in the cor-
pus. All this work is closely related to our work
because they solely consider context similarity,
whereas context is defined using a word window.
The work in (Rapp, 1999; Fung, 1998; Chiao and
Zweigenbaum, 2002) will form the baselines for
our experiments in Section 4. This baseline is
also similar to the baseline in (Gaussier et al.,
2004), which showed that it can be difficult to beat
such a feature vector approach.

In principle our method is not restricted to how
context is defined; we could also use, for exam-
ple, modifiers and head words, as in (Garera et
al., 2009). Although, we found in a preliminary
experiment that using a dependency parser to dif-
ferentiate between modifiers and head words like
in (Garera et al., 2009), instead of a bag-of-words
model, in our setting, actually decreased accuracy
due to the narrow dependency window. How-
ever, our method could be combined with a back-
translation step, which is expected to improve
translation quality as in (Haghighi et al., 2008),
which performs indirectly a back-translation by
matching all nouns mutually exclusive across cor-
pora. Notably, there also exist promising ap-
proaches which use both types of information,
spelling distance, and context similarity in a joint
framework, see (Haghighi et al., 2008), or (Déjean
et al., 2002) which include knowledge of a the-
saurus. In our work here, we concentrate on the
use of degrees of association as an effective means
to extract word translations.

In this application, to measure association ro-
bustly, often the Log-Likelihood Ratio (LLR)
measurement is suggested (Rapp, 1999; Morin et
al., 2007; Chiao and Zweigenbaum, 2002). The
occurrence of a word in a document is modeled
as a binary random variable. The LLR measure-
ment measures stochastic dependency between

Notable differences are that we neglected word order, in
contrast to (Rapp, 1999), as it is little useful to compare it
between Japanese and English. Furthermore in contrast to
(Fung, 1998) we use only one translation in the dictionary,
which we select by comparing the relative frequencies. We
also made a second run of the experiments where we man-
ually selected the correct translations for the first half of the
most frequent pivots — Results did not change significantly.



two such random variables (Dunning, 1993), and
is known to be equal to Mutual Information that is
linearly scaled by the size of the corpus (Moore,
2004). This means it is a measure for how much
the occurrence of word A makes the occurrence
of word B more likely, which we term positive
association, and how much the absence of word
A makes the occurrence of word B more likely,
which we term negative association. However, our
experiments show that only positive association is
beneficial for aligning words cross-lingually. In
fact, LLR can still be used for extracting posi-
tive associations by filtering in a pre-processing
step words with possibly negative associations
(Moore, 2005). Nevertheless a problem which
cannot be easily remedied is that confidence es-
timates using LLR are unreliable for small sample
sizes (Moore, 2004). We suggest a more princi-
pled approach that measures from the start only
how much the occurrence of word A makes the
occurrence of word B more likely, which is des-
ignated as Robust PMI.

Another point that is common to (Rapp, 1999;
Morin et al., 2007; Chiao and Zweigenbaum,
2002; Garera et al., 2009; Gaussier et al., 2004)
is that word association is compared in a fine-
grained way, i.e. they compare the degree of asso-
ciation® with every pivot word, even when it is low
or exceptionally high. They suggest as a compar-
ison measurement Jaccard similarity, Cosine sim-
ilarity, and the L1 (Manhattan) distance.

3  Our Approach

We presume that rather than similarity between
degree (strength of) of associations, the existence
of common word associations is a more reliable
measure for word similarity because the degrees
of association are difficult to compare for the fol-
lowing reasons:

o Small differences in the degree of associa-
tion are not statistically significant
Taking, for example, two sample sets from

3To clarify terminology, where possible, we will try to
distinguish between association and degree of association.
For example word “car” has the association “tire”, whereas
the degree of association with “tire” is a continuous number,
like 5.6.
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the same corpus, we will in general measure
different degrees of association.

o Differences in sub-domains / sub-topics
Corpora sharing the same topic can still dif-
fer in sub-topics.

¢ Differences in style or language
Differences in word usage. *

Other information that is used in vector ap-
proaches such as that in (Rapp, 1999) is nega-
tive association, although negative association is
less informative than positive. Therefore, if it is
used at all, it should be assigned a much smaller
weight.

Our approach caters to these points, by first de-
ciding whether a pivot word is positively associ-
ated (with statistical significance) or whether it
is not, and then uses solely this information for
finding translation pairs in comparable corpora. It
is divisible into two steps. In the first, we use a
Bayesian estimated Pointwise Mutual Information
(PMI) measurement to find the pivots that are pos-
itively associated with a certain word with high
confidence. In the second step, we compare two
words using their associated pivots as features.
The similarity of feature sets is calculated using
pointwise entropy. The words for which feature
sets have high similarity are assumed to be related
in meaning.

3.1 Extracting positively associated words —
Feature Sets

To measure the degree of positive association be-
tween two words = and y, we suggest the use
of information about how much the occurrence
of word x makes the occurrence of word y more
likely. We express this using Pointwise Mutual
Information (PMI), which is defined as follows:

p(z,y)
(z) - p(y)

Therein, p(x) is the probability that word x oc-
curs in a document; p(y) is defined analogously.
Furthermore, p(x,y) is the probability that both

p(zly)
p(x)

PMI(z,y) = log = log
p

*For example, “stop” is not the only word to describe the
fact that a car halted.



words occur in the same document. A positive as-
sociation is given if p(z]y) > p(x). In related
works that use the PMI (Morin et al., 2007), these
probabilities are simply estimated using relative
frequencies, as

where f(z), f(y) is the document frequency
of word x and word y, and f(x,y) is the co-
occurrence frequency; n is the number of docu-
ments. However, using relative frequencies to es-
timate these probabilities can, for low-frequency
words, produce unreliable estimates for PMI
(Manning and Schiitze, 2002). It is therefore nec-
essary to determine the uncertainty of PMI esti-
mates. The idea of defining confidence intervals
over PMI values is not new (Johnson, 2001); how-
ever, the problem is that exact calculation is very
computationally expensive if the number of docu-
ments is large, in which case one can approximate
the binomial approximation for example with a
Gaussian, which is, however only justified if n
is large and p, the probability of an occurrence,
is not close to zero (Wilcox, 2009). We suggest
to define a beta distribution over each probabil-
ity of the binary events that word x occurs, i.e.
[x], and analogously [z|y]. It was shown in (Ross,
2003) that a Bayesian estimate for Bernoulli trials
using the beta distribution delivers good credibil-
ity intervals®, importantly, when sample sizes are
small, or when occurrence probabilities are close
to 0. Therefore, we assume that

p(x|y) ~ beta(a;qy:ﬁ;;‘y):p(x) ~ beta(a/zvﬁlx)

where the parameters for the two beta distribu-
tions are set to

= f(z,y) + oy,
:s|y f(y) (33 y) + Bz|yu
(33)4—0@;, x:n_f($)+/8w

Prior information related to p(x) and the con-
ditional probability p(z|y) can be incorporated

>In the Bayesian notation we refer here to credibility in-
tervals instead of confidence intervals.
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by setting the hyper-parameters of the beta-
distribtutions.®  These can, for example, be
learned from another unrelated corpora pair and
then weighted appropriately by setting « 4+ 5. For
our experiments, we use no information beyond
the given corpora pair; the conditional priors are
therefore set equal to the prior for p(x). Even if
we do not know which word x is, we have a notion
about p(z) because Zipf’s law indicates to us that
we should expect it to be small. A crude estima-
tion is therefore the mean word occurrence proba-
bility in our corpus as

1
|all words|

f(x)

>

x€{all words}

")/:

We give this estimate a total weight of one obser-
vation. That is, we set

From a practical perspective, this can be inter-
preted as a smoothing when sample sizes are
small, which is often the case for p(z|y). Because
we assume that p(z|y) and p(x) are random vari-
ables, PMI is consequently also a random variable
that is distributed according to a beta distribution
ratio.” For our experiments, we apply a general
sampling strategy. We sample p(z|y) and p(z) in-
dependently and then calculate the ratio of times
PMI > 0 to determine P(PMI > 0).8 We will
refer to this method as Robust PMI (RPMI).

Finally we can calculate, for any word z, the set
of pivot words which have most likely a positive
association with word x. We require that this set
be statistically significant: the probability of one
or more words being not a positive association is
smaller than a certain p-value.’

The hyper-parameters o and 3, can be intuitively inter-
preted in terms of document frequency. For example . is
the number of times we belief the word « occurs, and 3, the
number of times we belief that = does not occur in a corpus.
Analogously o, and B,), can be interpreted with respect
to the subset of the corpus where the word y occurs, instead
of the whole corpus. Note however, that « and /3 do not nec-
essarily have to be integers.

"The resulting distribution for the general case of a beta
distribution ratio was derived in (Pham-Gia, 2000). Unfortu-
nately, it involves the calculation of a Gauss hyper-geometric
function that is computationally expensive for large n.

8For experiments, we used 100, 000 samples for each es-
timate of P(PM1I > 0).

‘'We set, for all of our experiments, the p-value to 0.01.



As an alternative for determining the probabil-
ity of a positive association using P(PM1 > 0),
we calculate LLR and assume that approximately
LLR ~ x? with one degree of freedom (Dunning,
1993). Furthermore, to ensure that only positive
association counts, we set the probability to zero
if p(z,y) < p(x) - p(y), where the probabilities
are estimated using relative frequencies (Moore,
2005). We refer to this as LLR(P); lacking this
correction, it is LLR.

3.2 Comparing Word Feature Sets Across
Corpora

So far, we have explained a robust means to ex-
tract the pivot words that have a positive associa-
tion with the query. The next task is to find a sen-
sible way to use these pivots to compare the query
with candidates from the target corpus. A simple
means to match a candidate with a query is to see
how many pivots they have in common, i.e. using
the matching coefficient (Manning and Schiitze,
2002) to score candidates. This similarity mea-
sure produces a reasonable result, as we will show
in the experiment section; however, in our error
analysis, we found out that this gives a bias to
candidates with higher frequencies, which is ex-
plainable as follows. Assuming that a word A has
a fixed number of pivots that are positively associ-
ated, then depending on the sample size—the doc-
ument frequency in the corpus—not all of these
are statistically significant. Therefore, not all true
positive associations are included in the feature
set to avoid possible noise. If the document fre-
quency increases, then we can extract more sta-
tistically significant positive associations and the
cardinality of the feature set increases. This con-
sequently increases the likelihood of having more
pivots that overlap with pivots from the query’s
feature set. For example, imagine two candidate
words A and B, for which feature sets of both in-
clude the feature set of the query, i.e. a complete
match, however A’s feature set is much larger than
B’s feature set. In this case, the information con-
veyed by having a complete match with the query
word ‘s feature set is lower in the case of A’s fea-
ture set than in case of B’s feature set. Therefore,
we suggest its use as a basis of our similarity mea-
sure, the degree of pointwise entropy of having an
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estimate of m matches, as
Information(m, q, ¢c) = — log(P(matches = m)).

Therein, P(matches = m) is the likelihood that a
candidate word with c pivots has m matches with
the query word, which has ¢ pivots. Letting w be
the total number of pivot words, we can then cal-
culate that the probability that the candidate with
c pivots was selected by chance

q w—q

) ()

(&)
Note that this probability equals a hypergeometric
distribution.!® The smaller P(matches = m) is,
the less likely it is that we obtain m matches by
pure chance. In other words, if P(matches = m)
is very small, m matches are more than we would
expect to occur by pure chance.!!

Alternatively, in our experiments, we also con-
sider standard similarity measurements (Manning
and Schiitze, 2002) such as the Tanimoto coeffi-
cient, which also lowers the score of candidates
that have larger feature sets.

P(matches = m) =

4 Experiments

In our experiments, we specifically examine trans-
lating nouns, mostly technical terms, which occur
in complaints about cars collected by the Japanese
Ministry of Land, Infrastructure, Transport and
Tourism (MLIT)!?, and in complaints about cars
collected by the USA National Highway Traffic
Safety Administration (NHTSA)!3. We create for
each data collection a corpus for which a doc-
ument corresponds to one car customer report-
ing a certain problem in free text. The com-
plaints are, in general, only a few sentences long.

'0(7‘51) is the number of possible combinations of pivots
which the candidate has in common with the query. There-
fore, (2) - (*~%) is the number of possible different feature
sets that the candidate can have such that it shares m common
pivots with the query. Furthermore, (%) is the total number
of possible feature sets the candidate can have.

UThe discussion is simplified here. It can also be that
P(matches = m) is very small, if there are less occur-
rences of m that we would expect to occur by pure chance.
However, this case can be easily identified by looking at the
gradient of P(matches = m).

Phttp://www.mlit.go.jp/jidosha/carinf/rcl/defects.html

http://www-odi.nhtsa.dot.gov/downloads/index.cfm



To verify whether our results can be generalized
over other pairs of comparable corpora, we ad-
ditionally made experiments using two corpora
extracted from articles of Mainichi Shinbun, a
Japanese newspaper, in 1995 and English articles
from Reuters in 1997. There are two notable dif-
ferences between those two pairs of corpora: the
content is much less comparable, Mainichi re-
ports more national news than world news, and
secondly, Mainichi and Reuters corpora are much
larger than MLIT/NHTSA.'4

For both corpora pairs, we extracted a
gold-standard semi-automatically by looking at
Japanese nouns and their translations with docu-
ment frequency of at least 50 for MLIT/NHTSA,
and 100 for Mainichi/Reuters. As a dictionary we
used the Japanese-English dictionary JMDicl>.
In general, we preferred domain-specific terms
over very general terms, i.e. for example for
MLIT/NHTSA the noun [0 [0 “injection” was
preferred over [0 0 0 O “installation”. We ex-
tracted 100 noun pairs for MLIT/NHTSA and
Mainichi/Reuters, each. Each Japanese noun
which is listed in the gold-standard forms a query
which is input into our system. The resulting
ranking of the translation candidates is automat-
ically evaluated using the gold-standard. There-
fore, synonyms that are not listed in the gold stan-
dard are not recognized, engendering a conserva-
tive estimation of the translation accuracy. Be-
cause all methods return a ranked list of trans-
lation candidates, the accuracy is measured us-
ing the rank of the translation listed in the gold-
standard.'® The Japanese corpora are prepro-
cessed with MeCab (Kudo et al., 2004); the En-
glish corpora with Stepp Tagger (Tsuruoka et al.,
2005) and Lemmatizer (Okazaki et al., 2008). As
a dictionary we use the Japanese-English dictio-
nary JMDic!”. In line with related work (Gaussier
et al.,, 2004), we remove a word pair (Japanese
noun s, English noun ¢) from the dictionary, if s
occurs in the gold-standard. Afterwards we define

“YMLIT/MLIT has each 20,000 documents.
Mainichi/Reuters corpora 75,935 and 148,043 documents,
respectively.

Bhttp://www.csse.monash.edu.au/ jwb/edict_doc.html

19Tn cases for which there are several translations listed for
one word, the rank of the first is used.

Thttp://www.csse.monash.edu.au/ jwb/edict_doc.html
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the pivot words by consulting the remaining dic-
tionary.

4.1 Crosslingual Experiment

We compare our approach used for extract-
ing cross-lingual translation pairs against several
baselines. We compare to LLR + Manhattan
(Rapp, 1999) and our variation LLR(P) + Man-
hattan. Additionally, we compare TFIDF(MSO)
+ Cosine, which is the TFIDF measure, whereas
the Term Frequency is normalized using the max-
imal word frequency and the cosine similarity
for comparison suggested in (Fung, 1998). Fur-
thermore, we implemented two variations of this,
TFIDF(MPO) + Cosine and TFIDF(MPO) + Jac-
card coefficient, which were suggested in (Chiao
and Zweigenbaum, 2002). In fact, TFIDF(MPO)
is the TFIDF measure, whereas the Term Fre-
quency is normalized using the maximal word pair
frequency. The results are displayed in Figure 1.
Our approach clearly outperforms all baselines;
notably it has Top 1 accuracy of 0.14 and Top 20
accuracy of 0.55, which is much better than that
for the best baseline, which is 0.11 and 0.44, re-
spectively.

——RPMI + Entropy

—#-LLR(P)+Manhattan
THdf(MPO)+Cosine

—*=Tfldf(MSO)+Cosine
LLR+Manhattan
Tfdf(MPO)+Jaccard

1:
MLIT/NHTSA - Percentile Ranking of RPMI
+ Entropy Against Various Previous Suggested
Methods.

Figure Crosslingual Experiment

We next leave the proposed framework con-
stant, but change the mode of estimating posi-
tive associations and the way to match feature
sets. As alternatives for estimating the proba-
bility that there is a positive association, we test
LLR(P) and LLR. As alternatives for comparing
feature sets, we investigate the matching coef-
ficient (match), cosine similarity (cosine), Tan-
imoto coefficient (tani), and overlap coefficient



(over) (Manning and Schiitze, 2002). The re-
sult of every combination is displayed concisely
in Table 1 using the median rank!8. The cases
in which the median ranks are close to RPMI +
Entropy are magnified in Table 2. We can see
there that RPMI + Entropy, and LLR(P) + En-
tropy perform nearly equally. All other combina-
tions perform worse, especially in Top 1 accuracy.
Finally, LLR(P) presents a clear edge over LLR,
which suggests that indeed only positive associa-
tions seem to matter in a cross-lingual setting.

Entropy | Match | Cosine | Tani | Over
RPMI 13.0 17.0 24.0 37.5 | 36.0
LLR(P) | 16.0 15.0 22.5 34.0 | 255
LLR 23.5 22.0 27.5 50.5 | 50.0

Table 1: Crosslingual experiment MLIT/NHTSA
— Evaluation matrix showing the median ranks of
several combinations of association and similarity
measures.

Top 1 | Top 10 | Top 20
RPMI + Entropy 0.14 0.46 0.55
RPMI + Matching 0.08 0.41 0.57
LLR(P) + Entropy 0.14 0.46 0.55
LLR(P) + Matching | 0.08 0.44 0.55

Table 2: Accuracies for crosslingual experiment
MLIT/NHTSA.

Finally we conduct an another experiment using
the corpora pair Mainichi/Reuters which is quite
different from MLIT/NHTSA. When comparing
to the best baselines in Table 3 we see that our
approach again performs best. Furthermore, the
experiments displayed in Table 4 suggest that Ro-
bust PMI and pointwise entropy are better choices
for positive association measurement and similar-
ity measurement, respectively. We can see that

Top 1 | Top 10 | Top 20
RPMI + Entropy 0.15 0.38 0.46
LLR(P) + Manhattan | 0.10 0.26 0.33
TFIDF(MPO) + Cos | 0.05 0.12 0.18

Table 3: Accuracies for crosslingual experiment
Mainichi/Reuters — Comparison to best baselines.

18 A median rank of 7, means that 50% of the correct trans-
lations have a rank higher than 1.
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Top1 | Top 10 | Top 20
RPMI + Entropy 0.15 0.38 0.46
RPMI + Matching 0.08 0.30 0.35
LLR(P) + Entropy 0.13 0.36 0.47
LLR(P) + Matching | 0.08 0.29 0.37

Table 4: Accuracies for crosslingual experiment
Mainichi/Reuters — Comparison to alternatives.

the overall best baseline turns out to be LLR(P) +
Manhattan. Comparing the rank from each word
from the gold-standard pairwise, we see that our
approach, RPMI + Entropy, is significantly better
than this baseline in MLIT/NHTSA as well as in
Mainichi/Reuters.'”

4.2 Analysis

In this section, we provide two representative ex-
amples extracted from the previous experiments
which sheds light into a weakness of the stan-
dard feature vector approach which was used as a
baseline before. The two example queries and the
corresponding responses of LLR(P) + Manhattan
and our approach are listed in Table 5. Further-
more in Table 6 we list the pivot words with the
highest degree of association (here LLR values)
for the query and its correct translation. We can
see that a query and its translation shares some
pivots which are associated with statistical signif-
icance?®. However it also illustrates that the ac-
tual LLR value is less insightful and can hardly be
compared across these two corpora.

Let us analyze the two examples in more de-
tail. In Table 6, we see that the first query O [
“gear”?! is highly associated with 0 O O “shift”.
However, on the English side we see that gear is
most highly associated with the pivot word gear.
Note that here the word gear is also a pivot word
corresponding to the Japanese pivot word [ [
“gear (wheel)”.?? Since in English the word gear
(shift) and gear (wheel) is polysemous, the surface
forms are the same leading to a high LLR value of

YUsing pairwise test with p-value 0.05.

2Note that for example, an LLR value bigger than 11.0
means the chances that there is no association is smaller than
0.001 using that LLR ~ x>.

*'For a Japanese word, we write the English translation
which is appropriate in our context, immediately after it.

21n other words, we have the entry (O O, gear) in our

dictionary but not the entry (O O, gear). The first pair is
used as a pivot, the latter word pair is what we try to find.



gear. Finally, the second example query 0 O [
“pedal” shows that words which, not necessarily
always, but very often co-occur, can cause rela-
tively high LLR values. The Japanese verb [1 [
“to press” is associated with [0 [0 [0 with a high
LLR value — 4 times higher than O O “return”
— which is not reflected on the English side. In
summary, we can see that in both cases the degree
of associations are rather different, and cannot be
compared without preprocessing. However, it is
also apparent that in both examples a simple L1
normalization of the degree of associations does
not lead to more similarity, since the relative dif-
ferences remain.

g0 “gear”
Method | Top 3 candidates Rank
baseline | jolt, lever, design 284
filtering | reverse, gear, lever 2
000 “pedal”

Method | Top 3 candidates Rank
baseline | mj, toyota, action 176
filtering | pedal, situation, occasion | 1

Table 5: List of translation suggestions using
LLR(P) + Manhattan (baseline) and our method
(filtering). The third column shows the rank of
the correct translation.

RN gear

Pivots LLR(P) || Pivots | LLR(P)
OO0 “shift” 154 gear 7064
OoQ0 “shift” 144 shift 1270
000 “comeout” | 116 reverse | 314

oo pedal
Pivots LLR(P) || Pivots | LLR(P)
U4 “press” 628 floor 1150
04 “return” 175 stop 573
0 “foot” 127 press 235

Table 6: Shows the three pivot words which have
the highest degree of association with the query
(left side) and the correct translation (right side).

5 Conclusions

We introduced a new method to compare con-
text similarity across comparable corpora using a
Bayesian estimate for PMI (Robust PMI) to ex-
tract positive associations and a similarity mea-
surement based on the hypergeometric distribu-
tion (measuring pointwise entropy). Our experi-
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ments show that, for finding cross-lingual trans-
lations, the assumption that words with similar
meaning share positive associations with the same
words is more appropriate than the assumption
that the degree of association is similar. Our ap-
proach increases Top 1 and Top 20 accuracy of
up to 50% and 39% respectively, when compared
to several previous methods. We also analyzed
the two components of our method separately. In
general, Robust PMI yields slightly better per-
formance than the popular LLR, and, in contrast
to LLR, allows to extract positive associations as
well as to include prior information in a principled
way. Pointwise entropy for comparing feature sets
cross-lingually improved the translation accuracy
clearly when compared with standard similarity
measurements.
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Abstract

While subjectivity related research in
other languages has increased, most of the
work focuses on single languages. This
paper explores the integration of features
originating from multiple languages into
a machine learning approach to subjectiv-
ity analysis, and aims to show that this
enriched feature set provides for more ef-
fective modeling for the source as well
as the target languages. We show not
only that we are able to achieve over
75% macro accuracy in all of the six lan-
guages we experiment with, but also that
by using features drawn from multiple
languages we can construct high-precision
meta-classifiers with a precision of over
83%.

1 Introduction

Following the terminology proposed by (Wiebe
et al., 2005), subjectivity and sentiment analysis
focuses on the automatic identification of private
states, such as opinions, emotions, sentiments,
evaluations, beliefs, and speculations in natural
language. While subjectivity classification labels
text as either subjective or objective, sentiment or
polarity classification adds an additional level of
granularity, by further classifying subjective text
as either positive, negative or neutral.

To date, a large number of text processing ap-
plications have used techniques for automatic sen-
timent and subjectivity analysis, including auto-
matic expressive text-to-speech synthesis (Alm et
al., 1990), tracking sentiment timelines in on-line
forums and news (Balog et al., 2006; Lloyd et al.,
2005), and mining opinions from product reviews
(Hu and Liu, 2004). In many natural language
processing tasks, subjectivity and sentiment clas-
sification has been used as a first phase filtering to
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generate more viable data. Research that benefited
from this additional layering ranges from ques-
tion answering (Yu and Hatzivassiloglou, 2003),
to conversation summarization (Carenini et al.,
2008), and text semantic analysis (Wiebe and Mi-
halcea, 2006; Esuli and Sebastiani, 2006a).

Although subjectivity tends to be preserved
across languages — see the manual study in (Mi-
halcea et al., 2007), (Banea et al., 2008) hypoth-
esize that subjectivity is expressed differently in
various languages due to lexicalization, formal
versus informal markers, etc. Based on this obser-
vation, our research seeks to answer the following
questions. First, can we reliably predict sentence-
level subjectivity in languages other than English,
by leveraging on a manually annotated English
dataset? Second, can we improve the English sub-
jectivity classification by expanding the feature
space through the use of multilingual data? Sim-
ilarly, can we also improve the classifiers in the
other target languages? Finally, third, can we ben-
efit from the multilingual subjectivity space and
build a high-precision subjectivity classifier that
could be used to generate subjectivity datasets in
the target languages?

The paper is organized as follows. We intro-
duce the datasets and the general framework in
Section 2. Sections 3, 4, and 5 address in turn each
of the three research questions mentioned above.
Section 6 describes related literature in the area
of multilingual subjectivity. Finally, we draw our
conclusions in Section 7.

2 Multilingual Datasets

Corpora that are manually annotated for subjec-
tivity, polarity, or emotion, are available in only
select languages, since they require a consider-
able amount of human effort. Due to this im-
pediment, the focus of this paper is to create a
method for extrapolating subjectivity data devel-

Proceedings of the 23rd International Conference on Computational Linguistics (Coling 2010), pages 28-36,
Beijing, August 2010



| SubjP  SubjR  SubjF | ObjP

ObjR  ObjF [ AlIP

AR AlIF |

[ 904% 342% 46.6% | 82.4% 30.7% 44.7% | 86.1% 32.6% 47.4% |

Table 1: Results obtained with a rule-based subjectivity classifier on the MPQA corpus (Wiebe and

Riloff, 2005)

oped in a source language and to transfer it to
other languages. Multilingual feature spaces are
generated to create even better subjectivity classi-
fiers, outperforming those trained on the individ-
ual languages alone.

We use the Multi-Perspective Question An-
swering (MPQA) corpus, consisting of 535
English-language news articles from a variety
of sources, manually annotated for subjectivity
(Wiebe et al., 2005). Although the corpus is an-
notated at the clause and phrase levels, we use
the sentence-level annotations associated with the
dataset in (Wiebe and Riloff, 2005). A sentence
is labeled as subjective if it has at least one pri-
vate state of strength medium or higher. Other-
wise the sentence is labeled as objective. From the
approximately 9700 sentences in this corpus, 55%
of them are labeled as subjective, while the rest
are objective. Therefore, 55% represents the ma-
jority baseline on this corpus. (Wiebe and Riloff,
2005) apply both a subjective and an objective
rule-based classifier to the MPQA corpus data and
obtain the results presented in Table 1.!

In order to generate parallel corpora to MPQA
in other languages, we rely on the method we pro-
posed in (Banea et al., 2008). We experiment with
five languages other than English (En), namely
Arabic (Ar), French (Fr), German (De), Roma-
nian (Ro) and Spanish (Es). Our choice of lan-
guages is motivated by several reasons. First,
we wanted languages that are highly lexicalized
and have clear word delimitations. Second, we
were interested to cover languages that are simi-
lar to English as well as languages with a com-
pletely different etymology. Consideration was
given to include Asian languages, such as Chi-
nese or Japanese, but the fact that their script with-

"For the purpose of this paper we follow this abbreviation
style: Subj stands for subjective, Obj stands for objective,
and All represents overall macro measures, computed over
the subjective and objective classes; P, R, F, and MAcc cor-
respond to precision, recall, F-measure, and macro-accuracy,
respectively.
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out word-segmentation preprocessing does not di-
rectly map to words was a deterrent. Finally, an-
other limitation on our choice of languages is the
need for a publicly available machine translation
system between the source language and each of
the target languages.

We construct a subjectivity annotated corpus
for each of the five languages by using machine
translation to transfer the source language data
into the target language. We then project the orig-
inal sentence level English subjectivity labeling
onto the target data. For all languages, other than
Romanian, we use the Google Translate service,>
a publicly available machine translation engine
based on statistical models. The reason Roma-
nian is not included in this group is that, at the
time when we performed the first experiments,
Google Translate did not provide a translation ser-
vice for this language. Instead, we used an al-
ternative statistical translation system called Lan-
guageWeaver,” which was commercially avail-
able, and which the company kindly allowed us
to use for research purposes.

The raw corpora in the five target lan-
guages are available for download at
http://lit.csci.unt.edu/index.php/Downloads,
while the English MPQA corpus can be obtained
from http://www.cs.pitt.edu/mpqa.

Given the specifics of each language, we em-
ploy several preprocessing techniques. For Ro-
manian, French, English, German and Spanish,
we remove all the diacritics, numbers and punc-
tuation marks except - and °. The exceptions are
motivated by the fact that they may mark contrac-
tions, such as En: it’s or Ro: s-ar (may be), and
the component words may not be resolved to the
correct forms. For Arabic, although it has a dif-
ferent encoding, we wanted to make sure to treat
it in a way similar to the languages with a Roman

Zhttp://www.google.com/translate_t
3http://www.languageweaver.com/



alphabet. We therefore use a library* that maps
Arabic script to a space of Roman-alphabet letters
supplemented with punctuation marks so that they
can allow for additional dimensionality.

Once the corpora are preprocessed, each sen-
tence is defined by six views: one in the origi-
nal source language (English), and five obtained
through automatic translation in each of the tar-
get languages. Multiple datasets that cover all
possible combinations of six languages taken one
through six (a total of 63 combinations) are gen-
erated. These datasets feature a vector for each
sentence present in MPQA (approximately 9700).
The vector contains only unigram features in one
language for a monolingual dataset. For a mul-
tilingual dataset, the vector represents a cumu-
lation of monolingual unigram features extracted
from each view of the sentence. For example, one
of the combinations of six taken three is Arabic-
German-English. For this combination, the vector
is composed of unigram features extracted from
each of the Arabic, German and English transla-
tions of the sentence.

We perform ten-fold cross validation and train
Naive Bayes classifiers with feature selection on
each dataset combination. The top 20% of the fea-
tures present in the training data are retained. For
datasets resulting from combinations of all lan-
guages taken one, the classifiers are monolingual
classifiers. All other classifiers are multilingual,
and their feature space increases with each addi-
tional language added. Expanding the feature set
by encompassing a group of languages enables us
to provide an answer to two problems that can ap-
pear due to data sparseness. First, enough training
data may not be available in the monolingual cor-
pus alone in order to correctly infer labeling based
on statistical measures. Second, features appear-
ing in the monolingual test set may not be present
in the training set and therefore their information
cannot be used to generate a correct classification.

Both of these problems are further explained
through the examples below, where we make the
simplifying assumption that the words in italics
are the only potential carriers of subjective con-
tent, and that, without them, their surrounding

“Lingua::AR::Word PERL library.
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contexts would be objective. Therefore, their as-
sociation with an either objective or subjective
meaning imparts to the entire segment the same
labeling upon classification.

To explore the first sparseness problem, let us
consider the following two examples extracted
from the English version of the MPQA dataset,
followed by their machine translations in German:

“En 1: rights group Amnesty Interna-
tional said it was concerned about the
high risk of violence in the aftermath”
“En 2: official said that US diplomats
to countries concerned are authorized
to explain to these countries”

“De 1: Amnesty International sagte, es
sei besorgt iiber das hohe Risiko von
Gewalt in der Folgezeit”

“De 2: Beamte sagte, dass US-
Diplomaten betroffenen Lénder
berechtigt sind, diese Léander zu
erkldren”

We focus our discussion on the word con-
cerned, which in the first example is used in its
subjective sense, while in the second it carries an
objective meaning (as it refers to a group of coun-
tries exhibiting a particular feature defined ear-
lier on in the context). The words in italics in
the German contexts represent the translations of
concerned into German, which are functionally
different as they are shaped by their surrounding
context. By training a classifier on the English ex-
amples alone, under the data sparseness paradigm,
the machine learning model may not differentiate
between the word’s objective and subjective uses
when predicting a label for the entire sentence.
However, appending the German translation to the
examples generates additional dimensions for this
model and allows the classifier to potentially dis-
tinguish between the senses and provide the cor-
rect sentence label.

For the second problem, let us consider two
other examples from the English MPQA and their
respective translations into Romanian:

“En 3: could secure concessions on Tai-
wan in return for supporting Bush on is-
sues such as anti-terrorism and”



[ Lang | SubjP  SubjR  SubjF [ ObjP ObjR  ObjF AllP AlIR AlIF | MAcc
En 74.01% 83.64% 78.53% | 75.89% 63.68% 69.25% | 74.95% 73.66% 73.89% | 74.72%
Ro 73.50% 82.06% T17.54% | 74.08% 63.40% 68.33% | 73.79% 72.73% 72.94% | 73.72%
Es 74.02% 82.84% 78.19% | 75.11% 64.05% 69.14% | 74.57% 73.44% 73.66% | 74.44%
Fr 73.83% 83.03% 78.16% | 75.19% 63.61% 68.92% | 74.51% 73.32% 73.54% | 74.35%
De 73.26% 83.49% 78.04% | 75.32% 62.30% 68.19% | 74.29% 72.90% 73.12% | 74.02%
Ar 7198% 81.47% 76.43% | 72.62% 60.78% 66.17% | 72.30% 71.13% 71.30% | 72.22%
Table 2: Naive Bayes learners trained on six individual languages
“En 4: to the potential for change a source language (English) to a target language

from within America. Supporting our
schools and community centres is a
good”

“Ro 3: ar putea asigura concesii cu
privire la Taiwan, in schimb pentru
sustinerea lui Bush pe probleme cum ar
fi anti-terorismului gi”

“Ro 4: la potentialul de schimbare din
interiorul Americii. Sprijinirea scolile
noastre si centre de comunitate este un
bun”

In this case, supporting is used in both English ex-
amples in senses that are both subjective; the word
is, however, translated into Romanian through two
synonyms, namely sustinerea and sprijinirea. Let
us assume that sufficient training examples are
available to strengthen a link between support-
ing and sustinerea, and the classifier is presented
with a context containing sprijinirea, unseen in
the training data. A multilingual classifier may be
able to predict a label for the context using the co-
occurrence metrics based on supporting and ex-
trapolate a label when the context contains both
the English word and its translation into Roma-
nian as sprijinirea. For a monolingual classifier,
such an inference is not possible, and the fea-
ture is discarded. Therefore a multi-lingual classi-
fier model may gain additional strength from co-
occurring words across languages.

3 Question 1

Can we reliably predict sentence-level sub-
jectivity in languages other than English, by
leveraging on a manually annotated English
dataset?

In (Banea et al., 2008), we explored several meth-
ods for porting subjectivity annotated data from
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(Romanian and Spanish). Here, we focus on the
transfer of manually annotated corpora through
the usage of machine translation by projecting the
original sentence level annotations onto the gener-
ated parallel text in the target language. Our aim
is not to improve on that method, but rather to ver-
ify that the results are reliable across a number of
languages. Therefore, we conduct this experiment
in several additional languages, namely French,
German and Arabic, and compare the results with
those obtained for Spanish and Romanian.

Table 2 shows the results obtained using Naive
Bayes classifiers trained in each language individ-
ually, with a macro accuracy ranging from 71.30%
(for Arabic) to 73.89% (for English).> As ex-
pected, the English machine learner outperforms
those trained on other languages, as the original
language of the annotations is English. However,
it is worth noting that all measures do not deviate
by more than 3.27%, implying that classifiers built
using this technique exhibit a consistent behavior
across languages.

4 Question 2

Can we improve the English subjectivity clas-
sification by expanding the feature space
through the use of multilingual data? Simi-
larly, can we also improve the classifiers in the
other target languages?

We now turn towards investigating the impact on
subjectivity classification of an expanded feature
space through the inclusion of multilingual data.
In order to methodically assess classifier behavior,
we generate multiple datasets containing all pos-

SNote that the experiments conducted in (Banea et al.,
2008) were made on a different test set, and thus the results
are not directly comparable across the two papers.



No lang | SubjP SubjR  SubjF | ObjP ObjR ObjF AllP AlIR AllF

1 73.43% 82.76% 717.82% | 74.710% 62.97% 68.33% | 74.07% 72.86% 73.08%
2 74.59% 83.14% 78.63% | 75.710% 64.97% 69.92% | 75.15% 74.05% 74.28%
3 75.04% 83.27% 78.94% | 76.06% 65.75% 70.53% | 75.55% 74.51% 74.74%
4 75.26% 83.36% 79.10% | 76.26% 66.10% 70.82% | 75.76% 74.73% 74.96%
5 75.38% 83.45% 79.21% | 76.41% 66.29% 70.99% | 75.90% 74.87% 75.10%
6 75.43% 83.66% 79.33% | 76.64% 66.30% 71.10% | 76.04% 74.98% 75.21%

Table 3: Average measures for a particular number of languages in a combination (from one through
six) for Naive Bayes classifiers using a multilingual space

sible combinations of one through six languages,
as described in Section 2. We then train Naive
Bayes learners on the multilingual data and av-
erage our results per each group comprised of a
particular number of languages. For example, for
one language, we have the six individual classi-
fiers described in Section 3; for the group of three
languages, the average is calculated over 20 pos-
sible combinations; and so on.

Table 3 shows the results of this experiment.
We can see that the overall F-measure increases
from 73.08% — which is the average over one lan-
guage — to 75.21% when all languages are taken
into consideration (8.6% error reduction). We
measured the statistical significance of these re-
sults by considering on one side the predictions
made by the best performing classifier for one lan-
guage (i.e., English), and on the other side the
predictions made by the classifier trained on the
multilingual space composed of all six languages.
Using a paired t-test, the improvement was found
to be significant at p = 0.001. It is worth men-
tioning that both the subjective and the objective
precision measures increase to 75% when more
than 3 languages are considered, while the overall
recall level stays constant at 74%.

To verify that the improvement is due indeed
to the addition of multilingual features, and it is
not a characteristic of the classifier, we also tested
two other classifiers, namely KNN and Rocchio.
Figure 1 shows the average macro-accuracies ob-
tained with these classifiers. For all the classi-
fiers, the accuracies of the multilingual combina-
tions exhibit an increasing trend, as a larger num-
ber of languages is used to predict the subjectivity
annotations. The Naive Bayes algorithm has the
best performance, and a relative error rate reduc-
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Figure 1: Average Macro-Accuracy per group of
languages (combinations of 6 taken one through
SiX)

tion in accuracy of 8.25% for the grouping formed
of six languages versus one, while KNN and Roc-
chio exhibit an error rate reduction of 5.82% and
9.45%, respectively. All of these reductions are
statistically significant.

In order to assess how the proposed multilin-
gual expansion improves on the individual lan-
guage classifiers, we select one language at a time
to be the reference, and then compute the aver-
age accuracies of the Naive Bayes learner across
all the language groupings (from one through six)
that contain the language. The results from this
experiment are illustrated in Figure 2. The base-
line in this case is represented by the accuracy ob-
tained with a classifier trained on only one lan-
guage (this corresponds to 1 on the X-axis). As
more languages are added to the feature space,
we notice a steady improvement in performance.
When the language of reference is Arabic, we ob-
tain an error reduction of 15.27%; 9.04% for Ro-
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Figure 2: Average macro-accuracy progression
relative to a given language

manian; 7.80% for German; 6.44% for French;
6.06% for Spanish; and 4.90 % for English. Even
if the improvements seem minor, they are consis-
tent, and the use of a multilingual feature set en-
ables every language to reach a higher accuracy
than individually attainable.

In terms of the best classifiers obtained for
each grouping of one through six, English pro-
vides the best accuracy among individual clas-
sifiers (74.71%). When considering all possible
combinations of six classifiers taken two, German
and Spanish provide the best results, at 75.67%.
Upon considering an additional language to the
mix, the addition of Romanian to the German-
Spanish classifier further improves the accuracy
to 76.06%. Next, the addition of Arabic results
in the best performing overall classifier, with an
accuracy of 76.22%. Upon adding supplemental
languages, such as English or French, no further
improvements are obtained. We believe this is
the case because German and Spanish are able to
expand the dimensionality conferred by English
alone, while at the same time generating a more
orthogonal space. Incrementally, Romanian and
Arabic are able to provide high quality features
for the classification task. This behavior suggests
that languages that are somewhat further apart are
more useful for multilingual subjectivity classifi-
cation than intermediary languages.

5 Question 3

Can we train a high precision classifier with a
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good recall level which could be used to gen-
erate subjectivity datasets in the target lan-
guages?

Since we showed that the inclusion of multilingual
information improves the performance of subjec-
tivity classifiers for all the languages involved, we
further explore how the classifiers’ predictions can
be combined in order to generate high-precision
subjectivity annotations. As shown in previous
work, a high-precision classifier can be used to
automatically generate subjectivity annotated data
(Riloff and Wiebe, 2003). Additionally, the data
annotated with a high-precision classifier can be
used as a seed for bootstrapping methods, to fur-
ther enrich each language individually.

We experiment with a majority vote meta-
classifier, which combines the predictions of the
monolingual Naive Bayes classifiers described in
Section 3. For a particular number of languages
(one through six), all possible combinations of
languages are considered. Each combination sug-
gests a prediction only if its component classifiers
agree, otherwise the system returns an “unknown”
prediction. The averages are computed across all
the combinations featuring the same number of
languages, regardless of language identity.

The results are shown in Table 4. The
macro precision and recall averaged across groups
formed using a given number of languages are
presented in Figure 3. If the average monolingual
classifier has a precision of 74.07%, the precision
increases as more languages are considered, with
a maximum precision of 83.38% obtained when
the predictions of all six languages are consid-
ered (56.02% error reduction). It is interesting to
note that the highest precision meta-classifier for
groups of two languages includes German, while
for groups with more than three languages, both
Arabic and German are always present in the top
performing combinations. English only appears
in the highest precision combination for one, five
and six languages, indicating the fact that the pre-
dictions based on Arabic and German are more
robust.

We further analyze the behavior of each lan-
guage considering only those meta-classifiers that
include the given language. As seen in Figure 4,
all languages experience a boost in performance



No lang | SubjP SubjR  SubjF | ObjP ObjR ObjF AllP AlIR AllF

1 73.43% 82.76% 717.82% | 74.710% 62.97% 68.33% | 74.07% 72.86% 73.08%
2 76.88% 76.39% 76.63% | 80.17% 54.35% 64.76% | 78.53% 65.37% 70.69%
3 78.56% 72.42% 75.36% | 82.58% 49.69% 62.02% | 80.57% 61.05% 68.69%
4 79.61% 69.50% 74.21% | 84.07% 46.54% 59.89% | 81.84% 58.02% 67.05%
5 80.36% 67.17% 73.17% | 85.09% 44.19% 58.16% | 82.73% 55.68% 65.67%
6 80.94% 6520% 72.23% | 85.83% 42.32% 56.69% | 83.38% 53.76% 64.46%

Table 4: Average measures for a particular number of languages in a combination (from one through

six) for meta-classifiers
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Figure 3: Average Macro-Precision and Recall
across a given number of languages

as a result of paired language reinforcement. Ara-
bic gains an absolute 11.0% in average precision
when considering votes from all languages, as
compared to the 72.30% baseline consisting of the
precision of the classifier using only monolingual
features; this represents an error reduction in pre-
cision of 66.71%. The other languages experi-
ence a similar boost, including English which ex-
hibits an error reduction of 50.75% compared to
the baseline. Despite the fact that with each lan-
guage that is added to the meta-classifier, the re-
call decreases, even when considering votes from
all six languages, the recall is still reasonably high
at 53.76%.

The results presented in table 4 are promis-
ing, as they are comparable to the ones obtained
in previous work. Compared to (Wiebe et al.,
2005), who used a high-precision rule-based clas-
sifier on the English MPQA corpus (see Table 1),
our method has a precision smaller by 3.32%, but
a recall larger by 21.16%. Additionally, unlike
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(Wiebe et al., 2005), which requires language-
specific rules, making it applicable only to En-
glish, our method can be used to construct a high-
precision classifier in any language that can be
connected to English via machine translation.

6 Related Work

Recently, resources and tools for sentiment anal-
ysis developed for English have been used as
a starting point to build resources in other lan-
guages, via cross-lingual projections or mono-
lingual and multi-lingual bootstrapping. Several
directions were followed, focused on leveraging
annotation schemes, lexica, corpora and auto-
mated annotation systems. The English annota-
tion scheme developed by (Wiebe et al., 2005)
for opinionated text lays the groundwork for the
research carried out by (Esuli et al., 2008) when
annotating expressions of private state in the Ital-
ian Content Annotation Bank. Sentiment and
subjectivity lexica such as the one included with



the OpinionFinder distribution (Wiebe and Riloff,
2005), the General Inquirer (Stone et al., 1967), or
the SentiWordNet (Esuli and Sebastiani, 2006b)
were transfered into Chinese (Ku et al., 2006; Wu,
2008) and into Romanian (Mihalcea et al., 2007).
English corpora manually annotated for subjec-
tivity or sentiment such as MPQA (Wiebe et al.,
2005), or the multi-domain sentiment classifica-
tion corpus (Blitzer et al., 2007) were subjected
to experiments in Spanish, Romanian, or Chinese
upon automatic translation by (Banea et al., 2008;
Wan, 2009). Furthermore, tools developed for En-
glish were used to determine sentiment or sub-
jectivity labeling for a given target language by
transferring the text to English and applying an
English classifier on the resulting data. The labels
were then transfered back into the target language
(Bautin et al., 2008; Banea et al., 2008). These ex-
periments are carried out in Arabic, Chinese, En-
glish, French, German, Italian, Japanese, Korean,
Spanish, and Romanian.

The work closest to ours is the one proposed
by (Wan, 2009), who constructs a polarity co-
training system by using the multi-lingual views
obtained through the automatic translation of
product-reviews into Chinese and English. While
this work proves that leveraging cross-lingual in-
formation improves sentiment analysis in Chinese
over what could be achieved using monolingual
resources alone, there are several major differ-
ences with respect to the approach we are propos-
ing here. First, our training set is based solely
on the automatic translation of the English corpus.
We do not require an in-domain dataset available
in the target language that would be needed for
the co-training approach. Our method is therefore
transferable to any language that has an English-to
target language translation engine. Further, we fo-
cus on using multi-lingual data from six languages
to show that the results are reliable and replicable
across each language and that multiple languages
aid not only in conducting subjectivity research in
the target language, but also in improving the ac-
curacy in the source language as well. Finally,
while (Wan, 2009) research focuses on polarity
detection based on reviews, our work seeks to de-
termine sentence-level subjectivity from raw text.
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7 Conclusion

Our results suggest that including multilingual
information when modeling subjectivity can not
only extrapolate current resources available for
English into other languages, but can also improve
subjectivity classification in the source language
itself. We showed that we can improve an English
classifier by using out-of-language features, thus
achieving a 4.90% error reduction in accuracy
with respect to using English alone. Moreover, we
also showed that languages other than English can
achieve an F-measure in subjectivity annotation
of over 75%, without using any manually crafted
resources for these languages. Furthermore, by
combining the predictions made by monolingual
classifiers using a majority vote learner, we are
able to generate sentence-level subjectivity anno-
tated data with a precision of 83% and a recall
level above 50%. Such high-precision classifiers
may be later used not only to create subjectivity-
annotated data in the target language, but also to
generate the seeds needed to sustain a language-
specific bootstrapping.

To conclude and provide an answer to the ques-
tion formulated in the title, more languages are
better, as they are able to complement each other,
and together they provide better classification re-
sults. When one language cannot provide suffi-
cient information, another one can come to the
rescue.
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Abstract

Plagiarism, the unacknowledged reuse of
text, does not end at language boundaries.
Cross-language plagiarism occurs if a text
is translated from a fragment written in a

different language and no proper citation

is provided. Regardless of the change of
language, the contents and, in particular,
the ideas remain the same. Whereas dif-
ferent methods for the detection of mono-

lingual plagiarism have been developed,

less attention has been paid to the cross-
language case.

In this paper we compare two recently
proposed cross-language plagiarism de-
tection methods (CL-CNG, based on char-
actern-grams and CL-ASA, based on sta-
tistical translation), to a novel approach
to this problem, based on machine trans-
lation and monolingual similarity analy-
sis (T+MA). We explore the effectiveness
of the three approaches for less related
languages. CL-CNG shows not be ap-
propriate for this kind of language pairs,
whereas T+MA performs better than the
previously proposed models.

Introduction

Paolo Rosso Eneko Agirre

Gorka Labaka
IXA NLP Group

Basque Country University

{e.agirre, gorka.labak@ehu.es

1995; Hoad and Zobel, 2003; Maurer et al., 2006).
Each of these models is appropriate only in those
cases where all the implied documents are written
in the same language.

Nevertheless, the problem does not end at lan-
guage boundaries. Plagiarism is also committed if
the reused text is translated from a fragment writ-
ten in a different language and no citation is pro-
vided. When plagiarism is generated by a transla-
tion process, it is known as cross-language plagia-
rism (CLP).

Less attention has been paid to the detection of
this kind of plagiarism due to its enhanced diffi-
culty (Ceska et al., 2008; Barron-Cedefio et al.,
2008; Potthast et al., 2010). In fact, in the recently
held 1st International Competition on Plagiarism
Detection (Potthast et al., 2009), no participants
tried to approach it.

In order to describe the prototypical process of
automatic plagiarism detection, we establish the
following notation. Letd, be a plagiarism suspect
document. LetD be a representative collection
of reference documentsD presumably includes
the source of the potentially plagiarised fragments
in d,. Stein et al., (2007) divide the process into
three stagés

1. heuristic retrieval of potential source doc-
uments given d,, retrieving an appropri-
ate number of its potential source documents

Plagiarism is a problem in many scientific and cul-
tural fields. Text plagiarism may imply differ-

ent operations: from a simple cut-and-paste, to
the insertion, deletion and substitution of words,
up to an entire process of paraphrasing. Differ
ent models approach the detection of monolin

D* € D such that D*| <« |D|;
2. exhaustive comparison of textsomparing

the text fromd, andd < D* in order to

identify reused fragments and their potential

1This schema was formerly proposed for monolingual
plagiarism detection. Nevertheless, it can be applied-with

gual plagiarism (Shivakumar and Garcia-Molinaput further modifications to the cross-language case.
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sources; and Basque.

3. knowledge-based post-processirigose de-  The rest of the paper is structured as follows.
tected fragments with proper citation are disSection 2 describes the motivation for working
carded as they are not plagiarised. on this research topic, stressing the situation of

cross-language plagiarism among writers in less

The result is offered to the human expert to takeesourced languages. A brief overview of the few

the final decision. In the case of cross-languageorks on CLPD is included. The three similar-
plagiarism detection (CLPD), the texts are writterity estimation models compared in this research
in different languagesi, € L andd’ € L'. work are presented in Section 3. The experimental

In this research we focus on step 2ross- framework and the obtained results are included

language exhaustive comparison of tex@p- in Section 4. Finally, Section 5 draws conclusions

proaching it as an Information Retrieval problenand discusses further work.

of cross-language text similarity. Stephiuristic

retrieval, may be approached by different CLIRZ Motivation

techniques, such as those proposed by Dumais

al. (1997) and Pouliquen et al. (2003).
Cross-language similarity between texts

(%ses of CLP are common nowadays because in-
formation in multiple languages is available on the
. : Web, but people still write in their own language.
¢(dg,d'), has been previously estimated onp, . Peop - guag
the basis of different models:  multiingual his special kind of plagiarism occurs more often
€ basis of ere odels: utingual, pen the target language is a less resourced,one
thesauri (Steinberger et al., 2002; Ceska ef_.
_as is the case of Basque.

al., 2008), comparable corpora —CL-Explicit Basque is a pre-indoeuropean language with
Semantic Analysis CL-ESA— (Potthast et g P be: guag
less than a million speakers in the world and

al., 2008), machine translation techniques

. R . no known relatives in the language families
—CL-Alignment-based Similarity Analysis CL- .= " ) .
ASA— (Barron-Cedefio et al., 2008: Pinto et aII(W|k|ped|a, 2010a). Still, Basque shares a portion

2009) andn-grams comparison —CL-Character.Of its vocabulary with its contact languages (Span-

n-Grams CL-CNG— (Mcnamee and Mayfield,'s.h and French). Ther_efere, we deC|_ded to V\{ork
with two language pairs: Basque with Spanish,
2004). . : .
its contact language, and with English, perhaps
. the language with major influence over the rest of
CNG was carried out recently by Potthast efanguages in the world. Although the considered

3" (2.,?19[)' .ThT. gtuthgiscrlslr()sort ihat fm geg?;alpairs share most of their alphabet, the vocabulary
espite 1ts simplicity, &= outpertormed e g language typologies are very different. For

other two models. Additionally, CL-ESA showed. . L
|Pstance Basque is an agglutinative language.

good results in the cross-language retrieval o . :
: . In order to illustrate the relations among these
topic-related texts, whereas CL-ASA obtalneq . .
better results in exact (human) translations anguages, Fig. 1 includes extracts from the En-
' lish (en), Spanish €9 and Basquegy) versions

HO\thver, mo_st of tthe I;ngllJ_age pairs us;d inth f the same Wikipedia article. The fragments are
reported experiments (Engligieerman, Span- a sample of the lexical and syntactic distance be-

ish, French, Dutch, Poligh are related, whether tween Basque and the other two languages. In

hey hav mmon pr rs or he- ,
because they have common predecessors o l?gct, these sentences are completely co-derived

cause a large proportion of their vocabularie . . ;
ge prop . %nd the corresponding entire articles are a sample
share common roots. In fact, the lower syntactica

relation between the English-Polish pair causeﬁef the typical imbalance in text available in the dif-
. ) rent languages (arour 000, 1, 300, and onl
a performance degradation for CL-CNG, and for guages ( 2] y
CL-ASA to a lesser extent. In order to confirm 2Less resourced language is that with a low degree of rep-
whether the closeness among languages is an ifgsentation on the Web (Alegria et al., 2009). Whereas the
. . . _available text for German, French or Spanish is less than for
portant factor, this paper works with more dis

: ] >"English, the difference is more dramatic with other langisag
tant language pairs: English-Basque and Spanistich as Basque.

A comparison of CL-ASA, CL-ESA, and CL-
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The Party of European Socialists (PES) is ; PPN
a European political party comprising thirty-two dimension is comparable between the two vectors.

socialist, social democratic and labour parties  Therefore, the cosine between such vectors can be
f’\rlom each European Union member state and  estimated in order to —indirectly— estimate how
orway. similard, andd’ are. The authors suggest that this

El Partido Socialista Europeo (PSE) es un
partido politico pan-europeo cuyos miembros model can be used for CLPD.

son de partidos socialdemocratas, socialistas y Another recent model iMLPIag, proposed by

laboristas de estados miembros de la Unibn Eu- .

ropea, asi como de Noruega. Ceska et al. (2008). It exploits theuroWord-
Europako Alderdi Sozialista Europar Bata- Net Thesaurus that includes sets of synonyms in

suneko herrialdeetako eta Norvegiako hogeita  my|tiple European languages, with common iden-

hamabhiru alderdi sozialista, sozialdemokrata eta .

laborista biltzen dituen alderdia da. tifiers across languages. The authors report ex-
periments over a subset of documents of the En-

_glish and Czech sections of the JRC-Acquis cor-

Figure 1: First sentences frorp t.he Wikipedia artl-puS as well as a corpus of simplified vocabufary
cles “Party of European Socialistsén,

r “Partido  The main difficulty they faced was the amount of
Socialista Europeo™dy, and “Europako Alderdi s in the documents not included in the the-
Sozialista” e (Wikipedia, 2010b). saurus (approximately 50% of the vocabulary).

This is a very similar approach to that pro-

100 words are contained in then esandeuarti- Posed by Pouliquen et al. (2003) for the identi-
cles, respectively). fication of document translations. In fact, both

Of high relevance is that the two corpora use@Pproaches have something in common: transla-
in this work were manually constructed by transtions are searched at document level. It is assumed
lating English and Spanish text into Basque. In théat an entire document has been reused (trans-
experiments carried out by Potthast et al. (2010)ated). Nevertheless, a writer is free to plagiarise
which inspired our work, texts from the JCR-text fragments from different sources, and com-
Acquis corpus (Steinberger et al., 2006) an@ose a mixture of original and reused text.
Wikipedia were used. The first one is a multilin- A third model is the cross-language alignment-
gual corpus with no clear definition of source and?@sed similarity analysis (CL-ASA), proposed by
target languages, whereas in Wikipedia no sp&arron-Cedefio et al. (2008), which is based on
cific relationship exists between the different lanstatistical machine translation technology. This
guages in which a topic may be broached. In somf@0del was proposed to detect plagiarised text
cases (cf. Fig. 1) they are clearly co-derived, buffagments (similar models have been proposed for
in others they are completely independent. extraction of parallel sentences from comparable

CLPD has been investigated just recentlycorpora (Munteanu et al., 2004)). The authors
mainly by adapting models formerly proposed®POrt experiments over a short set of texts from
for cross-language information retrieval. Thigwhich simulated plagiarism was created from En-
is the case of cross-language explicit semardlish to Spanish. Human as well as automatic ma-
tic analysis (CL-ESA), proposed by Potthast eghine translations were included in the collection.
al. (2008). In this case the comparison peFurther descriptions of this model are included in
tween texts is not carried out directly. InsteadS€ction 3, as it is one of those being assessed in
a comparable corpu€’; 1/ is required, contain- this research work.
ing documents on multiple topics in the two im- TO the best of our knowledge, no work (in-
plied languages. One of the biggest corpor§luding the three previously mentioned) has been
of this nature is Wikipedia. The similarity be- done considering less resourced languages. In this
tweend, € L and every document € C research work we approach the not uncommon
is computed based on the cosine measure. TREblem of CLPD in Basque, with source texts
same process is made féf. This step gener- Written in Spanish (the co-official language of the

ates two vectorgcos(dg, ¢1), - . ., cos(dg, ¢ )] *http://ww.illc.uva. nl/EuroWr dNet/
and [cos(d',c)), ..., cos(d, clch/l)], where each  *The authors do not mention the origin of the documents.
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low tok pd bd sd lem log-linear combination of state-of-the-art features,
T+MA E n [] . - .
CLASA ®m =m ™ such as translation probabilities and lexical trans-
CL-CNG = E B N lation models on both directions and a target lan-

guage model. After translationd;, and d' are

Table 1: Text preprocessing operations relexically related, making possible a monolingual
quired for the different models.iow=lowercasing, comparison.

tok=tokenizationpd=punctuation marks deletiohd=blank . . . ,
space deletionsd=symbols deletionjem=lematization. Multiple translations fromd, into d, are pos-

sible. Therefore, performing a monolingual sim-
i _ilarity analysis based on “traditional” techniques,
Basque C_:ountry) an_d English (the language W'tguch as those based on woregrams compari-
most available texts in the world). ~_son (Broder, 1997) or hash collisions (Schleimer
We compare three cross-language similarity; 5| 2003), is not an option. Instead, we take the
analysis methods: T+_MA (translation fouowedapproach of the bag-of-words, which has shown
by monolingual analysis), a novel method basef,,q resuits in the estimation of monolingual text
on machine translation followed by a monolin-gjmjjarity (Barron-Cedefio et al., 2009). Words in
gual similarity estimation; CL-CNG, a charactery 54,4 are weighted by the standarg-idf, and
q )

n-gram based comparison model; and CL-ASAne similarity between them is estimated by the
a model that combines translation and S'm'lar't3(:osine similarity measure.

estimation in a single step. Neither MLPlag nor
CL-ESA are included in the comparison. On theé3.2 CL-Alignment-based Similarity Analysis

one hand, we are interested in plagiarism at sef this model an estimation of how likely is tht
tence level, and MLPlag is designed to comparg a translation ofl, is performed. It is based on

entire documents. On the other hand, in previouge adaptation of the Bayes rule for MT:
experiments over exact translations, CL-ASA has ) )
shown to outperform it on language pairs whose p(d' | dg) = p(d) pldy | )
alphabet or syntax are unrelated (Potthast et al., plda) o
2010). This is precisely the case efi-euand S P(dg) does not depend o, it is neglected.

es-eulanguage pairs. Additionally, the amount™rom an MT pc,)iqt of view, the conditional prob-
of Wikipedia articles in Basque available for the2Plty p(dy | d') is known astranslation model
construction of the required comparable corpus ioPability and is computed on the basis of a sta-

insufficient for the CL-ESA data requirements. tistical bilingual dictionaryp(d’) is known asan-
guage model probabilityit describes the target

3 Definition of Models languageL’ in order to obtain grammatically ac-
ceptable translations (Brown et al., 1993).
In this section, we describe the three cross- Translatingd, into L’ is not the concern of
language similarity models we compare. For exthis method, rather it focuses on retrieving texts
perimental purposes (cf. Section 4) we considégritten in L' which are potential translations of
dq to be a suspicious sentence writtenfinand (. Therefore, Barron-Cedefio et al. (2008) pro-
D' to be a collection of potential source sentencesosed replacing the language model (the one used
written in L' (L # L'). The text pre-processing in T+MA) by that known adength model This

required by the different models is summariseéhodel depends on text’s character lengths instead
in Table 1. Examples illustrating how the modelsf language structures.

@)

work are included in Section 4.3. Multiple translations from! into L’ are possi-
) ) ) ble, and it is uncommon to find a pair of translated
3.1 Translation + Monolingual Analysis textsd andd’ such thatid| = |d’|. Nevertheless,

d, € L is translated intoL’ on the basis of the length of such translations is closely related
the Giza++ (Och and Ney, 2003), Moses (Koehto a translation length factor. In accordance with
et al., 2007) and SRILM (Stolcke, 2002) tools,Pouliquen et al. (2003), the length model is de-
generatingd;. The translation system uses dined as:
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/ , how the models work, and the obtained results are
0.5(%“) presented and discussed in Section 4.4.
o(d) =e

’ 2
' @) 4.1 Corpora
wherey ando are the mean and the standard devig, oiher |nformation Retrieval tasks a plethora of

ation of the character lengths between tranSIatio%rpora is available for experimental and compar-
of texts fromL into L'. If the length ofd’ is notthe ¢, purposes. However, plagiarism implies an

expected giver,, it receives a low qualification. - guica| infringement and, to the best of our knowl-
The translation model probability is defined asyy4e there is no corpora of actual cases available,
pld) =TI 3 pla.y). @3) other than some seminal efforts on creating cor-

vEdyed pora of text reuse (Clough et al., 2002), artificial

where p(z,y), a statistical bilingual dictionary, plag?ar?sm (Potthast et al,, 2009), and simulated
represents the likelihood thatis a valid transla- Plagiarism (Clough and Stevenson, 2010). The
tion of y. After estimatingp(z, ) from a parallel problem is worse for cross-language plagiarism.

corpus, on the basis of the IBM statistical trans- 1Nerefore, in our experiments we use two
lation models (Brown et al., 1993), we considerPara”eI corpora: Software an en-eutranslatlon_
for each wordz, only the k best translationgy Memory of software manuals generously supplied
(those with the highest probabilities) up to a minPy Elhuyar Fundazida and Consumer a cor-
imum probability mass df.4. This threshold was PUS extracted from a consumer oriented mag-

empirically selected as it eliminated noisy entrie@Zin€ that includes articles written in Spanish
without discarding an important amount of rele-210ng with their Basque, Catalan, and Galician
vant pairs. translation8 (Alcazar, 2006). Softwareincludes

The similarity estimation based on CL-ASA is 288; 000 parallel sentences; 66 (6.83) words per
finally computed as: sentence |n'the English (Basque) sectidbon-
sumercontainsb8, 202 sentences]9.77 (15.20)
@(dg,d') = o(d') p(dq | d). (4) words per sentence in Spanish (Basque). These
corpora also reflect the imbalance of text available
in the different languages.
This model, the simplest of those compared in this
research, has been used in (monolingual) Authoft2 Experimental Framework
ship Attribution (Keselj et al., 2003) as well aswe considerD, and D’ to be two entire docu-
cross-language Information Retrieval (Mcnameenents from which plagiarised sentences and their
and Mayfield, 2004). The simplified alphabet consource are to be detected. We work at this level
sidered is¥ = {a,...,2,0,...,9}; any other of granularity, and not entire documents, for two
symbol is discarded (cf. Table 1). The resultingnain reasons:iY we are focused on the exhaus-
text strings are codified into charactéigrams, tive comparison stage of the plagiarism detection
which are weighted by the standarf-idf (con- process (cf. Section 1); anil)(even a single sen-
sidering thisn has previously shown to producetence could be considered a case of plagiarism,
the best results). The similarity between such regs it transmits a complete idea. However, a pla-
resentations af, andd’ is estimated by the cosine giarised sentence is usually not enough to auto-
similarity measure. matically negate the validity of an entire docu-
) ment. This decision is left to the human expert,
4 Experiments which can examine the documents where several
The objective of our experiments is to compar@lagiarised sentences occur. Note that the task be-
the performance of the three similarity estimatiorfOMes computationally more expensive as, for ev-
models. Section 4.1 introduces the corpora wg'Y Sentence, we are looking through thousands
have exploited. The experimental framework iS™ spt ¢ p:// ww el huyar. or g
described in Section 4.2. Section 4.3 illustrates °®http://revista.consuner.es

3.3 CL-Character n-Gram Analysis
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es-eu en-eu Teu Yen p(x,y) | Teu Yen p(z,y)
I e I e beste another 0.288 beste  other 0.348
dokumentu  document 0.681| batzu  some 0.422
;1 1122; 83328 1822; 8222(7) makro macro 0.558 | ezin not 0.179
2 . . . . ezin cannot 0.279| izan is 0.241
1.1571 0.2349| 1.0566 0.5433 izan the 0.162| atzi access 0.591
I3 0.981
fa 1.1565 0.2363| 1.0553 0.5352 : : :
fs 1.1571 0.2348| 1.0553 0.5467
avg. | 1.1569 0.2351] 1.0560 0.5452 Table 3: Entries in the bilingual dictionary for the

_ _words ind,,. Relevant entries for the example are in bold.
Table 2: Length models estimated for each train-
Ing partition f17m75. The values describe a normal distri-
bution centred in: + o, representing the expected length of4 3

the source text given the suspicious one. lllustration of Models

In order to clarify how the different models work,
consider the following sentence pair, a suspicious

L S N b sentenced, written in Basque and its sourc#
5§ osl J eS 4 written in English (sentences are short for illustra-
£ I\ en tive purposes):
= T | d, beste dokumentu batzuetako makroak ezin dira atzitu.
= 04 | i d’ macros from other documents are not accessible.
T R A P - CL-CNG Example

0 AR N In this case, symbols and spaces are discarded.

0 50 100 150 200 250

Sentences become: o _
Length of the sentences d, bestedokumentubatzuetakomakroakezindiraatzitu

d’ macrosfromotherdocumentsarenotaccessible

Figure 2: Example length factor for a sentence Only three3-grams appear in both sentences
written in Basque €U) d,, such thatd,| = 90. (ume men enf. In order to keep the example sim-
T e (e e Exoecie <791 (e, thei-grams are weighted by only (i the

actual experiments,f-idf is used), resulting in a

dot product of3. The corresponding vectors mag-
of topically-related sentences that are potentiglitudes argdq| = 6.70 and|d’| = 5.65. There-
sources ofl,, and not only those of a specific doc-fore, the estimated similarity is(d,, d’) = 0.079.

ument. CL-ASA Example

CLPD is considered a ranking problem. Let Inthi the text t be tokenised and |
d, € D, be a plagiarism suspicious sentence and nhis case, Inelext must be tokenised and fem-
atised, resulting in the following string:

; L .
d’ € D' be its source Sen_tence' We CO_nSIdec thgp dy beste dokumentu batzu makro ezin izan atzi .
the result of the process is correct if, givépn d d’ macro from other document be not accessible .
is properly retrieved. A-fold cross validation for ~ The sentences’ lengths drg| = 38 and|d’| =
both en-euand es-euwas performed. Bilingual 39. Therefore, on the basis of Eq. 2, the length
dictionaries, language and length models were efactor between them is(d,, d") = 0.998.
timated with the corresponding training partitions. The relevant entries of the previously estimated
The computed values fgr and o are those in- dictionary are included in Table 3. Such entries
cluded in Table 2. The values for the differentare substituted in Eqg. 3, and the overall process
partitions are very similar, showing the low vari-results in a similarityp(d,,d") = 2.74. Whereas
ability in the translation lengths. On the basis ohot a stochastic value, this is a weight used when
these estimated parameters, an example of lenginking all the potential source sentencein
factor for a specific sentence is plotted in Fig. 2.
o - T+MA Example

In the test partitions, for each suspicious sen- _ _
tenced,, 11, 640 source candidate sentences exist ' this case, the same pre-processing than
for es-euand 57,290 for en-eu This results in N CL-ASA s p,erforme_d. In T+MAd, is _
more than 135 million and 3 billion comparisonstansiated intoL’, resulting in the new pair:

. . d, other document macro cannot be access .

carried out fores-euanden-eurespectively. d' macro from other document be not accessible .
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Note thatd;, is a valid translation ofl,. Never- 1
theless, it has few syntactic relationdb There-
fore, applying more sophisticated codifications
than the cosine measure over bag-of-words is not °°| ]
an option. The example is again simplified by € .| ]

weighting the words based aif. Five words ap- o o
pear in both sentences, resulting in a dot product | CLONG o ]
of 5. The vectors magnitudes ajd,| = [d'| = T — .
V7. The estimation by T+MA isp(d,,d') = ank

0.71, a high similarity level. (a) es-eu

4.4 Results and Discussion

For evaluation we consider a standard measure:
Recall. More specifically Recall aftertexts have
been retrievedi{ = [1.. ., 50]). Figure 3 plots the 06 - T
average Recall value obtained in thdolds with oal—
respect to the rank position).

In both language pairs, CL-CNG obtained s
worse results than those reported for English- b 2345 '10 '20 o
Polish by Potthast et al. (2010R@50 = 0.68
vs. R@50 = 0.53 for es-euand0.28 for en-eu
This is due to the fact that neither the vocabulary
nor its corresponding roots keep important relagig, re 3: Evaluation of the cross-language rank-
tions. Therefore, when language pairs have a log. Results plotted as rank versus Recall for the three eval-
syntactical relationship, CL-CNG is not an Op_uated models and the two language paRk§y(1, . . ., 50]).
tion. Still, CL-CNG performs better witkes-eu
than withen-eubecause the fir;t pair is composede[n|s])_ Additionally,
of contact languages (cf. Section 1).

08 |- i

Recall

rank

(b) en-eu

the language model, applied

/ , in order to compose syntactically correct transla-
About CL-ASA, the results obtained withs-  {jong reduces the amount of wrong translations

euanden-euare quite different: RA50 = 0.68  gng indirectly, includes more syntactic informa-

for en-euand RA50 = 0.53 for es-eu Whereas ion iy the process. On the contrary, CL-ASA

in the first case they are comparable to those @fy|y considers one direction translation moelet

CL-CNG, in the second one CL-ASA completelyg s and completely disregards syntactical rela-
outperforms it. The improvement of CL-ASA 0b-i5ns between the texts.

tained foren-euis due to the size of the training Note that the better results come at the cost

corpus available in this case (approximately fiv%f higher computational demand. CL-CNG only

times the number of sen_tgr_mes available éSF, requires easy to compute string comparisons.
ey. This shows the sensitivity of the model withc, _Agp requires translation probabilities from

respect to the size of the available resources.  jianed corpora, but once the probabilities are es-
Lastly, although T+MA is a simple approachyimaieqd, cross-language similarity can be com-
that reduces the cross-language similarity eSt'm%'uted very fast. T+MA requires the previous

tion to a translation followed by a monolingual,[r(,jmslt,mOn of all the texts, which can be very
process, it obtained a good performance (R@50C=

ostly for large collections.
0.77 foren-euand R@50=0.89 for es-eu). More-
over, this method proved to be less sensitive tha@ Conclusions and Further Work
CL-ASA to the lack of resources. This could
be due to the fact that it considers both direcin a society where information in multiple lan-
tions of the translation modeé[n|s]-eu andeu- guages is available on the Web, cross-language
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plagiarism is occurring every day with increasingAlegria, Ifiaki, Mikel L. Forcada, and Kepa Sara-
frequency_ St|||’ Cross_|anguage p|agiarism de- sola, editors. 2009.Proceedings of the SEPLN

tection has not been approached sufficiently due 2009 Workshop on Information Retrieval and Infor-
mation Extraction for Less Resourced Languages

to its intrinsic complexity. Though few attempts  pgnostia, Basque Country. University of the Basque
have been made, even less work has been made ta@ountry.

tackle this problem for less resourced IanguageE’arrOn-Cedeﬁo Alberto, Paolo Rosso, David Pinto

and to explore distant language pairs. and Alfons Juan. 2008. On Cross-lingual Plagia-
We investigated the case of Basque, a lan- rism Analysis Using a Statistical Model. In Stein,

guage where, due to the lack of resources, cross-Stamatatos, and Koppel, editoESCAI 2008 Work-

- : : shop on Uncovering Plagiarism, Authorship, and
language plagiarism is often committed from texts Social Software Misuse (PAN 2008)ages 9-13,

in Spanish and English. Basque has no known rel- Patras, Greece. CEUR-WS.org.

atives in the language family. However, it shares - )
some of its vocabulary with Spanish. Barrbn-Cedefio, Alberto, Andreas Eiselt, and Paolo

Rosso. 2009. Monolingual Text Similarity Mea-
Two state-of-the-art methods based on trans- gyres: A Comparison of Models over Wikipedia Ar-

lation probabilities andh-gram overlapping, and ticles Revisions. In Sharma, Verma, and Sangal, ed-
a novel technique based on statistical machine itors, ICON 2009 pages 29-38, Hyderabad, India.
translation were evaluated. The novel technique Macmillan Publishers.

obtains the best results in both language pairg8roder, Andrei Z. 1997. On the Resemblance and

with the n-gram overlap technique performing Containment of Documents. Iﬁompressi,on and
worst. In this sense, our results complement those SOMPlexity of Sequences (SEQUENCES'pages

L 21-29. IEEE Computer Society.
of Potthast et al. (2010), which includes closely P 4
related language pairs as well. Brown, Peter F., Stephen A. Della Pietra, Vincent J.

Della Pietra, and Robert L. Mercer. 1993. The
Our results also show that better results come at Mathematics of Statistical Machine Translation: Pa-

the cost of more expe.nsive.procgssing time. For rameter Estimation. Computational Linguistics
the future, we would like to investigate such per- 19(2):263-311.

formance trade-offs in morg demanding datasetSCeska, Zdenek, Michal Toman, and Karel Jezek. 2008.
For future work we consider that exploring se-  myltilingual Plagiarism Detection. IProceedings

mantic text features across languages could im- of the 13th International Conference on Artificial
prove the results. It could be interesting to fur- Intelligence pages 83-92. Springer Verlag Berlin
ther analyse how the reordering of words through Heidelberg.

translations might be relevant for this task. Addi-Clough, Paul and Mark Stevenson. 2010. Developing
tionally, working with languages even more dis- & Corpus of Plagiarised Short Answetlsanguage
tant from each other, such as Arabic or Hindi, Resources and Evaluation: Special Issue on Plagia-

. . . rism and Authorship Analysis
seems to be a challenging and interesting task.
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Abstract

In this work we present the results of ex-
perimental work on the development of
lexical class-based lexica by automatic
means. Our purpose is to assess the use
of linguistic lexical-class based informa-
tion as a feature selection methodology
for the use of classifiers in quick lexical
development. The results show that the
approach can help reduce the human ef-
fort required in the development of lan-
guage resources significantly.

1 Introduction

Although language independent, many linguistic
technologies are inherently tied to the availabili-
ty of particular language data (i.e. Language Re-
sources, LR). The nature of these data is very
much dependent on particular technologies and
the applications where are used. Currently, most
systems are using LR collected by hand that still
do not cover all languages, or all possible appli-
cation domains, or all possible information re-
quired by the many applications that are being
proposed. Methods for the automatic and quick
development of new LR have to be developed in
order to guarantee a supply of the required data.
Esuli and Sebastiani (2006) did a classification
experiment for creating lexica for opinion min-
ing, for instance, and the importance of lexical
information for event extraction in Biomedical
texts has been addressed in Fillmore et al.
(2006). One way of producing such resources is
to classify words into lexical classes via methods
based on their morphosyntactic contexts of oc-
currence.

In the next three sections we report on an ex-
periment on cue-based lexical classification for
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non-deverbal event nouns, that is, nouns such as
‘party’ or ‘conflict’, which refer to an event but
cannot be identified by their morphology, as is
the case with deverbal nouns such as ‘construc-
tion’. The purpose of this experiment was, as
already stated, to investigate methods for the
rapid generation of an event nouns lexicon for
two different languages, using a reduced quanti-
ty of available texts. Assuming that linguistic
information can be provided by occurrence dis-
tribution, as is usually done in linguistic theory
to motivate lexical classes (e.g. Grimshaw,
1990), cue information has been gathered from
texts and used to train and test a Decision Tree-
based classifier. We experimented with two dif-
ferent languages to test the potential coverage of
the proposed technique in terms of its adaptation
to different languages, and also used different
types of corpora to test its adaptability to differ-
ent domains and sizes.

2 Some properties of Non-Deverbal
Event Nouns in Spanish and English.

We based our experiment on the work by Resnik
(2004) who proposes a specific lexical class for
Spanish event nouns like accidente (‘accident”)
or guerra (‘war’) which cannot be identified by
suffixes such as ‘-cidon’ (‘-tion’) or ‘miento’ (‘-
ment’), i.e. the morphological marks of deverbal
derivation. Her proposal of creating a new class
is motivated by the syntactic behaviour of these
non-deverbal event nouns that differ significant-
ly both from deverbal nominalizations and from
non event nouns. This proposal differs signifi-
cantly from work such as Grimshaw (1990).

In Grimshaw (1990) a significant difference is
shown to exist between process and result no-
minals, evident in certain ambiguous nouns such
as building, which can have a process reading —
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in a sentence like The building of the access
road took three weeks (= 'process of building')—
and a non-eventive or result reading —in a sen-
tence like The building collapsed (= 'edifice').
These two types of nominals differ in many lex-
ico-syntactic properties, such as the obligato-
ry/optional internal argument realization, the
manner of external argument realization, the de-
terminer selection and their ability to control
infinitival clauses. Simple event nouns such as
trip share several syntactic properties with result
nominals, although their lexical meaning is in-
deed similar to that of the process or complex
event nouns. The main difference is the fact that
result nominals and simple event nouns, contrary
to complex event nominals, are not verb-like in
the way they combine with their satellites
(Grimshaw 1990). The similarity between result
nominals and simple event nouns is accepted in
Picallo's (1991, 1999) analysis of Catalan and
Spanish nominalizations and in Alexiadou's
(2001) work on nominalizations in Greek, Eng-
lish, Hebrew and other languages.

Although the similarities between non-
deverbal event nouns like accidente and result
nominals are undeniable, some evidence (Res-
nik, 2004 and 2009) has been found that non-
deverbal event nouns cannot be assimilated to
either result nominals or simple non event nouns
like tren (‘train’), in spite of their shared proper-
ties. In the next sections, we briefly present evi-
dence that non-deverbal event nouns are a sepa-
rate lexical class and that this evidence can be
used for identifying the members of this class
automatically, both in Spanish and in English.
Our hypothesis is that whenever there is a lexical
class motivated by a particular distributional be-
haviour, a learner can be trained to identify the
members of this class. However, there are two
main problems to lexical classification: noise
and silence, as we will see in section 4.

Resnik (2004) shows that non-deverbal event
nouns occur in a unique combination of syntac-
tic patterns: they are basically similar to result
nouns (and simple non event nouns) regarding
the realization of argument structure, yet they
pattern along process nominals regarding event
structure, given that they accept the same range
of aspectual adjuncts and quantifiers as these
nouns and are selected as subjects by the same
‘aspectual’ verbs (empezar, ‘to start’; durar, ‘to
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last’, etc.) (cf. section 3.2). As to other nominal
properties, such as the mass/count distinction,
the contexts show that non-deverbal event nouns
are not quite like either of the two kinds of no-
minalizations, and they behave like simple non
event nouns. The table below summarizes the
lexico-syntactic properties of the different nouns
described by Grimshaw (1990) with the addition
of Resnik’s proposed new one.

NDVEN PR-N RES-N NEN
(war) (construction | (construction | (map)
event) result. obj.)

Obligatory no yes no No
internal ar-
gument
External genitive PP_by genitive genitive
argument DP DP DP
realization
Subject of yes yes no no
aspectual
verbs
(begin, last..)
Aspectual yes yes no no
quantifier
(a period of)
Complement yes yes no no
of during, ...
Count/mass | mass/count mass count mass/
(determiners, count
plural forms)

Table 1. Lexico-syntactic properties of Eng-
lish Non-Deverbal Event Nouns (NDV E N),
Process Nouns (PR-N) and Result Nouns (RES-
N) and Non Event Nouns (NEN).

3 Automatic Detection of Non-deverbal
Event Nouns

We have referred to the singularities of non-
deverbal event nouns as a lexical class in con-
trast with other event and non-event nouns. In
our experiment, we have extracted the characte-
ristics of the contexts where we hypothesize that
members of this class occur and we have used
them as variables to train an automatic learner
that can rely on these features to automatically
classify words into those which are indeed non-
deverbal event nouns and those which are not.
Because deverbal result nouns are easily identi-
fiable by the nominal suffix they bear (for in-
stance, ‘-tion’ for English and ‘-cion’ for Span-
ish), our experiment has been centered in sepa-
rating non-deverbal event nouns like guerra/war
from non event nouns like tren/train.



Some work related to our experiments can be
found in the literature dealing with the identifi-
cation of new events for broadcast news and se-
mantic annotation of texts, which are two possi-
ble applications of automatic event detection
(Allan et al. 1998 and Sauri et al. 2005, respec-
tively, for example). For these systems, howev-
er, it would be difficult to find non-deverbal
event nouns because of the absence of morpho-
logical suffixes, and therefore they could benefit
from our learner.

3.1 Cue-based Lexical Information Acqui-
sition

According to the linguistic tradition, words that
can be inserted in the same contexts can be said
to belong to the same class. Thus, lexical classes
are linguistic generalizations drawn from the
characteristics of the contexts where a number of
words tend to appear. Consequently, one of the
approaches to lexical acquisition proposes to
classify words taking as input characteristics of
the contexts where words of the same class oc-
cur. The idea behind this is that differences in
the distribution of the contexts will separate
words in different classes, e.g. the class of tran-
sitive verbs will show up in passive construc-
tions, while the intransitive verbs will not. Thus,
the whole set of occurrences (tokens) of a word
are taken as cues for defining its class (the class
of the type), either because the word is observed
in a number of particular contexts or because it
is not. Selected references for this approach are:
Brent, 1993; Merlo and Stevenson, 2001; Bald-
win and Bond, 2003; Baldwin, 2005; Joanis and
Stevenson, 2003; Joanis et al. 2007.

Different supervised Machine Learning (ML)
techniques have been applied to cue-based lexi-
cal acquisition. A learner is supplied with classi-
fied examples of words represented by numeri-
cal information about matched and not matched
cues. The final exercise is to confirm that the
data characterized by the linguistically moti-
vated cues support indeed the division into the
proposed classes. This was the approach taken
by Merlo and Stevenson (2001), who worked
with a Decision Tree and selected linguistic cues
to classify English verbs into three classes: un-
accusative, unergative and object-drop. Anima-
cy of the subject, for instance, is a significant
cue for the class of object dropping verbs, in
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contrast with verbs in unergative and unaccusa-
tive classes. Baldwin and Bond (2003) used a
number of linguistic cues (i.e. co-occurence with
particular determiners, number, etc.) to learn the
countability of English nouns. Bel et al. (2007)
proposed a number of cues for classifying nouns
into different types according to a lexical typol-
ogy. The need for using more general cues has
also been pointed out, such as the part of speech
tags of neighboring words (Baldwin, 2005), or
general linguistic information as in Joanis et al.
(2007), who used the frequency of filled syntac-
tic positions or slots, tense and voice features,
etc., to describe the whole system of English
verbal classes.

3.2 Cues for the Detection of Non-deverbal

Event Nouns in Spanish

As we have seen in section 2, non-deverbal
event nouns can be identified by their occur-
rence in particular syntactic and lexical contexts
of co-occurrence.We have used 11 cues for sepa-
rating non-deverbal event nouns from non event
nouns in Spanish. These cues are the following:

Cues 1-3. Nouns occurring in PPs headed by
prepositions such as durante (‘during’), hasta el
final de (‘until the end of”), desde el principio de
(‘from the beginning of’), and similar expres-
sions are considered to be eventive. Thus, occur-
rence after one of such expressions will be in-
dicative of an event noun.

Cues 4-8. Nouns occurring as external or in-
ternal arguments of verbs such as ocurrir (‘oc-
cur’), producir (‘produce’ or ‘occur’, in the case
of ergative variant producirse), celebrar (‘cele-
brate’), and others with similar meanings, are
also events. Note that we identify as ‘external
arguments’ the nouns occurring immediately
after the verb in particular constructions, as our
pos- tagged text does not contain information
about subjects (see below). In many cases it is
the internal argument occurring in these con-
texts. These verbs tend to appear in ‘presenta-
tive’ constructions such as Se produjo un acci-
dente (‘An accident occurred’), with the pronoun
se signalling the lack of external argument.
Verbs like ocurrir appear in participial absolute
constructions or with participial adjectives,
which means they are unaccusatives.

Cue 9. The presence of temporal quantifying
expressions such as dos semanas de (‘two weeks



of”) or similar would indicate the eventive cha-
racter of a noun occurring with it, as mentioned
in section 2.

Cue 10. Non-deverbal event nouns will not be
in Prepositional Phrases headed by locative pre-
positions such as encima de (‘on top of’) or de-
bajo de (‘under’). These cues are used as nega-
tive evidence for non-event deverbal nouns.

Cue 11. Non-deverbal event nouns do have an
external argument that can also be realized as an
adjective. The alternation of DP arguments with
adjectives was then a good cue for detecting
non-deverbal events, even when some other
nouns may appear in this context as well. For
instance: fiesta nacional (‘national party’) vs.
mapa nacional (‘national map’).

3.3 Cues for the Detection of Non-Deverbal

Event Nouns in English

As for Spanish, cues for English were meant to
separate the newly proposed class of non-
deverbal event nouns from non-event nouns if
such a class exists as well.

Cues 1-3. Process nominals and non-deverbal
event nouns can be identified by appearing as
complements of aspectual PPs headed by prepo-
sitions like during, after and before, and com-
plex prepositions such as at the end of and at the
beginning of-

Cues 4 and 5. Non-deverbal nouns may occur
as external or internal arguments of aspectual as
well as occurrence verbs such as initiate, take
place, happen, begin, and occur. Those argu-
ments are identified either as subjects of active
or passive sentences, depending on the verb, i.e.
the therapy was initiated and the conflict took
place.

Cue 6. Likewise, nouns occurring in expres-
sions such as frequency of, occurrence of and
period of would probably be event nouns, i.e. the
frequency of droughts.

Cue 7 and 8. Event nouns may as well appear
as objects of aspectual and time-related verbs,
such as in have begun a campaign or have car-
ried out a campaign.

Cues 10 and 11. They are intended to register
event nouns whose external argument, although
optional, is realized as a genitive complement,
e.g. enzyme’s loss, even though this cue is
shared with other types of nouns. Following the
characterization suggested for Spanish, we also
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tried external arguments realized as adjectives in
cue 11, as in Napoleonic war, but we found em-
pirical evidence that it is not useful.

Cues 12-16. Finally, as in the experiment for
Spanish, we have also included evidence that is
more common for non-event nouns, that is, we
have used negative evidence to tackle the prob-
lem of sparse data or silence discussed in the
next section. It is considered a negative cue for a
noun to be preceded by an indefinite determiner,
to be in a PP headed by a locative preposition,
and to be followed by the prepositions by or of,
as a PP headed by one these prepositions could
be an external argument and, as it has been noted
above, the external argument of event nouns
tends to be realized as a genitive complement (as
in John's trip/party).

In the selection of these cues, we have con-
centrated on those that separate the class of non-
deverbal event nouns from the class formed by
simple non event nouns like #rain, where no par-
ticular deverbal suffix can assist their detection.
If it is the case that these are really cues for de-
tecting non-deverbal event nouns, the learner
should confirm it by classifying non-deverbal
event nouns correctly, separating them from oth-
er types of nouns.

4 Experiment and results

For our experiments we have used Regular Ex-
pressions to implement the patterns just men-
tioned, which look for the intended cues in a
part-of-speech tagged corpus. We have used a
corpus of 21M tokens from two Spanish news-
papers (E! Pais and La Vanguardia), and an
English technical corpus made of texts dealing
with varying subject matter (Economy, Medi-
cine, Computer science and Environmental is-
sues), of about 3.2M tokens. Both Spanish and
English corpora are part of the Technical Corpus
of IULA at the UPF (CT-IULA, Cabré et al.
2006). The positive or negative results of the n-
pattern checking in all the occurrences of a word
are stored in an n-dimension vector. Thus, a sin-
gle vector summarizes all the occurrences of a
word (the type) by encoding how many times
each cue has been observed. Zero values, i.e. no
matching, are also registered.

We used a Decision Tree (DT) classifier in
the Weka (Witten and Frank, 2005) implementa-
tion of pruned C4.5 decision tree (Quinlan,



1993). The DT performs a general to specific
search in a feature space, selecting the most in-
formative attributes for a tree structure as the
search proceeds. The goal is to select the minim-
al set of attributes that efficiently partitions the
feature space into classes of observations and
assemble them into a tree. During the experi-
ment, we tuned the list of cues actually used in
the classification task, because some of them
turned out to be useless, as they did not show up
even once in the corpus. This was especially true
for the English corpus with cues 5, 11 and 12.
Note that the English corpus is only 3.2 million
words.

In the experiment we used a 10-fold cross-
validation testing using manually annotated
gold-standard files made of 99 non-event and
100 non-deverbal event nouns for Spanish and
93 non event and 74 non-deverbal event nouns
for English'. In this first experiment, we decided
to use mostly non-deverbal non event nouns
such as map, because detecting result nouns like
construction is easy enough, due to the deverbal
suffix. However, for the English experiment, and
because of the scarcity of non-deverbal nouns
occurrences, we had to randomly select some
deverbals that were not recognized by the suffix.

The results of our experiment gave a total ac-
curacy of 80% for Spanish and 79.6% for Eng-
lish, which leads to think that corpus size is not a

Positive: accident, assembly, audience, battle, boycott,
campaign, catastrophe, ceremony, cold, collapse, confe-
rence, conflict, course, crime, crisis, cycle, cyclone, change,
choice, decline, disease, disaster, drought, earthquake, epi-
demic, event, excursion, fair, famine, feast, festival, fever,
fight, fire, flight, flood, growth, holiday, hurricane, impact,
incident, increase, injury, interview, journey, lecture, loss,
meal, measurement, meiosis, marriage, mitosis, monsoon,
period, process, program, quake, response, seminar, Snows-
torm, speech, storm, strike, struggle, summit, symposium,
therapy, tour, treaty, trial, trip, vacation, war. Negative:
agency, airport, animal, architecture, bag, battery, bird,
bridge, bus, canal, circle, city, climate, community, compa-
ny, computer, constitution, country, creature, customer,
chain, chair, channel, characteristic, child, defence, direc-
tor, drug, economy, ecosystem, energy, face, family, firm,
folder, food, grade, grant, group, health, hope, hospital,
house, illusion, information, intelligence, internet, island,
malaria, mammal, map, market, mountain, nation, nature,
ocean, office, organism, pencil, people, perspective, phone,
pipe, plan, plant, profile, profit, reserve, river, role, satellite,
school, sea, shape, source, space, star, statistics, store, tech-
nology, television, temperature, theme, theory, tree, medi-
cine, tube, university, visa, visitor, water, weather, window,
world.
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determinant factor and that this method can be
used for addressing different languages, pro-
vided a good characterization of the lexical class
in terms of particular occurrence distributions is
achieved. Yet, although the accuracy of both
English and Spanish test sets is similar, we will
see later on that the size of the corpus does in-
deed affect the results.

An analysis of the errors shows that they can
be classified in two groups: errors due to noise,
and errors due to silence.

(1) Noise. In his seminal work, Brent (1993)
already pointed out that “the cues occur in con-
texts that were not aimed at”. Noise can be due
to errors in processing the text, because we had
only used low-level analysis tools. For instance,
in “during the first world war” our RE cannot
detect that “world” is not the head of the Noun
Phrase. Brent’s hypothesis, followed by most
authors afterwards, is that noise can be eliminat-
ed by statistical methods because of its low fre-
quency. However, the fact is that in our test set
significant information is as sparse as noise, and
the DT cannot correctly handle this. In our data
sets, most of the false positives are due to noise.

(i1) Silence. Some nouns appear only once or
twice in the corpus and do not show up in any of
the sought contexts (for instance, terremoto,
‘earthquake’, in Spanish press). Moreover, this
is independent of the size of the corpus, because
the Zipfian distribution of tokens allows us to
predict that there will always be low-frequency
nouns. Low frequency words produce non in-
formative vectors, with only zero-valued cues,
and our classifier tends to classify non-
informative vectors as non-event nouns, because
most of the cues have been issued to identify
event nouns. This was the main reason to intro-
duce negative contexts as well as positive ones,
as we mentioned in section 3.

However, these systematic sources of error
can be taken as an advantage when assessing the
usability of the resulting resources. Having
about 80% of accuracy would not be enough to
ensure the proper functioning of the application
in which the resource is going to be used. So, in
order to gain precision, we decided to separate
the set of words that could be safely taken as
correctly classified. Thus, we had used the con-
fidence, i.e. probability of the classification de-



cisions to assess which are below a reasonable
level of confidence.

In the Spanish test set, for instance, precision
of the positive classification, i.e. the percentage
of words correctly classified as event nouns,
raises from 0.82 to 0.95 when only instances of
classification with a confidence of more than 0.8
are selected. In the figure below, we can see the
precision curve for the Spanish test set.

Precision Curve for Spanish

Precision

W Evenive

08 09
Probability Threshokd

Figure 1: Precision curve
for the Spanish test set.

In general, precision is higher when confi-
dence is higher, except for complete confidence,
1, as we will explain later with the English case.
This general behavior could be interpreted as a
guarantee that there is a significant number of
classified nouns (87 out of 199 for the Spanish
test set with a threshold of 0.8 confidence) that
need not to be manually reviewed, i.e. a 43% of
the automatically acquired lexica can safely be
considered correct. From figure 1, we can also
see that the classifier is consistently identifying
the class of non-deverbal event nouns even with
a lower threshold. However, the resulting non-
event noun set contains a significant number of
errors. From the point of view of the usability,
we could also say that only those words that are
classified as non-event nouns must be revised.

Figure 2 for English test set shows a different
behavior, which can only be justified because of
the difference in corpus size. A small corpus
increases the significance of silence errors. Few-
er examples give less information to the classifi-
er, which still makes the right decisions but with
less confidence in general. However, for the ex-
treme cases, for instance the case of 7 word vec-
tors with only zero-values, the confidence is
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very high, that is 1, but the decisions are wrong.
These cases of mostly zero values are wrongly
considered to be non-events. This is the reason
for the low precision of very confident decisions
in English, i.e. sparse data and its consequence,
silence.

Precision Curve for English
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Figure 2: Precision curve
for the English test set.

5 Conclusions

In this paper we have proposed the use of lexical
classification methods based on differences in
the distributional behavior of word classes for
the quick production of lexica containing the
information required by particular applications.
We have dealt with non-deverbal event nouns,
which cannot be easily recognized by any suf-
fixes, and we have carried out a classification
experiment, which consisted in training a DT
with the information used in the linguistic litera-
ture to justify the existence of this class. The
results of the classifier, close to 80% accuracy in
two different languages and with different size
and types of source corpora, show the validity of
this very simple approach, which can be decisive
in the production of lexica with the knowledge
required by different technologies and applica-
tions in a time-efficient way. From the point of
view of usability, this approach can be said to
reduce the amount of work in more than a 40%.
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Abstract tremely large feature sets (Koo et al., 2008), or the

_ _ look-up of expensive corpus-based features such
We propose a series of leamned arc fil- 55 \yord-pair mutual information (Wang et al.,
ters to speed up graph-based dependency >006). These filters could also facilitate expen-
parsing. A cascade of filters identify im-  gjye |earning algorithms, such as semi-supervised
plausible head-modifier pairs, with time approaches (Wang et al., 2008).
complexity that is first linear, and then We propose three levels of filtering, which are

quadratlc n the Iength of th? sgntence_ applied in a sequence of increasing complexity:
The linear filters reliably predict, in con-

text, words that are roots or leaves of de-
pendency trees, and words that are likely
to have heads on their left or right. We
use this information to quickly prune arcs
from the dependency graph. More than
78% of total arcs are pruned while retain-
ing 99.5% of the true dependencies. These
filters improve the speed of two state-of-
the-art dependency parsers, with low over-
head and negligible loss in accuracy.

Rules: A simple set of machine-learned rules
based only on parts-of-speech. They prune over
25% of potential arcs with almost no loss in cover-
age. Rules save on the wasted effort for assessing
implausible arcs such as DF DT.

Linear. A series of classifiers that tag words ac-
cording to their possible roles in the dependency
tree. By treating each word independently and en-
suring constant-time feature extraction, they oper-
ate in linear time. We view these as a dependency-
parsing analogue to the span-pruning proposed by
Dependency parsing finds direct syntactic relaRoark and Hollingshead (2008). Our fast linear
tionships between words by connecting headilters prune 54.2% of potential arcs while recov-
modifier pairs into a tree structure. Depenering 99.7% of true pairs.
dency information is useful for a wealth of nat-
ural language processing tasks, including queQuadratic: A final stage that looks at pairs of
tion answering (Wang et al., 2007), semantic parsords to prune unlikely arcs from the dependency
ing (Poon and Domingos, 2009), and machiné&ree. By employing a light-weight feature set, this
translation (Galley and Manning, 2009). high-precision filter can enable more expensive
We propose and test a seriesast filters for  processing on the remaining plausible dependen-
graph-based dependency parsers, which rule otits.
potential head-modifier pairs before parsing be-
gins. In doing so, we hope to eliminate im- Collectively, we show that more than 78% of
plausible links early, saving the costs associatettal arcs can be pruned while retaining 99.5% of
with them, and speeding up parsing. In addithe true dependencies. We test the impact of these
tion to the scaling benefits that come with fastefilters at both train and test time, using two state-
processing, we hope to enable richer featuresf-the-art discriminative parsers, demonstrating
for parsing by constraining the set of arcs thaspeed-ups of between 1.9 and 5.6, with little im-
need to be considered. This could allow expact on parsing accuracy.

1 Introduction
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pair in s; therefore, the cost of arc scoring is also
O(n?), and may becom@(n?) if the features in-
Figure 1: An example dependency parse.  clude words ins betweenh and m (Galley and
Manning, 2009). Arc scoring also has a signif-
icant constant term: the number of features ex-
tracted for an[h, m] pair. Our in-house graph-
A dependency tree represents the syntactic strugased parser collects on average 62 features for
ture of a sentence as a directed graph (Figure Jach potential arc, a number larger than the length
with a node for each word, and arcs indicatof most sentences. With the cluster-based features
ing head-modifier pairs (Méuk, 1987). Though suggested by Koo et al. (2008), this could easily
dependencies can be extracted from many fogrow by a factor of 3 or 4.
malisms, there is a growing interest in predict- The high cost of arc scoring, coupled with
ing dependency trees directly. To that end, therghe parsing stage’s low grammar constant, means
are two dominant approaches: graph-based metat graph-based parsers spend much of their time
ods, characterized by arc features in an exhauseoring potential arcs. Johnson (2007) reports that
tive search, and transition-based methods, chashen arc scores have been precomputed, the dy-
acterized by operational features in a greedgamic programming component of hi§-order
search (McDonald and Nivre, 2007). We focus omparser can process an amazing 3,580 sentences per
graph-based parsing, as its exhaustive search rsond: Beyond reducing the number of features,
the most to gain from our filters. the easiest way to reduce the computational bur-
Graph-based dependency parsing finds thaen of arc scoring is to score only plausible arcs.
highest-scoring tree according to a scoring func-
tion that decomposes under an exhaustive searBh Related Work
(McDonald et al., 2005). The most natural de-
composition scores individual arcs, represented &1 Vine Parsing

head-modifier pairgh,m|. This enables search gijtering dependency arcs has been explored pri-
by either minimum spanning tree (West, 2001) Omarily in the form of vine parsing (Eisner and
by Eisner's (1996) projective parser. This Papegmith, 2005; Dreyer et al., 2006). Vine pars-
focuses on the projective case, though our techyg estaplishes that, since most dependencies are
nigues transfer to spanning tree parsing. With 8hort, one can parse quickly by placing a hard
linear scoring function, the parser solves: constraint on arc length. As this coarse fil-
ter quickly degrades the best achievable perfor-
mance, Eisner and Smith (2005) also consider
conditioning the constraint on the part-of-speech
The weightsw are typically learned using an (PoS) tags being linked and the direction of the
online method, such as an averaged perceprc, resulting in a separate threshold for each
tron (Collins, 2002) or MIRA (Crammer and [tag(h),tag(m),dir(h,m)] triple. They sketch
Singer, 2003)2"%-order searches, which consideran algorithm where the thresholded length for
two siblings at a time, are available with no in-each triple starts at the highest value seen in the
crease in asymptotic complexity (McDonald andraining data. Thresholds are then decreased in
Pereira, 2006; Carreras, 2007). a greedy fashion, with each step producing the

The complexity of graph-based parsing ismallest possible reduction in reachable training
bounded by two processes: parsing (carrying oatrcs. We employ this algorithm as a baseline in
the argmax) and arc scoring (calculatings - our experiments. To our knowledge, vine parsing
f(h,m,s)). For a sentence with words, pro-
jective parsing takeé)(n3) time, while the span- 1Tg calibrate this speed, consider that the publicly avail-

. . . 3 . able1*-order MST parser processes 16 sentences per second
ning tree algorithm i€ (n~). Both parsers require

; ) on modern hardware. This includes I/O costs in addition to
scores for arcs connecting each pOSSIbzlem] the costs of arc scoring and parsing.

Investors continue to pour cash into money funds

2 Dependency Parsing

parse(s) = argmax;c, Z w - f(h,m,s)
[h,m]et
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has not previously been tested with a state-of-thglausible head-modifier arcs from the complete

art, discriminative dependency parser. dependency graph (which initially includes all
o head-modifier arcs). We use three stages of filters

3.2 CFG Cell Classification that operate in sequence on progressively sparser

Roark and Hollingshead (2008) speed up anothgfraphs: 1) rule-based, 2) linear: a single pass

exhaustive parsing algorithm, the CKY parser fothrough the: nodes in a sentenc®(n) complex-

CFGs, by classifying each word in the sentenciy), and 3) quadratic: a scoring of all remaining

according to whether it can open (or close) arcs (O(n?)). The less intensive filters are used

multi-word constituent. With a high-precision first, saving time by leaving fewer arcs to be pro-

tagger that errs on the side of permitting coneessed by the more intensive systems.

stituents, they show a significant improvement in Implementations of our rule-based, linear, and

speed with no reduction in accuracy. quadratic filters are publicly available at:

It is difficult to port their idea directly to depen- htt p: // code. googl e. coni p/ arcfilter/

dency parsing without committing to a particular .

search algorithr3, and thereby sacrificing some4-1  Filter Framework

of the graph-based formalism’s modularity. How-Our filters assume the input sentences have been

ever, some of our linear filters (see Section 4.3PoS-tagged. We also add an artificial root node

were inspired by their constraints. to each sentence to be the head of the tree’s root.

Initially, this node is a potential head for all words

in the sentence.

Another common method employed to speed up Each filter is a supervised classifier. For exam-

exhaustive parsers is a coarse-to-fine approaghle, the quadratic filter directly classifies whether

where a cheap, coarse model prunes the seargtproposed head-modifier pairnst a link in the

space for later, more expensive models (Charniakependency tree. Training data is created from an-

et al., 2006; Petrov and Klein, 2007). This apnotated trees. All possible arcs are extracted for

proach assumes a common forest or chart repreach training sentence, and those that are present

sentation, shared by all granularities, where onig the annotated tree are labeled as classwhile

can efficiently track the pruning decisions of thehose not present arel. A similar process gener-

coarse models. One could imagine applying suchites training examples for the other filters. Since

a solution to dependency parsing, but the exaeur goal is to only filter very implausible arcs, we

implementation of the coarse pass would vary adias the classifier to high precision, increasing the

cording to the choice in search algorithm. Our fil-cost for misclassifying a true arc during learnthg.

ters are much more modular: they apply to both Class-specific costs are command-line parame-

1SLorder spanning tree parsing a?ff-order pro- ters for many learning packages. One can inter-

jective parsing, with no modification. pret the learning objective as minimizing regular-

Carreras et al. (2008) use coarse-to-fine pruninged, weighted loss:

with dependency parsing, but in that case, a graph-

based dependency parser provides the coarse pass,  min 1||w| 2+ Z (W, yi, %)

with the fine pass being a far-more-expensive tree- w2 i1

adjoining grammar. Our filters could become a o

0thJ pass, further increasing the efficiency of their +C ) Z @,y %) (1)

approach. =

3.3 Coarse-to-fine Parsing

wherel() is the learning method’s loss function,
Z; andy; are the features and label for thith

We propose arc filtering as a preprocessing step 3Learning with a cost model is generally preferable to
for dependency parsing. An arc filter removes imfirst optimizing error rate and then thresholding the predic
- tion values to select a high-confidence subset (Joachims,

2Johnson’s (2007) split-head CFG could implement thi®005), but the latter approach was used successfully for cel
idea directly with little effort. classification in Roark and Hollingshead (2008).

4 Arc Filters
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notah | "*,.; | CC PRP$ PRP EX precision rules, shown in Table 1. Note that the
-RRB- -LRB- rules tend to use common tags with well-defined
nox < m | EXLS POS PRP$ roles. By focusing on weighted loss as opposed
nom — * | . RP to arc frequency, the classifier discovers struc-
notaroot| , DT tural zeros (Mohri and Roark, 2006), events which
noh«m | DT« {DT,JJ,NN,NNP,NNS} could have been observed, but were not. We
CD«+CD NN+«{DT,NNP} consider this an improvement over the frequency-
NNP«{DT,NN,NNS} based length thresholds employed previously in

nom—h | {DT,IN,JJ,NN,NNB—DT tag-specific vine parsing.

NNP—IN IN—JJ

4.3 Linear-Time Filtering

Table 1: Learned rules for filtering dependencyn the linear filtering stage, we filter arcs on the

arcs usingPoS tags. The rules filter 25% of pos- basis of single nodes and their contexts, passing

sible arcs while recovering 99.9% of true links. through the sentences in linear time. For each
node, eight separate classifiers decide whether:

training examplesw is the learned weight vector, 1. Itisnot a head (i.e., it is a leaf of the tree).
andC; andC, are the class-specific costs. High 2. Its head is on the left/right.
precision is obtained whe@';, >> C;. Foran 3. Its head is within 5 nodes on the left/right.
SVM, I(w, y;, Z;) is the standard hinge loss. 4. Its head is immediately on the left/right.

We solve the SVM objective usingIBLIN - 5. ltis the root.
EAR (Fan et al., 2008). In our experiments, each . _ o
filter is a linear SVM with the typical L1 loss and FOr €ach of these decisions, we again train high-
L2 regularizatiorf We search for the best com-Precision SVMs withC; >> €, and filter di-
bination of C;, andC; using a grid search on de- réctly based on the classifier output. _
velopment data. At test time, an arc is filtered if |f @ word is not a head, all arcs with the given

o-7>0. word as head can be pruned. If a word is deemed
to have a head within a certain range on the left
4.2 Rule-Based Filtering or right, then all arcs that do not obey this con-

Our rule-based filters seek to instantly removg’tralnt can be pruned. If a root is found, no other

those arcs that are trivially implausible on the ba\-NordS should link to the artificial root node. Fur-

. ) o . thermore, in a projective dependency tree, no arc
sis of their head and modifidtoS tags. We first . ' broJ be y '
will cross the root, i.e., there will be no arcs where
extract labeled examples from gold-standard trees e . .
. head and a modifier lie on either side of the root.
for whenever a) a word is not a head, b) a wor : . .
e can therefore also filter arcs that violate this

does not have a head on the left (resp. right), an . . o
constraint when parsing projectively.

c) a pair of words is not linked. We then trained :
high-precision SVM classifiers. The only features Segaard and Kuhn (2009) previously proposed

in z are thePoS tag(s) of the head and/or modi-ff;‘'[E;g:;?fer ;o;‘;;gtsrl;r;ogj:rgglcgi;/?: (ﬁ::zgra ;23”5
fier. The learned feature weights identify the tags 9

and tag-pairs to be filtered. For example, if a ta@beogfg’ssgferzave not yet been tested in a state-of-

has a positive weight in the not-a-head classifier, . .
P g Development experiments show that if we

all arcs having that node as head are filtered. .
The classier selects a small number of hi could perfectly make decisions 1-5 for each word,
9ve could remove 91.7% of the total arcs or 95%
“We also tried L1-regularized filters. L1 encourages mos®f negative arcs, close to the upper bound.
features to have zero weight, leading to more compact and
hence faster models. We found the L1 filters to prune fewereatures
arcs at a given coverage level, providing less speed-up at . S . L
parsing time. Both L1 and L2 models are available in our Unlike rule-based filtering, linear filtering uses

publicly available implementation. a rich set of features (Table 2). Each feature is a

56



PoS-tag features Other features Binary features

tag word; sign(h-m) tags.»

tag, tag 1 word; 1 tag,—1, tagsm  tagn+1, tagsm

tag, tag1 word;_; tag, 1, tag$,m  tagi1, tag$im
tag_1,tag. shape sign(-m), tag,, word,,

tag_o,tag 1 prefix; sign(h-m), word,, tag,

tag.1, tagyo suffix; Real featuress- values

tagj, Left, j=i—5..i—1 ) sign@-m) = h-m

tagj, Right,j:i+1,,,i+5 2, N tag,, tag,, = h-m

tag;, (i-7), j=i—5..i-1 | -1 tag,, tags,,, = Count(tag < tags,....)
tag;, (i-7), j=i+1..i+5 word,, tags,,,, = Count(word € words,. )

Table 2: Linear filter features for a node at poTable 3: Quadratic filter features for a head at po-
sition i in a sentence of length. Each feature sition » and a modifier at positiom in a sentence
is also conjoined (unless redundant) with word of length n. Here tags,, = (sign(:-m), tag,,
tag, shape, prefix, and suffix (both 4 letters). tag,), while tags. ., and words. ,,, are all the
The shape is the word normalized using the reguags (resp. words) betweénandm, but within

lar expressions [A-Z]++ A and [a-z]+— a. =+5 positions ofh or m.

binary indicator feature. To increase the speed of While theoretically of the same complexity as
applying eight classifiers, we use the same featutRe parser’s arc-scoring functiorO(n?)), this
vector for each of the decisions; learning giveprocess can nevertheless save time by employing
eight different weight vectors, one correspondin@ compact feature set. We view quadratic filter-
to each decision function. Feature extraction ifhg as a light preprocessing step, using only a por-
constrained to b&(1) for each node, so that over-tion of the resources that might be used in the final
all feature extraction and classification remain gcoring function.

fast O(n) complexity. Feature extraction would

be O(n?) if, for example, we had a feature fev- Features

ery tag on the left or right of a node. Quadratic filtering uses both binagnd real-
valued features (Table 3). Real-valued features

Combining linear decisions promote a smaller feature space. For example,

We originally optimized the”; andC, param- one value can encode distance rather than separate
eter separately for each linear decision functiorfeatures for different distances. We also general-
However, we found we could substantially im-ize the “between-tag features” used in McDonald
prove the collective performance of the linear fil-et al. (2005) to be the count of each tag between
ters by searching for the optimal combination othe head and modifier. The count may be more in-
the component decisions, testing different levelfrmative than tag presence alone, particularly for
of precision for each component. We selected high-precision filters. We follow Galley and Man-
few of the best settings for each decision when opring (2009) in using only between-tags within a
timized separately, and then searched for the befsted range of the head or modifier, so that the ex-
combination of these candidates on developmefraction for each pair i§)(1) and the overall fea-

data (testing 12960 combinations in all). ture extraction ig)(n?).
o o Using only a subset of the between-tags as fea-
4.4 Quadratic-Time Filtering tures has been shown to improve speed but im-

In the quadratic filtering stage, a single classifiepair parser performance (Galley and Manning,
decides whether each head-modifier pair shou009). By filtering quickly first, then scoring all
be filtered. It is trained and applied as describetemaining arcs with a cubic scoring function in the
in Section 4.1. parser, we hope to get the best of both worlds.
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5 Filter Experiments 100

Data g [ R

IRRRTE .. uad ---%---

We extract dependency structures from the_ 8O T . l Tag-VHg o

Penn Treebank using the Penn2ZMalt extractior?} nor X"X_ 1 Len-Vine ---s---
tool,> which implements the head rules of Yamada2 6o w\\\: 1
and Matsumoto (2003). Following convention, we § 50 L "“‘“'M\k ", -
divide the Treebank into train (sections 2-21), de-= ;| “‘“-ml_“ !
velopment (22) and test sets (23). The develop- | *
ment and test sets are re-tagged using the Stanford 2 'I"‘*I""‘:"“T“‘ﬁm

tagger (Toutanova et al., 2003). 99.399.499.599.6 99.7 99.8 99.9

i i Coverage (%
Evaluation Metrics ge (%)

To measure intrinsic filter quality, we defineFigure 2: Filtering performance for different fil-
Reduction as the proportion of total arcs re-ters and cost parameters on development data.
moved, andCoverageas the proportion of true Lin-Orac indicates the percentage filtered using
head-modifier arcs retained. Our evaluation askperfect decisions by the linear components.
for each filter, what Reduction can be obtained at
a given Coverage level? We also giVene: how

. . Fil R .Ti
long it takes to apply the filters to the test set (ex- Ier ‘ Coverage educq ime (s)

cluding initialization). vine 99.62 44.0 2.9s

We compute at/pper Bound for Reduction on Rules | 99.86 25.8 13s
development data. There are 1.2 million poten- LN 99.73 54.2 7.3s
tial dependency links in those sentences, 96.5% Quad.| 99.50 78.4 16.1s

of which are not present in a gold standard depen- _
dency tree. Therefore, the maximum achievablel@Ple 4: Performance (%) of filters on test data.

Reduction is 96.5%.

Systems data (Figure 2). The Lin curve is obtained by vary-
ing both theC';/Cs cost parameters and the combi-
nation of components (plotting the best Reduction
e Rules the rule-based filter (Section 4.2) ~ at each Coverage level). We chose the linear fil-
o Lin.: the linear-time filters (Section 4.3)  t€rs with 99.8% Coverage at a 54.2% Reduction.
¢ Quad.: the quadratic filter (Section 4.4) We apply Quad on th's_ output, varying the cost
parameters to produce its curve. Aside from Len-
The latter two approaches run on the output of th¥ine, all filters remove a Iarge number of arcs with
previous stage. We compare to the two vine pardttle drop in Coverage.
ing approaches described in Section 3.1: After selecting a desired trade-off for each clas-
sifier, we move to final filtering experiments on
e Len-Vine uses a hard limit on arc length.  nseen test data (Table 4). The linear filter re-
e Tag-Vine (later, Vine) learns a maxi- moves well over half the links but retains an as-
mum length for dependency arcs for evertounding 99.7% of correct arcs. Quad removes
head/modifier tag-combination and order.  78.4% of arcs at 99.5% Coverage. It thus reduces
the number of links to be scored by a dependency
parser by a factor of five.
We set each filter's parameters by selecting The time for filtering the 2416 test sentences
a Coverage-Reduction tradeoff on developmeRfaries from almost instantaneous for Vine and
mm;i . VXu. se/ ~ni vre/research/ Penn2Mal t . Rules to around 16 seconds for Quad' Speed num-
ht m bers are highly machine, design, and implemen-

We evaluate the following systems:

5.1 Results
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Decision | Precision Recall little effect on its overall accuracy as a filter (Ta-
No-Head| 99.9 44.8 ble 6). This is perhaps because the few cases of
Right-) 99.9 28.7 false positives are still likely to be main verbs or
Left-0 99.9 39.0 auxiliaries, and thus still still likely to have few
Right-5 99.8 31.5 links crossing them. Thus many of the filtered
Left-5 99.9 19.7 links are still correct.

Right-1 99.7 6.2 Table 6 provides the performance of the classi-
Left-1 99.7 27.3 fier combination when each linear decision is ex-
Root 98.6 255 cluded. No-Head is the most important compo-

nent in the oracle and the actual combination.
Table 5: Linear Filters: Test-set performance (%)
on decisions for components of the combined 54.8  Parsing Experiments
Reduct./99.73 Coverage linear filter.

6.1 Set-up

Type Coverage Reduct. Oracle
All 99.73 542 | 91.8 In this section, we investigate the impact of our fil-
All\No-Head| 99.76 464 | 87.2 ters on graph-based dependency parsers. We train
All\ Left-0 99.74 532 | 914 each parser unfiltered, and then measure its speed
All\Right-} 99.75 536 | 90.7 and accuracy once filters have been applied. We
All\ Left-5 99.74 532 | 897 use the same training, development and test sets
All\Right-5 99.74 516 | 90.4 described in Section 5. We evaluate unlabeled de-
All'\ Left-1 99.75 535 | 90.8 pendency parsing using headcuracy. the per-
All\Right-1 99.73 539 | 90.6 centage of words (ignoring punctuation) that are
All\Root 99.76 50.2 | 90.0 assigned the correct head.

The filters bypass feature extraction for each fil-

Table 6: Contribution of different linear filters to tered arc, and replace its score with an extremely
test set performance (%). Oracle indicates the pdf@w negative value. Note thaf'"-order features
centage filtered by perfect decisions. considerO(n?) [h,my, my] triples. These triples
are filtered if at least one component &, (11 ]
tation dependent, and thus we have stressed tRgl. mz2]) is filtered.
asymptotic complexity of the filters. However, the [N an optimal implementation, we might also
timing numbers show that arc filtering can be don8ave the parser re-use features extracted during
quite quickly. Section 6 confirms that these ardiltering when scoring the remaining arcs. We did
very reasonable costs in ||ght of the Speed-up iAot do this. Instead, filtering was treated as a pre-

overall parsing. processing step, which maximizes the portability
of the filters across parsers. We test on two state-
5.2 Linear Filtering Analysis of-the art parsers:

It is instructive to further analyze the components

of the linear filter. Table 5 gives the performancd/ST ~We modified the pu?gcly-available MST
of each classifier on its specific decisioRreci- parser (McDonald et al., 20050 employ our fil-

sion is the proportion of positive classifications!€S PEfore carrying out feature extraction. MST

that are correctRecall is the proportion of pos- 'S rained withs-best MIRA.

itive instanpes that are classified positively (_e_'%epPercep We also test an in-house depen-

the proportion of a_lc_tual roots that were classmegaency parser, which conducts projective first and
as roots). The decisions correspond to ittms 1-5 ifhd_qrqer searches using the split-head CFG de-
Section 4.3. For exampl®ight- is the decision scribed by Johnson (2007), with a weight vec-

that a word haso head on the right. tor trained using an averaged perceptron (Collins,
Most notably, the optimuniRoot decision has

much lower Precision than the others, but this has 6http: /I sour cef or ge. net/ proj ect s/ st par ser/
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DepPercep-1 DepPercep-2 MST-1 MST-2

Filter | Cost| Acc. Time| Acc. Time| Acc. Time| Acc. Time
None +0| 91.8 348| 92.5 832| 91.2 153| 91.9 200
Vine +3 | 91.7 192| 92.3 407| 91.2 99| 91.8 139
Rules +1| 917 264| 92.4 609| 91.2 125| 91.9 167
Linear| +7| 91.7 168| 92.4 334| 91.2 88| 91.8 121
Quad. | +16| 91.7 79| 92.3 125| 91.2 58| 91.8 80

Table 7: The effect of filtering on the speed and accuracy*band2"%-order dependency parsing.

2002). lIts features are a mixture of those del2 sentences per second to 23 sentefices.

scribed by McDonald et al. (2005), and those used DepPercep-2 starts slow, but benefits greatly

in the Koo et al. (2008) baseline system; we do ndftom filtering. This is because, unlike MST-2,

use word-cluster features. it does not optimize feature extraction by fac-
DepPercep makes some small improvements toring its ten2"%-order features into two triple

MST’s 15torder feature set. We carefully de-([h,m1,ms]) and eight sibling [(n,,m>]) fea-

termined which feature types should have distures. This suggests that filtering could have a dra-

tance appended in addition to direction. Also, inmatic effect on a parser that uses more than a few

spired by the reported utility of mixingoS tags triple features, such as Koo et al. (2008).

and word-clusters (Koo et al., 2008), we created

versions of all of the “Between” and “Surround-7 Conclusion

ing Word” features described by McDonald et al.

(2005) where we mix tags and words. We have presented a series of arc filters that speed
DepPercep was developed with quadratic filterdP 9graph-based dependency parsing. By treat-

in place, which enabled a fast development cycl&d filtering as weighted classification, we learn a

for feature engineering. As a result, it does nogascade of increasingly complex filters from tree-

implement many of the optimizations in place indnnotated data. Linear-time filters prune 54%

MST, and is relatively slow unfiltered. of total arcs, while quadratic-time filters prune
78%. Both retain at least 99.5% of true dependen-
6.2 Results cies. By testing two state-of-the-art dependency

[garsers, we have shown that our filters produce
substantial speed improvements in even carefully-
additional cost of filtering. Note that the impactOptImlzed parsers, with negligible losses in ac-

curacy. In the future we hope to leverage this

of all filters on accuracy is negligible, with a de- duced h ; lore feat derived
crease of at most 0.2%. In general, parsing spee?e- uced search space fo explore teatures derive

ups mirror the amount of arc reduction measured®" large corpora.
in our filter analysis (Section 5.1).
Accounting for filter costs, the benefits OfReferences
guadratic filtering depend on the parser. The extra
benefit of quadratic over linear is substantial focCarreras, Xavier, Michael Collins, and Terry Koo.
DepPercep, but less so fof-order MST. 2008. TAG, dynamic programming, and the percep-
MST shows more modest speed-ups than Dep- tron for efficient, feature-rich parsing. [oNLL.
Percep, but MST is already among the faSte%arreras, Xavier. 2007. Experiments with a higher-

pub|IC|y-avaI|ab|e data-dl’lven parserS Under Order projective dependency parser_ HMNLP-
quadratic filtering, MST-2 goes from processing CoNLL.

The parsing results are shown in Table 7, whe
times are given in seconds, a@dstindicates the

"This was enabled by using word features only when the ®This speed accounts for 25 total seconds to apply the
word is among the 800 most frequent in the training set.  rules, linear, and quadratic filters.
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Abstract

This paper considers the problem of
document-level multi-way sentiment de-
tection, proposing a hierarchical classifier
algorithm that accounts for the inter-class
similarity of tagged sentiment-bearing
texts. This type of classifier also pro-
vides a natural mechanism for reducing
the feature space of the problem. Our re-
sults show that this approach improves on
state-of-the-art predictive performance for
movie reviews with three-star and four-
star ratings, while simultaneously reduc-
ing training times and memory require-
ments.

1 Introduction

A key problem in sentiment detection is to deter-
mine the polarity of sentiment in text. Much of the
work on this problem has considered binary senti-
ment polarity (positive or negative) at granularity
levels ranging from sentences (Yu and Hatzivas-
siloglou, 2003; Mao and Lebanon, 2006; McDon-
ald et al., 2007) to documents (Wilson et al., 2005;
Allison, 2008).

This paper considers the more general problem
of multi-way sentiment classification for discrete,
ordinal rating scales, focusing on the document
level, i.e., the problem of predicting the “star” rat-
ing associated with a review. This is a supervised
learning task involving textual reviews that have
been tagged with a rating. Ultimately, the goal
is to use classifiers which have been trained on
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tagged datasets to predict the ratings of untagged
reviews.

Typical approaches to the rating scale problem
include standard k-way classifiers, e.g., (Pang and
Lee, 2005). However, these methods do not ex-
plicitly account for sample similarities, e.g., the
samples with a “four star” rating being more sim-
ilar to “three star” samples than to “one star” sam-
ples. Consequently, these methods generally do
not perform well, while methods which incor-
porate sample similarity information achieve im-
proved performance (Pang and Lee, 2005).

Sample similarity in the multi-way sentiment
detection setting has previously been consid-
ered by using Support Vector Machines (SVMs)
in conjunction with a metric labeling meta-
algorithm (Pang and Lee, 2005); by taking a semi-
supervised graph-based learning approach (Gold-
berg and Zhu, 2006); and by using “optimal
stacks” of SVMs (Koppel and Schler, 2006).
However, each of these methods have short-
comings (Section 2). Additionally, during the
learning process, all approaches employ a set of
word/punctuation features collected across all rat-
ing categories. Hence, the number of features may
be very large compared to the number of training
samples, which can lead to the model overfitting
the data.

The main contribution of this paper is the use of
hierarchical classifier trees which combine stan-
dard binary classifiers to perform multi-way clas-
sification (another approach to reduce multi-class
classification to binary classifications is described
in (Beygelzimer et al., 2009)). The hierarchi-
cal classifier accounts for inter-class similarity by

Proceedings of the 23rd International Conference on Computational Linguistics (Coling 2010), pages 62-70,
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means of tree structures which are obtained using
inter-class similarity measures in conjunction with
a shortest-spanning algorithm. The tree structures
reduce training times since they require only k — 1
nodes for a k-rating problem. Training times are
further reduced by the fact that classifier nodes
lower in the tree consider fewer rating classes than
those higher up, thereby naturally reducing the
number of training samples relevant to lower-level
nodes. Additionally, the tree structures offer a
means to safely cull irrelevant features at non-root
nodes of the tree, thus reducing the dimensionality
of the training data for these nodes without loss of
information. Our experiments show that our new
classifier outperforms state-of-the-art methods on
average, achieving improvements of up to 7.00%
and 7.72% for three-way and four-way classifica-
tion problems respectively (Section 4).

2 Related Work

Pang and Lee (2005) incorporated informa-
tion about label similarities using metric labeling,
where label relations were encoded via a distance
metric. The output of standard k-ary classifiers
was then modified such that similar items were
more likely to be assigned similar labels. Metric
labeling required a label-corrected item-similarity
function, which was based on the observation that
the Percentage of Positive Sentences (PSP) in re-
views increased as their ratings increased. Notice,
however, that item similarity was not incorporated
into the first stage of classifier training. Metric la-
beling adjusted the output of the classifiers only
after they were trained without considering rat-
ing similarities. Our approach accounts for inter-
category relationships from the outset of classifier
design, rather than addressing this issue with later
adjustments.

Goldberg and Zhu (2006) proposed a semi-
supervised learning approach to the rating infer-
ence problem in scenarios where labeled train-
ing data is scarce. Using a graph-based opti-
misation approach, Goldberg and Zhu demon-
strated that the inclusion of unlabeled reviews in
the learning process could produce significantly
higher prediction accuracy than predictors trained
without unlabeled data. This approach outper-
formed competing methods when it considered
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relatively small numbers of labeled samples from
the four-category movie review dataset (Pang and
Lee, 2005). However, the graph-based method
did not perform well when a large number of la-
beled samples was available. Furthermore, Gold-
berg and Zhu’s graph-based learning method was
transductive: new samples could not be classified
until they were added to the graph — a problem
avoided by our approach.

Koppel and Schler (2006) considered neutral
examples, which may express a mixed opinion or
may not express any opinion at all, in addition
to positive/negative samples. Their experiments
showed that neutral examples often did not lie
close to the positive/negative decision boundary
as previously believed. This gave rise to the idea
of “optimal stacks” of SVMs, which were pair-
wise combinations of binary classifiers that distin-
guish between two categories for the ternary pos-
itive/neutral/negative problem (instead of a sin-
gle binary classifier trained using only positive
and negative samples). The search for an opti-
mal stack is exponential in time. Hence, finding
suitable stacks is feasible for the ternary problem,
but becomes intractable for larger numbers of cat-
egories (in the general case).

Snyder and Barzilay (2007) proposed the
“Good Grief” algorithm, which considers multi-
ple aspects of a situation (e.g., a restaurant re-
view that covers service, ambiance and food), and
yields a prediction that minimises the dissatisfac-
tion (grief) regarding these aspects. This method
significantly outperformed baseline methods and
individual classifiers. At present, we do not con-
sider separately different aspects of a review — a
task we intend to undertake in the future.

3 Multiclass SVM Classifiers

Since SVMs are binary classifiers, they are often
employed for binary sentiment detection. How-
ever, as seen above, it is not straightforward to
use SVMs for multi-way classification, particu-
larly when there is inter-class similarity.

One might initially expect that a hierarchical
SVM classifier could be built using pairwise com-
parisons of adjacent class labels. However, pair-
wise comparisons alone do not form a complete



classifier, raising the question of how to com-
bine pairwise classifications. The standard tech-
niques to build k-way SVM classifiers are OVA
and OVO (Hsu and Lin, 2002), and DAGSVM
schemes (Platt et al., 2000). An OVA classifier
requires k SVMs for a k-category problem, where
the i*" SVM is trained using all samples from the
ith category versus all other samples. A sample
is classified by evaluating all %k trained SVMs,
and the label of the class which maximizes the
decision function is chosen. The OVO scheme
. k(k—1) . . .
trains ——— classifiers derived from a pairwise
comparison of the target categories. A predic-
tion is made by evaluating each SVM and record-
ing “votes” for the favoured category: the class
with the most votes is selected as the predicted
category. The DAGSVM scheme builds a Di-
rected Acyclic Graph (DAG) where each non-leaf
node has an SVM that discriminates between two
classes. A DAGSVM is iteratively constructed in
a top-down fashion by forming a list of all the
class labels, and creating a decision node that dis-
criminates between the first and last element of the
list. This decision node yields two child nodes,
each of which omits one of the two classes that
were compared. Each of these nodes then dis-
criminates between the first and last element in
its list of classes, and so on. This process con-
tinues for each decision path until only one ele-
ment remains in the list. A sample is classified
by successively making decisions down the graph
until a leaf node is reached. Like OVO, DAGSVM

. .. k(k—1 ..
schemes require training k(k=1) decision nodes.

2
All three techniques suffer from long training
times — an issue that is exacerbated by large data
sets such as our corpus of approximately 5000
movie reviews (Section 4.1). Additional problems
associated with these techniques are: (1) there
is no bound on the generalisation error of OVA,
(2) OVO schemes tend to overtfit, and (3) the per-
formance of a DAGSVM relies on the order in
which classes are processed. This order is based
on the class labels (rather than similarity between
samples), and no practical method is known to op-
timize this order.

Overfitting also arises when the number of fea-
tures is very large compared to the number of
training samples. In this case, the SVM training
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process may discover a decision plane that sepa-
rates the training data well, but performs poorly
on unseen test samples. While SVM training al-
gorithms use regularisation to address the overfit-
ting problem, research has shown that a careful re-
duction in feature vector dimensionality can help
combat overfitting (Weston et al., 2003).

A fundamental problem with the above three
schemes is that the similarity between samples of
nearby classes is not considered. Instead, cate-
gories are assumed to be independent. This prob-
lem may be addressed by considering SVM re-
gression (SVM-R) (Smola and Scholkopf, 1998),
where class labels are assumed to come from a
discretisation of a continuous function that maps
the feature space to a metric space. However,
SVM-R, like the SVM schemes described here,
trains on the entire feature set for all the classes
in the dataset. In the case of sentiment detection,
where words and punctuation marks are com-
monly taken as features, the sheer number of fea-
tures may overwhelm the number of training sam-
ples, and lead to the model overfitting the data.
SVM-R also poses the question of how to quan-
tise the regressor’s output to produce discrete class
predictions.

3.1 The MCST-SVM Classifier

To address the above problems, we build a deci-
sion tree of SVMs that reduces the set of possible
classes at each decision node, and takes relative
class similarity into account during the tree con-
struction process. We construct the decision tree
as a Minimum Cost Spanning Tree (MCST), de-
noted MCST-SVM, based on inter-class similarity
measured from feature values (Lorena and de Car-
valho, 2005). Each of the decision tree leaves cor-
responds to a target class, and the interior nodes
group classes into disjoint sets. For each internal
node in the MCST, an SVM is trained to sepa-
rate all the samples belonging to classes in its left
subtree from those in its right subtree. We use lin-
ear SVMs, which have been shown to be effective
text classifiers (Pang et al., 2002; Pang and Lee,
2005), and set the SVM parameters to match those
used in (Pang and Lee, 2005).! Figure 1 contrasts

'SVMs are implemented using the C/C++ library
liblinear, avariant of 1ibsvm (Chang and Lin, 2001).
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Figure 1: Top section of DAGSVM (left) versus MCST-SVM (right).

the DAGSVM and MCST-SVM approaches for a
four-class example.

The MCST is constructed using Kruskal’s al-
gorithm (1956), which works in polynomial time
(Algorithm 1). This algorithm requires a mea-
sure of the similarity between every pair of
classes, which is calculated using the distance
between a representative vector for each class
(Section 3.2). The MCST is iteratively built in
a bottom-up fashion, beginning with all classes
as singleton nodes. In each iteration, the algo-
rithm constructs a node comprising the most sim-
ilar sets of classes from two previously generated
nodes. The similarity between two sets of classes
is the shortest distance between the representa-
tive vectors of the classes in each set. For in-
stance, the shortest distance between the sets of
classes {#/**} and {###/+#*+} is min{dist(*,***),
dist(¥,#ex), dist(ex, %), dist(+*,*#*%)}. An SVM
is then trained to discriminate between the chil-
dren of the constructed nodes.

With respect to the example in Figure 1, the
classes {*} and {**} are first found to be the most
similar, thus forming a node which discriminates
between these two classes. In the next iteration,
the classes {**} and {***} are found to be the
next most similar, producing a new node which
discriminates between {*/**} and {*#*}. Since
the most similar sets are considered lower in the
tree, the sets closer to the root of the tree are pro-
gressively more dissimilar, until the root node dis-
criminates between the two most dissimilar sets of
classes.

Our approach resembles DAGSVMs in that the
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structure of the decision tree is important. How-
ever, unlike DAGSVMs, the MCST-SVM struc-
ture is inferred on the basis of similarity be-
tween the observed features of the data, which
are known, rather than the labels of the classes,
which we are trying to predict. We assume that
classes with adjacent labels are similar in the fea-
ture space, but if this does not happen in the train-
ing data, the MCST-SVM will yield a structure
that exploits inter-class similarity irrespective of
class labels. Further, our reliance on features
supports experimentation with different methods
for calculating inter-class similarity (Section 3.2).
An additional advantage of MCST-SVM classi-
fiers over the other schemes is that MCST-SVM
requires only k — 1 decision nodes for a k-class
problem (and a maximum of k£ — 1 decisions to
make a prediction). That is, only &k — 1 SVMs
must be trained, thereby reducing training time.

3.2 Class Similarity Measures

As mentioned in Section 3.1, the construction
of an MCST-SVM classifier requires the compu-
tation of a similarity measure between classes.
The MCST-SVM method may use any measure
of inter-class similarity during the tree construc-
tion stage, and many such methods exist (e.g., lin-
ear discriminant analysis to order a tree of clas-
sifiers (Li et al., 2007)). We elected to use class
prototypes to calculate similarity since they have
achieved good performance in previous MCST-
SVM applications (Lorena and de Carvalho, 2005;
Bickerstaffe et al., 2007), and are fast to compute
over many documents with a large feature space.



Algorithm 1 Constructing the MCST-SVM
1: Let V be a set of graph vertices, where each
vertex v; € V represents rating class ¢ and its
available training samples. V¢ compute r;, the
class representative for rating class <.

2: Let F be a set of graph edges. Vi, j where ¢ #
J, compute e; ; € FE, the distance between
class representatives r; and r;.

3: Sort the members of E in ascending order.

4: Vi,let S; = v;, and add S; as a singleton node
to the MCST-SVM tree T'.

5: Let¢ = 0 and j = 0 be counting variables.

6: while i < |V| —1do

Select the j-th edge according to the order-
ing of inter-class distances.

8:  if the vertices of the edge are in disjoint sets

Sp and S; then

9: Define S, as a positive class and S as a

negative class.

10: Let S; = S, U Sy, and add a new node
containing S; to T'.

11: Connect the left and right branches of the
node containing S; to the nodes contain-
ing S, and S, respectively.

12: Remove S}, and Sj,.

13: 1 =1+ 1.

14:  endif

15 j=j+1.

16: end while

17: Train a binary SVM for each non-leaf node of
T.

18: Return the MCST-SVM tree T'.

We first determine a representative feature vector
for each class, and then calculate the distance be-
tween these representative vectors.

Determining a representative vector. Each re-
view is represented as a vector of boolean at-
tributes, where each attribute indicates the pres-
ence or absence of a word or punctuation mark in
the text. We elect to use boolean attributes since
they have been shown to be advantageous over
term-frequency approaches for sentiment detec-
tion, particularly when SVMs are employed (Pang
et al., 2002). We considered two ways of deter-
mining a representative vector: centroid and sam-
ple selection.
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e Centroid. Given NN boolean feature vectors
a; of length n, compute the centroid vector
m with values

N

1
n%:N;;%jmu:1wwn.(m

This measure produces a representative vec-
tor that contains the proportion of training
samples for which each feature occurs.

Sample selection. From the training samples
of each class, select one sample which max-
imises the average Tanimoto coefficient (Tan-
imoto, 1957) with respect to all other sam-
ples in that class. The Tanimoto coefficient
is an extension of cosine similarity which
yields the Jaccard coefficient for boolean fea-
ture vectors. Given two boolean vectors a
and b, the Tanimoto coefficient is defined as

B a-b
~lal2+ b2 —a-b’

d(a, b) (2)
where larger values of d; indicate a higher
degree of similarity between boolean vec-
tors. This measure chooses a representative
vector which on average has the most “over-
lap” with all other vectors in the class. We
use Tanimoto distance, rather than the classi-
cal cosine similarity measure, since we em-
ploy boolean valued features instead of term-
frequency features.

Calculating distance between vectors. We
propose two methods to perform this task: Eu-
clidean distance and the Tanimoto coefficient.

e Euclidean distance is used when the vec-
tors that represent a class are centroid vectors
(real-valued).

e The Tanimoto coefficient is used when the
representative vectors of a class are boolean
valued. It is calculated using Equation 2.

3.3 Irrelevant Feature Culling

The MCST-SVM scheme provides a natural
mechanism for reducing the dimensionality of
feature vectors in order to address the overfitting



problem. This is due to the fact that each inter-
nal decision node is trained using only the sam-
ples that belong to the classes relevant to this
node. The reviews for these classes are likely
to omit some of the words that appear in the re-
views for classes that are relevant to other nodes,
in particular in the lower layers of the tree. Con-
sequently, an internal node can be trained using
a subset of the features that occur in the entire
training dataset. This subset contains only those
features which are observed in the samples rel-
evant to training the node in question.”? Sec-
tion 4.2 shows that when tested on “real world”
datasets, this method can remove thousands of
irrelevant features and improve classifier perfor-
mance, while reducing memory requirements and
training times.

4 Experiments and Results

In this section, we evaluate the MCST-SVM clas-
sifier described in Section 3. First, we system-
atically compare the performance of the differ-
ent variants of this method: (1) with or with-
out culling irrelevant features, and (2) using the
centroid/Euclidean-distance combination or the
Tanimoto coefficient to measure inter-class simi-
larity. We then compare the best of these methods
with Pang and Lee’s (2005). Our results show that
a combination of relatively small improvements
can achieve a substantial boost in classifier per-
formance, yielding significant improvements over
Pang and Lee’s results.

All our experiments are performed with 10-fold
cross validation, and the results are assessed using
classification accuracy.? “Significance” refers to
statistical significance determined by a paired ¢-
test, with p < 0.05.

4.1 Dataset

Our experiments were conducted on the Sentiment
Scale dataset (v1.0),* which comprises four sub-
corpora of 1770, 902, 1307 and 1027 movie re-
views with an associated mapping to a three and

The root node always considers all classes and therefore
considers all features across the whole training dataset.

3We also have results for mean absolute error (MAE),
which confirm our classification accuracy results.

‘http://www.cs.cornell.edu/People/
pabo/moviereview—data.
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four-star rating for each review.> Each sub-corpus
is written by a different author (denoted Author A,
B, C and D respectively), thus avoiding calibration
error between individual authors and their ratings.
Review texts are automatically filtered to leave
only subjective sentences (motivated by the re-
sults described in (Pang and Lee, 2004)); the mean
number of words per review in each subjective-
filtered sub-corpus is 435, 374, 455 and 292 re-
spectively.

4.2 MCST-SVM Variants

Table 1 summarizes the results for the four MCST-
SVM variants (the results that are statistically sig-
nificant compared to the centroid/no-culling op-
tion are boldfaced).

Feature culling. Our results show that feature
culling produces some improvement in classi-
fier accuracy for all the three-class and four-
class datasets. The impact of feature culling
is statistically significant for all the four-class
datasets when coupled with the Tanimoto coeffi-
cient. However, such an effect was not observed
for the centroid/Euclidean-distance measure. In
the three-class datasets, the improvements from
feature culling are marginal for Authors A, B
and C, but statistically significant for Author D
(4.61%), both when using the centroid/Euclidean-
distance measure and the Tanimoto coefficient.
We posit that feature culling affects Author D be-
cause it reduces the overfitting problem, which
caused the initially poor performance of MCST-
SVM without culling on this author’s short re-
view texts (the reviews by this author, with 292
words on average, are the shortest in the Senti-
ment Scale dataset by a large margin, Section 4.1).
Despite this improvement, all the MCST-SVM
variants (as well as Pang and Lee’s methods) ex-
hibit worse performance for Authors B and D,
who have shorter reviews, than for Authors A
and C.

The culling of irrelevant features also has the
benefit of reducing node training times and facil-

*In principle, classifiers for the three- and four-class rat-
ings of the Sentiment Scale dataset could be enumerated us-
ing optimal stacks of SVMs. However, we wish to directly
compare our method with Pang and Lee’s (2005). Higher-
discrimination datasets (for which optimal stacks are infeasi-
ble) will be tested in the future.



Centroid, Tanimoto, Centroid, Tanimoto,
no culling no culling with culling with culling
Three-class
Author A 70.396 70.396 71.017 71.997
Author B 60.556 60.556 61.111 61.111
Author C 75.154 75.481 76.231 76.923
Author D 59.608 59.608 64.216 64.216
Four-class
Author A 62.429 63.810 63.090 65.720
Author B 49.111 49.792 50.622 52.890
Author C 64.846 65.689 65.692 66.985
Author D 49.118 49.626 51.177 51.873

Table 1: Performance accuracy (percentage correct predictions) for MCST-SVM variants.

itating a memory-efficient implementation. For
example, without feature culling, the nodes of
an MCST-SVM for Author A in the four-class
dataset take training samples with 19752 features.
In contrast, when irrelevant feature culling is ap-
plied, the number of features for each of the
two non-root decision nodes reduces to 15445
and 17297. This corresponds to a total space
saving of 6582 features ((19752 — 15445) +
(19752 — 17297)), yielding an in-memory re-
duction of 16.7%. Such memory reductions are
particularly important for large datasets that may
have trouble fitting within typical memory limita-
tions. Node training times are also reduced by up
to approximately 10%.

Class similarity measures. As mentioned
above, Table 1 shows that the Tanimoto co-
efficient, coupled with feature culling, yields
marginally better results than the centroid/no-
culling option for most authors in the three-class
dataset, and significantly better results for all the
authors in the four-class dataset. The Tanimoto
coefficient generally matches or outperforms the
centroid/Euclidean-distance measure both with
feature culling (Columns 4 and 5 in Table 1) and
without feature culling (Columns 2 and 3). How-
ever, without feature culling, these improvements
are not statistically significant.

For most cases in the three-star dataset, the tree
structures found using the Tanimoto coefficient
are identical to those found using the Euclidean-
centroid option, hence the performance of the
classifier is unchanged. For some validation folds,
the Tanimoto coefficient discovered tree structures
that differed from those found by the Euclidean-
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centroid option, generally yielding small accuracy
improvements (e.g., 0.98% for Author A in the
three-star dataset, with feature culling). The Tan-
imoto coefficient provides a greater benefit for
the four-class dataset. Specifically, when feature
culling is used (Columns 4 and 5 in Table 1), accu-
racy improves by 2.63% and 2.27% for Authors A
and B respectively (statistically significant), and
by 1.29% and 0.70% for Authors C and D respec-
tively. This may be explained by the fact that there
are many more tree structures possible for the
four-class case than the three-class case, thereby
increasing the impact of the inter-class similarity
measure for the four-class case. However, this im-
pact is significant only in conjunction with feature
culling.

4.3 Comparison with Pang and Lee (2005)

Figure 2 compares the performance of the algo-
rithms presented in (Pang and Lee, 2005) against
the performance of the best MCST-SVM variant,
which employs feature culling and uses the Tan-
imoto coefficient to compute inter-class similar-
ity (Section 4.2). As per (Pang and Lee, 2005),
REG indicates SVM-R, which is the baseline ordi-
nal regression method. The suffix “+PSP” denotes
methods that use the metric labeling scheme. We
excluded DAGSVM from our results to main-
tain consistency with Pang and Lee’s experiments.
However, according to (Platt et al., 2000), the per-
formance difference between DAGSVM and OVA
is not statistically significant.

Generally, the MCST-SVM is competitive
against all the classifiers presented in (Pang and
Lee, 2005), and in some cases significantly out-
performs these methods. Specifically, the hierar-
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Figure 2: Best MCST-SVM versus competing methods.

chical classifier outperforms OVA+PSP by 7% in
the three-class case for Author A (statistically sig-
nificant), while in the four-class case the MCST-
SVM outperforms the best competing methods
by 7.72%, 3.89% and 4.98% for Authors A, B,
and C respectively (statistically significant). The
small improvement of 0.87% for Author D indi-
cates that our approach has the most impact for
reviews that contain a relatively large amount of
subjective text.

5 Conclusion and Future Work

This paper described a hierarchical classifier ap-
plied to multi-way sentiment detection. The clas-
sifier is built by exploiting inter-class similari-
ties to arrange high-performance binary discrim-
inators (SVMs) into a tree structure. Since our
inter-class similarity measures are based on sam-
ple features, they make the problem of structure
determination tractable, and enable experimenta-
tion with different similarity measures. The re-
sultant structures provide a natural mechanism to
remove irrelevant features at each level of the
tree, thus reducing the dimensionality of the fea-
ture space, which in turn reduces memory require-
ments. Importantly, these benefits are achieved
while improving upon state-of-the-art classifica-
tion performance, in particular with respect to
higher-discrimination datasets.

The MCST-SVM classifier can be generalised
to any number of classes, and is extendable in
the sense that the classifier algorithm employed
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in each tree node may be replaced by other clas-
sifier algorithms as technology advances. The
MCST-SVM classifier is also versatile, and may
be applied to variations on the rating classification
problem, e.g., traditional text classification.

The MCST-SVM algorithm is not specific to
sentiment detection. However, it has several prop-
erties which make it particularly suitable for the
rating inference problem. Firstly, the MCST-SVM
accounts for inter-class similarity and is therefore
capable of capturing the ordinal nature of ratings.
Secondly, the tree structures permit irrelevant fea-
ture culling, which in turn reduces memory re-
quirements and training times.

Future work will involve testing our approach
with higher-discrimination datasets, developing
methods to pre-process review texts (e.g., im-
proved negation tagging, and incorporating part-
of-speech tagging), and further addressing the
problem of overfitting. To this effect we will
investigate different feature selection algorithms,
e.g., (Weston et al., 2003), and their utilisation
within the classifier trees. We also propose to
consider aspects of reviews (Snyder and Barzilay,
2007), and investigate other methods that mea-
sure class similarity, such as selecting typical in-
stances (Zhang, 1992).
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Fluency Constraints for Minimum Bayes-Risk Decoding
of Statistical Machine Translation Lattices

Graeme Blackwood and Adri a de Gispert and William Byrne
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Abstract incapable of fine distinctions between fluency and
adequacy.
A novel and robust approach to improv- There is concern that the fluency of current

ing statistical machine translation fluency =~ SMT is inadequate (Knight, 2007b). SMT is ro-
is developed within a minimum Bayes-  bust, in that a translation is nearly always pro-
risk decoding framework. By segment-  duced. But unlike translators who should be
ing translation lattices according to con-  skilled in at least one of the languages, SMT sys-
fidence measures over the maximum like- tems are limited in both source and target lan-
lihood translation hypothesis we are able guage competence. Fluency and accuracy there-
to focus on regions with potential transla-  fore tend to suffer together as translation quality
tion errors. Hypothesis space constraints degrades. This should not be the case. Ideally, an
based on monolingual coverage are ap- SMT system should never be any less fluent than
plied to the low confidence regions to im-  the beststochastic text generatiosystem avail-

prove overall translation fluency. able in the target language (Oberlander and Brew,
2000). What is needed is a good way to enhance
1 Introduction and Motivation the fluency of SMT hypotheses.

Translation quality is often described in terms of The maximum likelihood (ML) formulation
fluencyand adequacy Fluency reflects the ‘na- (Brown et al., 1990) of translation of source lan-
tiveness’ of the translation while adequacy indiguage sentenck to target language sentenge
cates how well a translation captures the meaning .
of the original text (Ma and Cieri, 2006). b= arg{EnaX P(F|E)P(E) (1)
From a purely utilitarian view, adequacy should
be more important than fluency. But fluency andnakes it clear why improving SMT fluency is a
adequacy are subjective and not easy to tease apaifficult modelling problem. The language model
(Callison-Burch et al., 2009; Vilar et al., 2007). P(E), the closest thing to a ‘fluency component’
There is a human tendency to rate less fluent tranist the original formulation, only affects candidates
lations as less adequate. One explanation is thidkely under the translation modél(F'|E). Given
errors in grammar cause readers to be more crithe weakness of current translation models this is
ical. A related phenomenon is that the nature of severe limitation. It often happens that SMT sys-
translation errors changes as fluency improves $ems assignP(F|E) = 0 to a correct reference
that any errors in fluent translations must be reltranslation of F (see the discussion in Section
atively subtle. It is therefore not enough to fo-9). The problem is that in ML decoding the lan-
cus solely on adequacy. SMT systems must algguage model can only encourage the production
be fluent if they are to be accepted and truste@f fluent translations; it cannot easily enforce con-
It is possible that the reliance on automatic metstraints on fluency or introduce new hypotheses.
rics may have led SMT researchers to pay insuffi- In Hiero (Chiang, 2007) and syntax-based SMT
cient attention to fluency: BLEU (Papineni et al.,(Knight and Graehl, 2005; Knight, 2007a), the
2002), TER (Snover et al., 2006), and METEORprimary role of syntax is to drive the translation
(Lavie and Denkowski, 2009) show broad correprocess. Translations produced by these systems
lation with human rankings of MT quality, but arerespect the syntax of their translation models, but
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this does not force them to be grammatical in thetrings amongst the vast number of hypotheses en-
way that a typical human sentence is grammatcoded in SMT lattices. Oracle BLEU scores com-
cal; they produce many translations which are ngiuted overk-best lists (Och et al., 2004) show
fluent. The problem is robustness. Generatinthat many high quality hypotheses are produced
fluent translations demands a tightly constrainindy first-pass SMT decoding. We propose reducing
target language grammar but such a grammar is thte difficulty of enhancing the fluency of complete
odds with broad-coverage parsing needed for rdwpotheses by first identifying regions of high-
bust translation. confidence in the ML translations and using these
We have described two problems in translato guide the fluency refinement process. This has
tion fluency: (1) SMT may fail to generate flu-two advantages: (1) we keep portions of the base-
ent hypotheses and there is no simple way to idine hypotheses that we trust and search for alter-
troduce them into the search; (2) SMT produceratives elsewhere, and (2) the task is made much
many translations which are not fluent but enforceasier since the fluency of sentence fragments can
ing constraints to improve fluency can hurt robustbe refined in context.
ness. Both problems are rooted in the ML decod- In what follows, we use posterior probabilities
ing framework in which robustness and fluencyver SMT lattices to identify useful subsequences
are conflicting objectives. in the ML translations (Sections 2 & 3). These
We propose a novel framework to improve thesubsequences drive the segmentation and transfor-
fluency of any SMT system, whether syntactic omation of lattices into smaller subproblems (Sec-
phrase-based. We will perform Minimum Bayes+tions 4 & 5). Subproblems are mined for fluent
risk search (Kumar and Byrne, 2004) over a spacgirings (Section 6), resulting in improved transla-
of fluent hypothese®(: tion fluency (Sections 7 & 8). Our results show
that, when guided by the careful selection of sub-
Byer = argmin Y _ L(E,E')P(E|F)  (2) problems, fluency can be improved with no real
E'€” pee degradation of the BLEU score.

In this approach the MBR evidence spafds 2 Lattice MBR Decoding
generated by an SMT system ais-est st or lat- The formulation of the MBR decoder in Equation

tice. The system runs in its best possible config;, } separates the hypothesis space from the evi-

uration, ensuring both translation robustness an

ence space. We apply the linearised lattice MBR
good baselines. Rather than decoding in the out-

ecision rule (Tromble et al., 2008)

put of the baseline SMT system, translations wil

be sought among a collection of fluent sentence@ = argmax{@oyE HZ Outtu(E') (u\S)}

that are close to the top SMT hypotheses as deter-" =

mined by the loss functiod(E, E'). (3)
Decoupling the MBR hypothesis space fromwhere?{ is the hypothesis spacg s the evidence

first-pass translation offers great flexibility. Hy-space\ is the set of alh-grams in# (typically,

potheses i{ may be arbitrarily constrained ac-n = 1...4), and# are constants estimated on

cording to lexical, syntactic, semantic, or otheheld-out data. The quantipy(u|€) is the path pos-

considerations, with no effect on translation roterior probability ofn-gramu

bustness. This is because constraints on fluency

do not affect the production of the evidence space p(ul€) = Z P(B|F), (4)

by the baseline system. Robustness and fluency Betu

are no longer conflicting objectives. This framewhere&,, = {E € £ : #,(F) > 0} is the sub-

work also allows the MBR hypothesis space to bset of paths containing-gram « at least once.

augmented with hypotheses produced by an NLGhe path posterior probabilitigg(u|E) of Equa-

system, although this is beyond the scope of thiion (4) can be efficiently calculated (Blackwood

present paper. et al., 2010) using general purpose WFST opera-
This paper focuses on searching out fluertions (Mohri et al., 2002).
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Figure 1. Averagen-gram precisions (left) and counts (right) for 2075 sentsnof NIST
Arabic—English ML translations at a range of posterior probabilityesholds) < g < 1. The left
plot shows a3 = 0 then-gram precisions used in the BLEU score of the ML baselintesys

3 Posterior Probability Confidence of threshold®) < 3 < 1. Sentence start and end
Measures tokens are ignored when computing unigram pre-

In the formulation of Equations (3) and (4) thecCisions. We note that precision at all orders im-
path posterion-gram probabilities play a crucial Proves as the threshojgiincreases. This confirms
role. MBR decoding under the linear approximathat these intrinsic measures of translation confi-
tion to BLEU is driven mainly by the presencedence have strong predictive power.
of high posteriorn-grams in the lattice; the low  The right-hand side of the figure shows the av-
posterior-grams contribute relatively little to the €/ag€ number of-grams per sentence for the
MBR decision criterion. Here we investigate theSame range of. We see that for higlt, there are
predictive power of these statistics. We will show/eW n-grams withp(u|€) > f; this is as expected.
that then-gram posterior is a good predictor as tg1owever, even at a high threshold gf = 0.9
whether or not am-gram is to be found in a set of there are still on average three 4-grams per sen-
reference translations. tence with posterior probabilities that excegd
Let AV, denote the set oh-grams of ordem Evgn at this very high confidence level, high pos-
in the ML hypothesisE, and letR,, denote the terior n-grams occur frequently enough that we
set ofn-grams of order in the union of the ref- €an expect them to be useful.
erences. For confidence threshgidlet A, 5 = These precision results motivate our use of path
{ueN,: p(u|l€) > B} denote thex-grams in\, posterior n-gram probablll‘_ues as a confidence
with posterior probability greater than or equal tg"€asure. We assign confidenefd-; |€) to sub-
3, wherep(u|€) is computed using Equation (4). Seéquences; ... E; of the ML hypothesis.
This is equivalent to identifying all substrings of ~Prior work focuses on word-level confidence
lengthn in the translation hypotheses for whichéXtracted fromk-best lists and lattices (Ueffing
the system assigns a posterior probability3asr  @nd Ney, 2007), while Zens and Ney (2006)
higher. The precision at orderfor threshold3 is rescorek-best lists withn-gram posterior proba-

the proportion ofr-grams in\;, 5 also present in bilities. Similar experiments with a slightly dif-
the references: ferent motivation are reported by DeNero et al.

(2009); they show that expectedgram counts in
R N No g (5) a lattice can be used to predict whickgrams ap-
N sl pear in the references.

Pup =

The left plot in Figure 1 shows average per4 Lattice Segmentation
sentencen-gram precisionsP, 5 at ordersl...4 We have shown that current SMT systems, al-
for an Arabic—~English translation task at a rangethough flawed, can identify with confidence par-
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the newspaper “ constitution ” quoted brigadier abdullakHan , the chief of police inkarak governoraté521 km
south @-@ west of amman ) as saying that the seizuteok place aftepolice received information thatthere were
attempts by the group to sell for more than $ 100 thousanaudolthe police rushed tothe arrest in possession .

433 1 4 1 6 1 6860 1 76

Figure 2: ML translation®, word lattice€, and decomposition as a sequence of four string and five
sublattice region${; ... Hg usingn-gram posterior probability threshojd«|£)>0.8.

tial hypotheses that can be trusted. We wish tor n-grams, which are not consistent with high-
constrain MBR decoding to include these trustedonfidence regions of the ML hypothesis.
partial hypotheses but allow decoding to consider The hypothesis string? is in this way seg-
alternatives in regions of low confidence. In thiamented intoR alternating subsequences of high
way we aim to improve the best possible output odnd low confidence. The segment boundaries are
the best available systems. i, andj, so thatEj: is either a high confidence
We use the path posteriargram probabilities or a low confidence subsequence. Each subse-
of Equation (4) to segment lattiézinto regions of quence is associated with an unweighted subspace
high and low confidence. As shown in the exam#{,; this subspace has the form of a string for high
ple of Figure 2, the lattice segmentation proceseonfidence regions and the form of a lattice for
is performed relative to the ML hypothesis i.e. low confidence regions.
relative to the best path through If the ~** segment is a high cAo'nfidence region
For confidence thresholg, we find all4-grams then#, accepts only the string)”. If the "
uw=E;,...,E; 5inthe ML translation for which segment is a region of low confidence, thn
p(u|€) > B. We then segmenk into regions is built to accept relevant substrings frafn It is
of high and low confidence where the high conficonstructed as follows. The” low confidence
dence regions are identified by consecutive, ovefegionE?" has a high confidence left context_;
lapping high confidencé-grams. The high confi- and a high confidence right contet.; formed
dence regions are contiguous strings of words fdfom subsequences of the ML translation hypoth-
which there is consensus amongst the translatiof§iSE' as
in the lattice. If we trust the path posteriergram
probabilities, any hypothesised translation should
include these high confidence substrings. This apdote that when- = 1 the left contexé,_; is the
proach differs from simple posterior-based prunempty string and when = R the right context
ing in that we discard paths, rather than words, ,; is the empty string. We build a transducer

A _ fdr—1 5 _ firt
€r—1 = E:, Ery+1 = Ei:+1
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7T, for the regular expressioh * é,_1(.x)é,4+1. * the introduction of new paths is good, but in what
/\1/.1 Composition with€ yieldsH, = £07,,s0 follows we test the ability to improve fluency by
that, contains all the reasonable alternatives tgearching among existing hypotheses, and this en-
EJ" in € consistent with the high confidence leftsures that nothing new is introduced.

and right contextg,_; andé, .. If H,. is aligned

to a high confidence subsequenceifwe call Size of the Hypothesis Spacelf no new hy-

it a string regionsince it contains a single path; Potheses are introduced by the operatignghe

if it is aligned to a low confidence region it is asize of the hypothesis spagé is determined by
lattice and we call it sublattice region The se- the posterior probability threshold. Only the

ries of high and low confidence subspace regiordL hypothesis remains at = 0, since all its

H1,...,Hr defines the lattice segmentation. ~ Subsequences are of high confidence, i.e. can be
covered byn-grams with non-zero path posterior
5 Hypothesis Space Construction probability. At the other extreme, fof = 1, it

We now describe a general framework for improvfollows that# = £ and no paths are removed,
ing the fluency of the MBR hypothesis space. ~ Since any string regions created are formed from
The segmentation of the lattice described igubsequences that occur on every patfi.in
Section 4 considerably simplifies the problem of We can therefore usg to tighten or relax
improving the fluency of its hypotheses since eacbonstraints on the LMBR hypothesis space. At
region of low confidence may be considered in8 = 0, LMBR returns only the ML hypothesis;
dependently. The low confidence regions can bat 5 = 1, LMBR is done over the full transla-
transformed one-by-one and then reassembled tion lattice. This is shown in Table 1, where the
form a new MBR hypothesis space. BLEU score approaches the BLEU score of un-
In order to transform the hypothesis regitfp ~ constrained LMBR ag increases.
it is important to know the context in which it oc- Note also that the size of the resulting hypoth-
curs, i.e. the sequences of words that form its presis space is the product of the number of se-
fix and suffix. Some transformations might needjuences in the sublattice regions. For Figure 2 at
only a short context; others may need a sentencg-= 0.8, this product is~5.4 billion hypotheses.
level context, i.e. the full sequence of ML wordsEven for fairly aggressive constraints on the hy-
B andEf:Cr1 to the left and right of the region pothesis space, many hypotheses remain.
H, that is to be transformed.
To put this formally, each low confidence sub6 Monolingual Coverage Constraints

lattice region is transformed by the application Ofrpjs section describes one implementation of the
some functiond: transformation functio that we will show leads
~ - to improved fluency of machine translation out-
Jr—1 N
Hr = U(E Wy B ) ©6) put. This transformation is based ergram cov-

The hypothesis space is then constructed from tf&23€ in @ large target language text collection:

concatenation of high confidence string and trandVN€re possible, we filter the sublattice regions
formed low confidence sublattice regions so that they contain only long-spangrams ob-
served in the text. Our motivation is that large

U —Eo ® H, @) monolingual text collections are good guides to
fluency. If a hypothesis is composed entirely of
previously seen high order-grams, it is likely to
The composition with the original lattic€ dis- be fluent and should be favoured.
cards any new hypotheses that might be created|njtial attempts to identify fluent hypotheses in
via the unconstrained concatenation of stringsublattice regions by ranking accordingtayram
from the?,. It may be that in some circumstances_M scores were ineffective. Figure 3 shows the
In this notation parentheses indicate string matches Qifficulties. We see that both the 4-gram Kneser-
that /. * y(a*)w. * /\1/ applied toxryaaawzz yieldsaaa. ~ Ney and 5-gram stupid-backoff language models

1<r<R
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LM Translation hypothesi& andn-gram orders used by the LM to score each word Score
4g <s>; the, reactop produces plutonium needed to; manufacture atomic; bomb, .3 </s>4 -22.59
<s>; the; reactos produces plutonium: needed tos manufacture the; atomic, bombys .4 </s>4 | -23.61
5g <s>; the, reactos produces plutonium; needed tos manufacture atomic; bomb, .3 </s>4 -16.04
<s>; the; reactos produces plutoniun needed tos manufacture the, atomic; bomby .4 </s>5 | -17.96

Figure 3: Scores and-gram orders for hypotheses using 4-gram Kneser-Ney ancrb-gtupid-
backoff (estimated from 1.1B and 6.6B tokens, resp.) LMsv konfidence regions are in italics.

favour the shorter but disfluent hypothesis; norits n-grams not found in the monolingual text col-
malising by length was not effective. HoweverJection S. We wish to do this in context, so that
the stupid-backoff LM has better coverage and theve include the effect of the neighbouring high
backing-off behaviour is a clue to the presenceonfidence region${,_; andH,,;. Given that
of disfluency. Similar cues have been observede are counting:-grams at orden, we form the
in ASR analysis (Chase, 1997). The shorter hyleft context machinel, which accepts thdast
pothesis backs off to a bigram for “atomic bomb”,n — 1 words inH,_+; similarly, R, accepts the
whereas the longer hypothesis covers the sanfiest n — 1 words of H,,. The concatenation
words with 4-grams and 5-grams. We thereforeX, = £, @ H, ® R, represents the partial transla-
disregard the language model scores and focus tinn hypotheses ift{, padded withn — 1 words of
n-gram coverage. This is an example where rdeft and right context from the neighbouring high
bustness and fluency are at odds. Thgram confidence regions. Composidg. o C,, assigns
models are robust, but often favour less fluent hyeach partial hypothesis a cost equal to the number
potheses. of times it was necessary to back off to lower order
Let S denote the set of all-grams in the mono- n-grams while reading the string. Partial hypothe-
lingual training data. To identify partial hypothe-ses with cost 0 did not back off at all and contain
ses in sublattice regions that have complete mononly maximum order-grams.
lingual coverage at the maximum order we In the following experiments, we look at each
build a coverage acceptdy, with a similar form X, o C,, and if there are paths with cost 0, only
to the WFST representation of angram backoff these are kept and all others discarded. We intro-
language model (Allauzen et al., 2003, as- duce this as a constraint on the hypothesis space
signs a penalty to every-gram not found inS.  which we will evaluate for improvement on flu-
In C,, word arcs have no cost and backoff arcs arency. Here the transformation functidnreturns
assigned a fixed cost of 1. Firstly, arcs from they, asx, oC, after pruning. IfX, oC,, has no zero
start state are added for each unigrang N7: cost paths, the transformation functi@nreturns

@ w/0 ‘H, as we find it, since there is not enough mono-
lingual coverage to guide the selection of fluent
Then forn-gramsu € S N {U", N;}, where hypotheses. After applying monolingual coverage

u = w? consisting of history, = w?ffl and target constraints to each region, the modified hypothe-
word w,,, arcs are added sis space used for MBR search is formed by con-

w0 catenation using Equation (7).
We note that,, is a simplistic NLG system. It
whereht — w§*1 if u has orden andh* — w? generates strings by concatenatingrams found

if u has order less tham. Backoff arcs are added " S. We do not allpw ILto run open Ipop n the;e
for eachu as experiments, but instead use it to find the strings

C 1 : in X, with goodn-gram coverage.

whereh— = wg—l if w has order> 2, and bi- 7 LMBR Over SegmentEd Lattices

grams backoff to the null history start stéte The effect of fluency constraints on LMBR de-
For each sublattice regioH,., we wish to pe- coding is evaluated in the context of the NIST
nalise each path proportionally to the number ofrabic—~English MT task. The seune consists
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ML ... view , especially witlthe open chinese econontgy the world and ...
+LMBR ... view , especially withthe open chinese econonty the world and ...
+LMBR+CC | ... view, especially witlthe opening of the chinese econotoyhe world and ...

ML ... revision of the constitutionf the japanese publicwhich dates back ...
+LMBR ... revision of the constitutionf the japanese publicwhich dates back ...
+LMBR+CC | ... revision of the constitutionf japan , which dates back ...

Figure 4: Improved fluency through the application of momglial coverage constraints to the hypoth-
esis space in MBR decoding of NIST MT 08 Arabid€nglish newswire lattices.

of the odd numbered sentences of the MT02— tune | test | nw08 | ng08
MTO5 testsets; the even numbered sentences form ML 2421 o381 013 | 363
’ ven nu _ 00 542|538 51.3 | 363

test MTO08 performance onw08(newswire) and 0.2 | 54.3| 53.8| 51.3 | 36.3
ng08(newsgroup) data is also reported. 0415465421 51.6 | 36.7
9 _ ( group) o P _ _ Bl o6|549|544| 521 | 3656
First-pass translation is performed using HiIFST 0.8 | 549|544 | 52.1 | 36.6
(Iglesias et al., 2009), a hierarchical phrase-based 10| 549 544 522 | 367
LMBR | 549 | 54.4| 52.2 | 36.8

decoder. The first-pass LM is a modified Kneser-
Ney (Kneser and Ney, 1995) 4-gram estimateqable 1: BLEU scores for ML hypotheses and
over the English side of the parallel text and an MBR decoding in# over0 < 8 < 1.
881M word subset of the English GigawWord 3rd
Edition. Prior to LMBR, the first-pass lattices arehas little impact on BLEU.
rescored with zero-cutoff stupid-backoff 5-gram At this value of 3, 116 of the 813w08 sen-
language models (Brants et al., 2007) estimategnces have a low confidence region (1) com-
over more than 6B words of English text. Thepletely covered by-grams, and (2) within which
LMBR factorsf, ..., 0, are set as in Tromble et the ML hypothesis and the LMBR+CC hypothe-
al. (2008) using unigram precisign= 0.85 and  sis differ. It is these regions which we will inspect
recall ratior = 0.74. for improved fluency.

The effect of performing LMBR over the seg-
mented hypothesis space is shown in Table 1. THe Human Fluency Evaluation
hypothesis subspacé$, are constructed at var- We asked 17 native speakers to judge the fluency
ious confidence thresholds as described in Segf sentence fragments fronw08 We compared
tion 4 with 7 formed via Equation (7); no cover- hypotheses from the ML and the LMBR+CC de-
age constraints are applied yet. Constraining thgbders. Each fragment consisted of the partial
search space using = 0.6 leads to little degra- translation hypothesis from a low confidence re-
dation in LMBR performance under BLEU. This gion together with its left and right high confi-
shows lattice segmentation works as intended. dence contexts (examples given in Figure 4). For

We next investigate the effect of monolingualeach sample, judges were asked: “Could this frag-
coverage constraints on BLEU. We build accepment occur in a fluent sentence?”
tors C,, as described in Section 6 witS con- The results are shown in Table 2. Most of the
sisting of alln-grams in the English GigaWord. time, the ML and LMBR+CC sentence fragments
At 5 = 0.6 we found 181 sentences with sub-were both judged to be fluent; it often happened
lattices#, spanned by maximum ordergrams that they differed by only a single noun or verb
from S, i.e. for which X, o C,, have paths with substitution which didn't affect fluency. In a small
cost O; these are filtered as described. LMBRumber of cases, both ML and LMBR+CC were
over these coverage-constrained sublattices is dedged to be disfluent. We are most interested in
noted LMBR+CC. OmwO08the BLEU score for the ‘off-diagonal’ cases. In cases when one sys-
LMBR+CC is 52.0 which is +0.7 over the ML de- tem was judged to be fluent and the other was not,
coder and only -0.2 BLEU below unconstrained.MBR+CC was preferred about twice as often as
LMBR decoding. Done in this way, constrainingthe ML baseline (26.9% to 9.7%). In other words,
hypotheses to have-grams from the GigaWord the monolingual fluency constraints were judged
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LMBR+CC Testset| Sentence§ Reachability
Fluent | Not Fluent tune 2075 15%
ML Fluent 1175 (59.6%)| 192 (9.7%) test 2040 14%
Not Fluent| 530 (26.9%)| 75 (3.8%) nwO08 813 11%
ng08 547 9%

Table 2:; Partial hypothesis fluency judgements. _ _ -
Table 3: Arabie+English reference reachability.

to have improved the fluency of the low confi- _ _ _
dence region more than twice as often as a fluent We applied hypothesis space constraints based
hypothesis was made disfluent. on monolingual coverage to low confidence re-

Some examples of improved fluency are showfions resulting in improved fluency with no real
in Figure 4. Although both the ML and un- degradation in BLEU score relative to uncon-
constrained LMBR hypotheses might satisfy agstrained LMBR decoding. This approach is lim-
equacy, they lack the fluency of the LMBR+cCcited by the coverage of sublattices using monolin-

hypotheses generated using monolingual fluen@Hal text. We expect this to improve with larger
constraints. text collections or in tightly focused scenarios

where in-domain text is less diverse.

9 Summary and Discussion However, fluency will be best improved by inte-
We have described a general framework for imgrating more sophisticated natural language gen-
proving SMT fluency. Decoupling the hypothesiseration. NLG systems capable of generating sen-
space from the evidence space allows for muctgnce fragments in context can be incorporated di-
greater flexibility in lattice MBR search. rectly into this framework. If the MBR hypothe-

We have shown that high path posterior probasis spacé{ contains a generated hypothe&igor
bility n-grams in the ML translation can be used tovhich P(F|E) = 0, E could still be produced as
guide the segmentation of a lattice into regions of translation, since it can be ‘voted for’ by nearby
high and low confidence. Segmenting the lattic®ypotheses produced by the underlying system.
simplifies the process of refining the hypothesis Table 3 shows the proportion of NIST testset
space since low confidence regions can be refinégntences that can be aligned to any of the ref-
in the context of their high confidence neighboursgrence translations using our high quality base-
This can be done independently before reasserire hierarchical decoder with a powerful gram-
bling the refined regions. Lattice segmentatiormar. The low level of reachability suggests that
facilitates the application of post-processing andlLG may be required to achieve high levels of
rescoring techniques targeted to address partictianslation quality and fluency. Other rescoring
lar deficiencies in ML decoding. approaches (Kumar et al., 2009; Li et al., 2009)

The techniques we presented are related to comay also benefit from NLG when the baseline is
sensus decoding and system combination for SMmcapable of generating the reference.
(Matusov et al., 2006; Sim et al., 2007), and to We note that our approach could also be used to
segmental MBR for automatic speech recognitioimprove the fluency of ASR, OCR and other lan-
(Goel et al., 2004). Mohit et al. (2009) describeguage processing tasks where the goal is to pro-
an alternative approach to improving specific porduce fluent natural language output.
tions of translation hypotheses. They use an SVM
classifier to identify a single phrase in each sourcBcknowledgments
language sentence that is “difficult to translate”We would like to thank Matt Gibson and the
such phrases are then translated using an adaptednan judges who participated in the evalua-
language model estimated from parallel data. Ition. This work was supported in part under the
contrast to their approach, our approach is ableALE program of the Defense Advanced Re-
to exploit large collections of monolingual data tosearch Projects Agency, Contract No. HR0011-
refine multiple low confidence regions using pos06-C-0022 and the European Union Seventh
terior probabilities obtained from a high-quality Framework Programme (FP7-ICT-2009-4) under
evidence space of first-pass translations. Grant Agreement No. 247762.
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Abstract

A great deal of information on the Web is
represented in both textual and structured
form. The structured form is machine-
readable and can be used to augment the
textual data. We call this augmentation
— the annotation of texts with relations
that are included in the structured data —
self-annotation. In this paper, we intro-
duce self-annotation as a new supervised
learning approach for developing and im-
plementing a system that extracts fine-
grained relations between entities. The
main benefit of self-annotation is that it
does not require manual labeling. The in-
put of the learned model is a represen-
tation of the free text, its output struc-
tured relations. Thus, the model, once
learned, can be applied to any arbitrary
free text. We describe the challenges for
the self-annotation process and give re-
sults for a sample relation extraction sys-
tem. To deal with the challenge of fine-
grained relations, we implement and eval-
uate both shallow and deep linguistic anal-
ysis, focusing on German.

1 Introduction

In the last years, information extraction has be-
come more important in domains like context-
aware systems (e.g. Nexus (Diirr et al., 2004)) that
need a rich knowledge base to make the right de-
cisions in different user contexts. Geospatial data
are one of the key features in such systems and
need to be represented on different levels of de-
tail. Data providers do not cover all these lev-
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els completely. To overcome this problem, fine-
grained information extraction (IE) methods can
be used to acquire the missing knowledge. We
define fine-grained IE as methods that recognize
entities at a finer grain than standard categories
like person, location, and organization. Further-
more, the quality of the data in context-aware sys-
tems plays an important role and updates by an in-
formation extraction component can increase the
overall user acceptance.

For both issues an information extraction sys-
tem is required that can handle fine-grained rela-
tions, e.g., “X is a suburb of Y or “the river X
is a tributary of Y’ — as opposed to simple con-
tainment. The World Wide Web offers a wealth of
information about geospatial data and can be used
as source for the extraction task. The extraction
component can be seen as a kind of sensor that we
call text senor (Blessing et al., 2006).

In this paper, we address the problem of de-
veloping a flexible system for the acquisition of
relations between entities that meets the above
desiderata. We concentrate on geospatial entities
on a fine-grained level although the approach is
in principle applicable to any domain. We use
a supervised machine learning approach, includ-
ing several features on different linguistic lev-
els, to build our system. Such a system highly
depends on the quality and amount of labeled
data in the training phase. The main contri-
bution of this paper is the introduction of self-
annotation, a novel approach that allows us to
eliminate manual labeling (although training set
creation also involves costs other than labeling).
Self-annotation is based on the fact that Word
Wide Web sites like Wikipedia include, in addi-
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tion to unstructured text, structured data. We use
structured data sources to automatically annotate
unstructured texts. In this paper, we use German
Wikipedia data because it is a good source for the
information required for our context-aware sys-
tem and show that a system created without man-
ual labeling has good performance.

Our trained model only uses text, not the struc-
tured data (or any other markup) of the input doc-
uments. This means that we can train an informa-
tion extractor on Wikipedia and then apply it to
any text, regardless of whether this text also con-
tains structured information.

In the first part of this paper, we discuss
the challenges of self-annotation including some
heuristics which can easily be adapted to different
relation types. We then describe the architecture
of the extraction system. The components we de-
velop are based on the UIMA (Unstructured In-
formation Management Architecture) framework
(Hahn et al., 2008) and include two linguistic en-
gines (OpenNLP!, FSPar). The extraction task is
performed by a supervised classifier; this classi-
fier is also implemented as a UIMA component
and uses the ClearTK framework. We evaluate our
approach on two types of fine-grained relations.

2 Related work

Jiang (2009) also addresses the issue of super-
vised relation extraction when no large manually
labeled data set is available. They use only a few
seed instances of the target relation type to train
a supervised relation extraction system. However,
they use multi-task transfer learning including a
large amount of labeled instances of other relation
types for training their system. In contrast, our
work eliminates manual labeling by using struc-
tured data to annotate the relations.

Wu and Weld (2007) extract facts from in-
foboxes and link them with their corresponding
representation in the text. They discuss several is-
sues that occur when using infoboxes as a knowl-
edge base, in particular, (i) the fact that infoboxes
are incomplete; and (ii) schema drift. Schema
drift occurs when authors over time use differ-
ent attribute names to model facts or the same

"http://opennlp.sourceforge.net/
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attributes are used to model different facts. So
the semantics of the infoboxes changes slightly
and introduces noise into the structured informa-
tion. Their work differs from self-annotation in
that they are not interested in the creation of self-
annotated corpora that can be used as training data
for other tasks. Their goal is to develop methods
that make infoboxes more consistent.

Zhang and Iria (2009) use a novel entity extrac-
tion method to automatically generate gazetteers
from seed lists using Wikipedia as knowledge
source. In contrast to our work they need struc-
tured data for the extraction while our system fo-
cuses on the extraction of information from un-
structured text. Methods that are applicable to
any unstructured text (not just the text in the
Wikipedia) are needed to increase coverage be-
yond the limited number of instances covered in

Wikipedia.
Nothman et al. (2009) also annotate
Wikipedia’s unstructured text using struc-

tured data. The type of structured data they use is
hyperlinking (as opposed to infoboxes) and they
use it to derive a labeled named entity corpus.
They show that the quality of the annotation is
comparable to other manually labeled named
entity recognition gold standards. We interpret
their results as evidence that self-annotation can
be used to create high quality gold standards.

3 Task definition

In this section, we describe the annotation task;
give a definition of the relation types covered in
this paper; and introduce the extraction model.

We focus on binary relations between two re-
lation arguments occurring in the same sentence.
To simplify the self-annotation process we restrict
the first argument of the relation to the main en-
tity of the Wikipedia article. As we are building
text sensors for a context aware system, relations
between geospatial entities are of interest. Thus
we consider only relations that use a geospatial
named entity as second argument.

We create the training set by automatically
identifying all correct binary relations in the text.
To this end, we extract the relations from the
structured part of the Wikipedia, the infoboxes.
Then we automatically find the corresponding



sentences in the text and annotate the relations
(see section 4). All other not yet marked binary
relations between the main entity and geospatial
entities are annotated as negative samples. The
result of this step is a self-annotated training set.

In the second step of our task, the self-
annotated training set is used to train the extrac-
tion model. The model only takes textual features
as input and can be applied to any free text.

3.1 Classification task and relations used

Our relation extraction task is modeled as a classi-
fication task which considers a pair of named en-
tities and decides whether they occur in the re-
quested relation or not. The classifier uses ex-
tracted features for this decision. Features be-
long to three different classes. The first class con-
tains foken-based features and their linguistic la-
bels like part-of-speech, lemma, stem. In the sec-
ond class, we have chunks that aggregate one or
more tokens into complex units. Dependency re-
lations between the tokens are represented in the
third class.

Our classifier is applicable to a wide spectrum
of geospatial relation types. For the purposes of
a focused evaluation, we selected two relations.
The first type contains rivers and the bodies of
water into which they flow. We call it river-
bodyOfWater relation. Our second type is com-
posed of relations between towns and the corre-
sponding suburb. We call this fown-suburb rela-
tion.

3.2 Wikipedia as resource

Wikipedia satisfies all corpus requirements for our
task. It contains a lot of knowledge about geospa-
tial data with unstructured (textual) and structured
information. We consider only German Wikipedia
articles because our target application is a German
context aware system. In relation extraction for
German, we arguably face more challenges —e.g.,
more complex morphology and freer word order —
than we would in English.

For this work we consider only a subset of the
German Wikipedia. We use all articles that belong
to the following categories: Rivers by country,
Mountains by country, Valleys by country, Islands
by country, Mountain passes by country, Forests
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by country and Settlements by country.

For the annotation task we use the structural
content of Wikipedia articles. Most articles be-
longing to the same categories use similar tem-
plates to represent structured information. One
type of template is the infobox, which con-
tains pairs of attributes and their values. These
attribute-value pairs specify a wide range of
geospatial relation types including fine-grained
relations. In this work we consider only the in-
fobox data and the article names from the struc-
tured data.

For context-aware systems fine-grained relation
types are particularly relevant. Such relations are
not represented in resources like DBPedia (Auer
et al., 2007) or Yago (Suchanek et al., 2007) al-
though they also consist of infobox data. Hence,
we have to build our own extraction component
(see section 5.2) when using infoboxes.

4 Self-Annotation

Self-annotation is a two-fold task. First, the struc-
tured data, in our case the infoboxes of Wikipedia
articles, must be analyzed to get all relevant
attribute-value pairs. Then all relevant geospatial
entities are marked and extracted. In a second step
these entities must be matched with the unstruc-
tured data.

In most cases, the extraction of the named en-
tities that correspond to the required relations is
trivial because the values in the infoboxes con-
sist only of one single entity or one single link.
But in some cases the values contain mixed con-
tent which can include links, entities and even
free text. In order to find an accurate extraction
method for those values we have developed sev-
eral heuristics. See section 5.2 for discussion.

The second task links the extracted structured
data to tokens in the textual data. Pattern based
string matching methods are not sufficient to iden-
tify all relations in the text. In many cases, mor-
phological rules need to be applied to identify
the entities in the text. In other cases, the pre-
processed text must be retokenized because the
borders of multi-word expressions are not consis-
tent with the extracted names in step one. One
other issue is that some named entities are a subset
of other named entities (Lonau vs. kleine Lonau,



Gollach

Die Gollach bei Aub-Baldersheim

Daten
Lage Bayern (Mittelfranken,
unterfranken), Deutschland
Gewasserkennzahl| DE: 2462
Lange 29,06 km
Quelle zwischen den Markt Nordheimer
Ortsteilen Herbolzheim und
Ulsenheim am sludwestlichen
Rand des Steigerwaldes
49° 33 34" N, 10° 18" 43" O
Quellhdhe 337.6m
Mindung bei Bieberehren (am Ende des

Gollachtals) in die Tauber
49° 31" 147N, 10° 0’ 27 O

Figure 1: Infobox of the German Wikipedia article
about Gollach.

similar to York vs. New York). We have to use a
longest match strategy to avoid such overlapping
annotations.

The main goal of the self-annotation task is
to reach the highest possible annotation quality.
Thus, only complete extracted relations are used
for the annotation process while incomplete data
are excluded from the training set. This procedure
reduces the noise in the labeled data.

4.1 Example

We use the river-bodyOfWater relation between
the two rivers Gollach and Tauber to describe the
self-annotation steps.

Figure 1 depicts a part of the infobox for the
German Wikipedia article about the river Gollach.
For this relation the attribute Miindung ‘mouth’ is
relevant. The value contains unstructured infor-
mation (i.e., text, e.g. bei ‘at’ Bieberehren) and
structured information (the link from Bieberehren
to its Wikipedia page). The relation we want to
extract is that the river Gollach flows into the river
Tauber.
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Gollach

Die Gollach ist ein rechter Nebenfluss der Tauber in Mittel-
und Unterfranken.

DieGollach ist etwa 29 km lang und entsteht zwischen
Herbolzheim und Ulsenheim am stdwestlichen Rand des
Steigerwaldes auf 337,6 m. Sie flieRt in westlicher Richtung
an Ulsenheim (Markt Nordheim), der Kleinstadt Uffenheim
und den Orten Gollachostheim (Gollhofen), Lipprichhausen
(Hemmersheim) und Hemmersheim vorbei zur Kleinstadt
Aub. Nach Aub zieht sie dann in sidwestliche Richtung und
schneidet sich dabei tief in das nach ihr benannte Gollachtal
ein. SchlieRlich mindet sie in Bieberehren, auf 244 m in die
Tauber :

Die Landschaft um die Gollach wird Gollachgau genannt;
nach ihr heien auch die Orte Gollhofen und Gollachostheim.
Das Einzugsgebiet umfasst ca. 160 Quadratkilometer, nach
Norden und Osten wird es von denen einiger Nebenfllsse des
Mains begrenzt, insbesondere der Aisch, im Suden und
Westen konkurrieren andere Nebenfllisse der Tauber mit ihr.

Figure 2: Textual content of the German
Wikipedia article about Gollach. All named enti-
ties which are relevant for the river-bodyOfWater
relation are highlighted. This article contains two
instances for the relation between Gollach and
Tauber.

Figure 2 shows the textual content of the Gol-
lach article. We have highlighted all relevant
named entities for the self-annotation process.
This includes the name of the article and instances
of the pronoun sie referring to Gollach. Our
matching algorithm identifies two sentences as
positive samples for the relation between Gollach
and Tauber:

e (i) Die Gollach ist ein rechter Nebenfluss der
Tauber in Mittel- und Unterfranken. (The
Gollach is a right tributary of the Tauber in
Middle and Lower Franconia.)

e (ii) SchlieBlich miindet sie in Bieberehren
auf 244 m in die Tauber. (Finally, it dis-
charges in Bieberehren at 244 m above MSL
into the Tauber.)

S Processing

In this section we describe how the self-annotation
method and relation extraction is implemented.
First we introduce the interaction with the
Wikipedia resource to acquire the structured
and unstructured information for the processing



pipeline. Second we present the components of
the UIMA pipeline which are used for the relation
extraction task.
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We use the JWPL API (Zesch et al., 2008) to
pre-process the Wikipedia data. This interface
provides functions to extract structured and un-
structured information from Wikipedia. How-
ever, many Wikipedia articles do not adhere to
valid Wikipedia syntax (missing closing brack-
ets etc.). The API also does not correctly handle
all Wikipedia syntax constructions. We therefore
have enhanced the API for our extraction task to
get high quality data for German Wikipedia arti-
cles.

Wikipedia interaction

5.2 Infobox extraction

As discussed in section 4 infoboxes are the key
resource for the self-annotation step. However
the processing of infoboxes that include attribute-
value pairs with mixed content is not trivial.

For each new relation type an initial manual ef-
fort is required. However, in comparison to the
complete annotation of a training corpus, this ef-
fort is small. First the attributes used in the in-
foboxes of the Wikipedia articles relevant for a
specific relation have to be analyzed. The results
of this analysis simplify the choice of the cor-
rect attributes. Next, the used values of these at-
tributes must be investigated. If they contain only
single entries (links or named entities) the extrac-
tion is trivial. However, if they consist of mixed
content (see section 4.1) then specific extraction
methods have to be applied. We investigated dif-
ferent heuristics for the self-annotation process to
get a method that can easily be adapted to new re-
lation types.

Our first heuristic includes a set of rules spec-
ifying the extraction of the values from the in-
foboxes. This heuristic gives an insufficient basis
for the self-annotation task because the rich mor-
phology and free word order in German can not
be modeled with simple rules. Moreover, hand-
crafted rules are arguably not as robust and main-
tainable as a statistical classifier trained on self-
annotated training material.

Our second heuristic is a three step process. In
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step one we collect all links in the mixed con-
tent and replace them by a placeholder. In the
second step we tag the remaining content with
the OpenNLP tokenizer to get all named entities.
Both collected lists are then looked up in a lexicon
that contains named entities and the correspond-
ing geospatial classes. This process requires a nor-
malization procedure that includes the application
of morphological methods. The second method
can be easily adapted to new relation types.

5.3 UIMA

The self-annotated corpora are processed by sev-
eral components of the UIMA (Miiller et al.,
2008) pipeline. The advantage of exchangeable
collection readers is that they seamlessly handle
structured and unstructured data. Another advan-
tage of using UIMA is the possibility to share
components with other research groups. We can
easily exchange different components, like the us-
age of the commonly known OpenNLP process-
ing tools or the FSPar NLP engine (Schiehlen,
2003) (which includes the TreeTagger (Schmid,
1995)). This allows us to experiment with dif-
ferent approaches, e.g., shallow vs. deep analy-
sis. The components we use provide linguistic
analysis on different levels: tokens, morphology,
part of speech (POS), chunking and partial depen-
dency analysis. Figure 4 shows the results after
the linguistic processing of our sample sentence.
For this work only a few annotations are wrapped
as UIMA types: token (incl. lemma, POS), multi-
word, sentence, NP, PP and dependency relations
(labeled edges between tokens). We will intro-
duce our machine learning component in section
5.5. Finally, the CAS consumers allow us to store
extracted facts in a context model.

Figure 3 shows the article about Gollach after
linguistic processing. In the legend all annotated
categories are listed. We highlighted all marked
relations, all references to the article name (re-
ferred to as subject in the figure) and links. After
selection of the Tauber relation, all annotations for
this token are listed in the right panel.

5.4 Coreference resolution

Using anaphora to refer to the main entity is a
common practice of the authors of Wikipedia ar-
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Figure 3: Screenshot of the UIMA Annotation-
Viewer.

ticles. Coreference resolution is therefore neces-
sary for our annotation task. A shallow linguis-
tic analysis showed that the writing style is simi-
lar throughout Wikipedia articles. Based on this
observation, we empirically investigated some
geospatial articles and came to the conclusion that
a simple heuristic is sufficient for our coreference
resolution problem. In almost all articles, pro-
nouns refer to the main entity of the article. In
addition we include some additional rules to be
able to establish coreference of markables such as
der Fluss ‘the river’ or der Bach ‘the creek’ with
the main entity.

5.5 Supervised relation extraction

We use the ClearTK (Ogren et al., 2008) toolkit,
which is also an UIMA component, for the rela-
tion extraction task. It contains wrappers for dif-
ferent machine learning suites. Our initial exper-
iments showed that the MaximumEntropy clas-
sifier achieved the best results for our classifi-
cation task. The toolkit provides additional ex-
tensible feature methods. Because we view self-
annotation and fine-grained named entity recogni-
tion as our main contributions, not feature selec-
tion, we only give a brief overview of the features
we use.

F1 is a window based bag-of-words feature
(window size = 3). It considers lemma and part-
of-speech tag of the tokens. F2 is a phrase based
extractor that uses the parent phrase of both enti-
ties (max 2 levels). F3 is a representation of all
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Figure 4: Dependency parser output of the FSPar
framework.

linguistic effort description
F1 | pos-tagging window size 3, LEMMA
F2 | chunk-parse parent chunks
F3 | dependency-parse | dependency paths betw. NEs

Table 1: List of feature types

possible dependency paths between the article’s
main entity and a target entity, where each path
is represented as a feature vector. In most cases,
more than one path is returned by the partial de-
pendency parser (which makes no disambiguation
decisions) and included in the feature representa-
tion. Figure 4 depicts the dependency parser out-
put of our sample sentence. Each pair of square
and circle with the same number corresponds to
one dependency. These different possible depen-
dency combinations give rise to 8 possible paths
between the relation entities Tauber and sie ‘she’
although our example sentence is a very simple
sentence.

6 Evaluation

We evaluate the system in two experiments. The
first considers the relation between suburbs and
their parent towns. In the second experiment the
river-bodyOfWater relation is extracted. The ex-
periments are based on the previously described
extracted Wikipedia corpus. For each experiment
a new self-annotated corpus is created that is split
into three parts. The first part (60%) is used as
training corpus. The second part (20%) is used
as development corpus. The remaining 20% is
used for the final evaluation and was not inspected
while we were developing the extraction algo-
rithms.



6.1 Metric used

Our gold standard includes all relations of each
article. Our metric works on the level of type
and is independent of how often the same relation
occurs in the article. The metric counts a rela-
tion as true positive (TP) if the system extracted
it at least once. If the relation was not found by
the system a false negative (FN) is counted. A
false positive (FP) is given if the system extracts
a relation between two entities that is not part of
the (infobox-derived) gold standard for the article.
All three measures are used to calculate precision

(P = gpipp). recall (R = 7pipy), and Fy-
P*R)
P+R)

score (F; = 2

6.2 Town-suburb extraction

The town-suburb extractor uses one attribute of
the infobox to identify the town-suburb relation.
There is no schema drift in the infobox data and
the values contain only links. Therefore the self-
annotation works almost perfectly. The only ex-
ceptions are articles without an infobox which
cannot be used for training. However, this is not a
real issue because the amount of remaining data is
sufficient: 9000 articles can be used for this task.
The results in table 2 show that the classifier that
uses F1, F2 and F3 (that is, including the depen-
dency features) performs best.

engine || features 1o recall | precision
FSPar || Fl1 64.9 | 79.0% 55.7%
FSPar || FI,F2 89.6 | 90.2% 89.5%
FSPar || FI,F2,F3 | 98.3 | 98.8% 97.8%

Table 2: Results of different feature combinations
on the test set for town-suburb relation

6.3 River-bodyOfWater extraction

For the extraction of the river-bodyOfWater re-
lation the infobox processing is more difficult.
We have to handle more attributes because there
is schema drift between the different users. It
is hence necessary to merge information coming
from different attribute values. The other diffi-
culty is the usage of mixed contents in the values.
Another main difference to the town-suburb rela-
tion is that the river-bodyOfWater relation is often
not mentioned in the first sentence (which usually
gives a short definition about the the main entity).
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Thus, the self-annotation method has to deal with
the more complex sentences that are common later
in the article. This also contributes to a more chal-
lenging extraction task.

Our river-bodyOfWater relation corpus consists
of 3000 self-annotated articles.

Table 3 shows the performance of the extrac-
tor using two different linguistic components as
described in section 5.3. As in the case of town-
suburb extraction the classifier that uses all fea-
tures, including dependency features, performs
best.

engine features Fi recall | precision
FSPar Fl1 51.8% | 56.6% 47.8%
FSPar F1,F2 72.1% | 68.9% 75.7%
FSPar FLLF2,F3 | 783% | 74.1% 83.0%
OpenNLP || Fl 48.0% | 62.8% 38.8%
OpenNLP || F1,F2 73.3% | 71.7% 74.7%

Table 3: Results of different feature combinations
on the test set for river-bodyOfWater extraction

6.4 Evaluation of self-annotation

To evaluate the quality of self-annotation, we ran-
domly selected one set of 100 self-annotated ar-
ticles from each data set and labeled these sets
manually. These annotations are used to calcu-
late the inter-annotator agreement between the hu-
man annotated and machine annotated instances.
We use Cohen’s x as measure and get a result of
1.00 for the town-suburb relation. For the river-
bodyOfWater relation we got a x-value of 0.79,
which also indicates good agreement.

We also use a gazetteer to evaluate the qual-
ity of all town-suburb relations that were extracted
for our self-annotated training set. The accuracy
is nearly perfect (only one single error), which is
good evidence for the high quality of Wikipedia.

Required size of self-annotated training set.
The performance of a supervised system depends
on the size of the training data. In the self-
annotation step a minimum of instances has to be
annotated, but it is not necessary to self-annotate
all available articles.

We reduced the number of articles used in
the training size to test this hypothesis. Reduc-
ing the entire training set of 9000 (respectively,
3000) self-annotated articles to 1000 reduces F1



by 2.0% for town-suburb and by 2.4% for river-
bodyOfWater; a reduction to 100 reduces F1 by
8.5% for town-suburb and by 9.3% for river-
bodyOfWater (compared to the 9000/3000 base-
line).

7 Discussion

Wu and Weld (2007) observed schema drift in
their work: Wikipedia authors do not not use in-
fobox attributes in a consistent manner. However,
we did not find schema drift to be a large prob-
lem in our experiments. The variation we found
can easily be handled with a small number of
rules. This can be due to the fact that the qual-
ity of Wikipedia articles improved a lot in the last
years through the introduction of automatic main-
tenance tools like bots?. Nevertheless, the devel-
opment of self-annotation for a new relation type
requires some manual work. The developer has to
check the quality of the extraction relations in the
infoboxes. This can lead to some additional adap-
tation work for the used attributes such as merging
or creating rules. However, a perfect coverage is
not required because the extraction system is only
used for training purposes; we only need to find
a sufficiently large number of positive training in-
stances and do not require exhaustive labeling of
all articles.

It is important to note that considering par-
tially found relations as negative samples has to
be avoided. Wrong negative samples have a gen-
erally unwanted impact on the performance of the
learned extraction model. A developer has to be
aware of this fact. In one experiment, the learned
classifiers were applied to the training data and
returned a number of false positive results — 40
in case of the river-bodyOfWater relation. 31 of
these errors were not actual errors because the
self-annotation missed some true instances. Nev-
ertheless, the trained model recognizes these sam-
ples as correct; this could perhaps be used to fur-
ther improve the quality of self-annotation.

Manually labeled data also includes noise and
the benefit of self-annotation is substantial when

2See en.wikipedia.org/wiki/Wikipedia:Bots. The edit his-
tory of many articles shows that there is a lot of automatic
maintenance by bots to avoid schema drift.
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the aim is to build a fine-grained relation extrac-
tion system in a fast and cheap way.

The difference of the results between OpenNLP
and FSPar engines are smaller than expected.
Although sentence splitting is poorly done by
OpenNLP the effect on the extraction result is
rather low. Another crucial point is that the
lexicon-based named entity recognizer of the FS-
Par engine that was optimized for named entities
used in Wikipedia has no significant impact on the
overall performance. Thus, a basic set of NLP
components with moderate error rates may be suf-
ficient for effective self-annotation.

8 Conclusion

This paper described a new approach to develop-
ing and implementing a complete system to ex-
tract fine-grained geospatial relations by using a
supervised machine learning approach without ex-
pensive manual labeling. Using self-annotation,
systems can be rapidly developed and adapted for
new relations without expensive manual annota-
tion. Only some manual work has to be done
to find the right attributes in the infoboxes. The
matching process between infoboxes and text is
not in all cases trivial and for some attributes ad-
ditional rules have to be modeled.
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Very High Accuracy and Fast Dependency Parsing is not a Contradiction

Bernd Bohnet
University of Stuttgart
Institut fir Maschinelle Sprachverarbeitung
ber nd. bohnet @ ns. uni -stuttgart. de

Abstract systems only have a few hundred milliseconds to

analyze a sentence and machine translation sys-
tems, have to consider in that time some thousand
translation alternatives for the translation of a sen-

tence.

Parsing and training times can be improved
by methods that maintain the accuracy level, or
methods that trade accuracy against better parsing
times. Software developers and researchers are
usually unwilling to reduce the quality of their ap-
plications. Consequently, we have to consider at
first methods to improve a parser, which do not in-
volve an accuracy loss, such as faster algorithms,
faster implementation of algorithms, parallel al-
gorithms that use several CPU cores, and feature
selection that eliminates the features that do not
improve accuracy.

In addition to a high accuracy, short pars-
ing and training times are the most impor-
tant properties of a parser. However, pars-
ing and training times are still relatively
long. To determine why, we analyzed the
time usage of a dependency parser. We il-
lustrate that the mapping of the features
onto their weights in the support vector
machine is the major factor in time com-
plexity. To resolve this problem, we im-
plemented the passive-aggressive percep-
tron algorithm as a Hash Kernel. The
Hash Kernel substantially improves the
parsing times and takes into account the
features of negative examples built dur-
ing the training. This has lead to a higher
accuracy. We could further increase the ~ We employ, as a basis for our parser, the second
parsing and training speed with a paral- order maximum spanning tree dependency pars-
lel feature extraction and a parallel parsing  ing algorithm of Carreras (2007). This algorithm
algorithm. We are convinced thatthe Hash  frequently reaches very good, or even the best la-
Kernel and the parallelization can be ap- beled attachment scores, and was one of the most
plied successful to other NLP applications ~ used parsing algorithms in the shared task 2009
as well such as transition based depen- of the Conference on Natural Language Learning

dency parsers, phrase structrue parsers, (CoNLL) (Hajic et al., 2009). We combined this

and machine translation. parsing algorithm with the passive-aggressive per-
_ ceptron algorithm (Crammer et al., 2003; McDon-
1 Introduction ald et al., 2005; Crammer et al., 2006). A parser

Highly accurate dependency parsers have high ghuild out of these two algorithms provides a good

mands on resources and long parsing times. THR&seline and starting point to improve upon the

training of a parser frequently takes several dayRarsing and training times.

and the parsing of a sentence can take on averageThe rest of the paper is structured as follows. In

up to a minute. The parsing time usage is imporSection 2, we describe related work. In section 3,
tant for many applications. For instance, dialogve analyze the time usage of the components of

&9
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the parser. In Section 4, we introduce a new Kemead and child part-of-speech tag combination.
nel that resolves some of the bottlenecks and im- The transition based parsers have a lower com-
proves the performance. In Section 5, we describgexity. Nevertheless, the reported run times in
the parallel parsing algorithms which nearly althe last shared tasks were similar to the maxi-
lowed us to divide the parsing times by the nummum spanning tree parsers. For a transition based
ber of cores. In Section 6, we determine the optiparser, Gesmundo et al. (2009) reported run times
mal setting for the Non-Projective Approximationbetween 2.2 days for English and 4.7 days for
Algorithm. In Section 7, we conclude with a sum-Czech for the joint training of syntactic and se-

mary and an outline of further research. mantic dependencies. The parsing times were
about one word per second, which speeds up
2 Related Work quickly with a smaller beam-size, although the ac-

The two main approaches to dependency parsi@"raoy of the parser degradgg a b_it. Johansson and
are transition based dependency parsing (Nivr&lugues (2008) reported training times of 2.4 days
2003: Yamada and Matsumoto., 2003: Titov andPr English with the high-order parsing algorithm
Henderson, 2007) and maximum spanning tre®f Carreras (2007).
based dependency parsing (Eisner, 1996; Eisney, - -
2000; McDonald and Pereira, 2006). Transitior‘?”r Analysisof Time Usage
based parsers typically have a linear or quadratM/e built a baseline parser to measure the time us-
complexity (Nivre et al., 2004; Attardi, 2006). age. The baseline parser resembles the architec-
Nivre (2009) introduced a transition based nonture of McDonald and Pereira (2006). It consists
projective parsing algorithm that has a worst casef the second order parsing algorithm of Carreras
guadratic complexity and an expected linear parg2007), the non-projective approximation algo-
ing time. Titov and Henderson (2007) combinedithm (McDonald and Pereira, 2006), the passive-
a transition based parsing algorithm, which used aggressive support vector machine, and a feature
beam search with a latent variable machine learrextraction component. The features are listed in
ing technique. Table 4. As in McDonald et al. (2005), the parser
Maximum spanning tree dependency basestores the features of each training example in a
parsers decomposes a dependency structure ifile. In each epoch of the training, the feature
parts known as “factors”. The factors of the firsfiile is read, and the weights are calculated and
order maximum spanning tree parsing algorithnstored in an array. This procedure is up to 5 times
are edges consisting of the head, the dependedmaster than computing the features each time anew.
(child) and the edge label. This algorithm has ®8ut the parser has to maintain large arrays: for
guadratic complexity. The second order parsinghe weights of the sentence and the training file.
algorithm of McDonald and Pereira (2006) uses dherefore, the parser needs 3GB of main memory
separate algorithm for edge labeling. This algofor English and 100GB of disc space for the train-
rithm uses in addition to the first order factors: theng file. The parsing time is approximately 20%
edges to those children which are closest to the d&aster, since some of the values did not have to be
pendent. The second order algorithm of Carreragcalculated.
(2007) uses in addition to McDonald and Pereira Algorithm 1 illustrates the training algorithm in
(2006) the child of the dependent occurring in thggseudo code.r is the set of training examples
sentence between the head and the dependent, avttere an example is a pait,( y;) of a sentence
the an edge to a grandchild. The edge labeling end the corresponding dependency structuge.
an integral part of the algorithm which requiresand @ are weight vectors. The first loop ex-
an additional loop over the labels. This algorithntracts features from the sentenceand maps the
therefore has a complexity of @{). Johansson features to numbers. The numbers are grouped
and Nugues (2008) reduced the needed numberiofo three vectors for the features of all possible
loops over the edge labels by using only the edgesiges¢;, 4, possible edges in combination with
that existed in the training corpus for a distinctsiblings¢y, 4 s and in combination with grandchil-
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| [ texs | &t | tp, ] ta|rest[total]] t. ][ pars.| train.| sent.] feat.| LAS | UAS |
Chinese| 4582 || 748 95 - 3 | 846 || 3298 || 3262 84h | 22277 | 8.76M | 76.88 | 81.27
English | 1509 || 168 | 12.5 20| 15| 202 || 1223 || 1258 | 38.5h | 39279 | 8.47M | 90.14 | 92.45
German| 945 139 | 7.7| 17.8| 15| 166 419 429 | 26.7h | 36020 | 9.16M | 87.64 | 90.03
Spanish| 3329 || 779 36 - 2| 816 | 2518 | 2550 | 16.9h | 14329 | 5.51M | 86.02 | 89.54

Table 1:t., is the elapsed time in milliseconds to extract and storeghtufest,. to read the features
and to calculate the weight arrays,to predict the projective parse treg,to apply the non-projective
approximation algorithnrest is the time to conduct the other parts such as the updatadanttin. is

the total training time per instancg. ¢-t, +t,+rest ), andt. is the elapsed time to extract the features.
The next columns illustrate the parsing time in millisecoper sentence for the test set, training time
in hours, the number of sentences in the training set, thénamber of features in million, the labeled
attachment score of the test set, and the unlabeled attatiscme.

Algorithm 1: Training — baseline algorithm _ gorithm updatesw according to the difference

7 = {(xi, yi) }i=1 // Training data between the predicted dependency structugges
wW=0,7=0 _ _ and the reference structugg. It updates© as
1= ]_El*tg /|/ passive-aggresive update weight well, whereby the algorithm additionally weights
ti;; extract-and-store-features; t5 ; the updates by,. Since the algorithm decreases
for n = 1to E // iteration over the training epochs ~ in each round, the algorithm adapts the weights

for i=1to I // iteration over the training examples ; i
ke (n—1)slti more aggressively at the beginning (Crammer et

~ = Ex 1~ k+ 2/l passive-aggressive weight  al., 2006). After all iterations, the algorithm com-
t;. x; A = read-features-and-calc-arraysi) ; ¢ putes the average af, which reduces the effect

tp : yp = predicte-projective-parse-tregft, of overfitting (Collins, 2002)

ta 1+ Ya = NON-projective-approxy,,A); t; . b ’ o .

updatew, @ according taA(y,, y;) andy We have inserted into the training algorithm
w=v/(E*I) Il average functions to measure the start timegsand the

end timest® for the procedures to compute and
store the features, to read the features, to pre-
dren ¢4, Whereh, d, g, and s are the indexes dict the projective parse, and to calculate the non-
of the words included in;. Finally, the method projective approximation. We calculate the aver-
stores the feature vectors on the hard disc. age elapsed time per instance, as the average over
The next two loops build the main part of theall training examples and epochs:
training algorithm. The outer loop iterates over Bxl e s
the number of training epochs, while the inner ty = ShSloay mk
loop iterates over all training examples. The onyye yse the training set and the test set of the
line training algorithm considers a single trainingcoNLL shared task 2009 for our experiments. Ta-
example in each iteration. The first function in theyje 1 shows the elapsed times i seconds
loop reads the features and computes the weighfsiilliseconds) of the selected languages for the
A for the factors in the sentenag. A is a setof procedure calls in the loops of Algorithm 1. We
weight arrays. had to measure the times for the feature extraction
A= {W ?hd’ o * ?h,d,w W * ?h,d,g} in the parsing algorithm, since in the training al-
gonthm, the time can only be measured together

The parsing algorithm uses the weight arrays . ) .
b g algo g yW|th the time for storing the features. The table
to predict a projective dependency structuge : - , o
S L . contains additional figures for the total training
The non-projective approximation algorithm has.

as input the dependency structure and the weig |{nTehand p§r3|nglscq;ﬁs. itself onl ired. t
arrays. It rearranges the edges and tries to in- € parsing aigorithm 1S€ll only required, 1o

crease the total score of the dependency structufg!" SUTPrIse, 12.5 ms)) for a English sentence

This algorithm builds a dependency structyrge We use a Intel Nehalem i7 CPU 3.33 Ghz. With turbo
which might be non-projective. The training al-mode on, the clock speed was 3.46 Ghz.
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on average, while the feature extraction needsash misses. In such cases the hash algorithm
1223 ms. To extract the features takes abolias to retry to find the value. We counted 87%
100 times longer than to build a projective depenhash misses including misses where the hash had
dency tree. The feature extraction is already imto retry several times. The number of hash misses
plemented efficiently. It uses only numbers to repwas high, because of the additional negative fea-
resent features which it combines to a long integdures. The CPU cache can only store a small
number and then maps by a hash taléea 32bit amount of the data from the hash table. Therefore,
integer number. The parsing algorithm uses théne memory controller has frequently to transfer
integer number as an index to access the weightiata from the main memory into the CPU. This
in the vectorsw and@'. procedure is relatively slow. We traced down the
The complexity of the parsing algorithm is usu-high time consumption to the access of the key
ally considered the reason for long parsing timesand the access of the value. Successive accesses
However, it is not the most time consuming com+o the arrays are fast, but the relative random ac-
ponent as proven by the above analysis. Thereesses via the hash function are very slow. The
fore, we investigated the question further, askintarge number of accesses to the three arrays, be-
what causes the high time consumption of the feaause of the negative features, positive features
ture extraction? and because of the hash misses multiplied by the
In our next experiment, we left out the mappingime needed to transfer the data into the CPU are
of the features to the index of the weight vectorsthe reason for the high time consumption.
The feature extraction takes 88 ms/sentence with- We tried to solve this problem with Bloom fil-
out the mapping and 1223 ms/sentence with thers, larger hash tables and customized hash func-
mapping. The feature—index mapping needs 93%ons to reduce the hash misses. These techniques
of the time to extract the features and 91% of thdid not help much. However, a substantial im-
total parsing time. What causes the high time corprovement did result when we eliminated the hash
sumption of the feature—index mapping? table completely, and directly accessed the weight
The mapping has to provide a number as an irvectorsw and @ with a hash function. This led
dex for the features in the training examples and tos to the use of Hash Kernels.
filter out the features of examples built, while the
parser predicts the dependency structures. The 4- Hash Kernel

gorithm filters out negative features to reduce thg\ Hash Kernel for structured data uses a hash
memory requirement, even if they could improve% . . )

. . . functionh : J — {1...n} to index¢, cf. Shi et
the parsing result. We will call the features built {L..n} ¢

. . ;a (2009). » maps the observation¥ to a fea-
due to the training examples positive features and o space. We defing(z, y) as the numeric fea-

the rest negative features. We counted 5.8 times

. . Ure representation indexed Let ¢ =
more access to negative features than positive fea- P by . Ok (2, y) .
$j(x,y) the hash based feature—index mapping,
tures.

. . . whereh(j) = k. The process of parsing a sen-
We now look more into the implementation de- (:7) : P b 98
tencez; is to find a parse treg, that maximizes

tails of the used hash table to answer the pr%{scoring function argma¥ (;, ). The learning

viously asked question. The hash table for theroblem is to fit the functiorf” so that the errors

feature—index mapping uses three arrays: one f Fthe predicted parse treeare as low as possible.
the keys, one for the values and a status array tIQne scoring function of the Hash Kernel is
indicate the deleted elements. If a program stores

a value then the hash function uses the key to cal- F(z,y) =@ * ¢(z,y)

culate the location of the value. Since the hasfyhere is the weight vector and the size of is
function is a heuristic function, the predicted lo-,_

cation might be wrong, which leads to so-called a|gorithm 2 shows the update function of the
We use the hash tables of theove library: Hash Kernel. We derived the update function
http://sourceforge. net/projects/trovedj. from the update function of MIRA (Crammer et
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Algorithm 2: Update of the Hash Kernel same weight. We call such cases collisions. Col-

1y, = arg max F(z:, ) lisions can reduce the accuracy, since the weights
update(@, 7, x4, ¥i, Yp, ) are changed arbitrarily. This procedure is similar
<= féyfﬁgﬁ) /f number of wrong labeled edges to randomization of weights (features), which
T (B, ys) — B(zi, up)) aims to save space by sharing values in the weight
Y — S E @y F(iup) vector (Blum., 2006; Rahimi and Recht, 2008).
W m+ll‘*7‘—5 The Hash Kernel shares values when collisions
T Ty vr T occur that can be considered as an approximation
return @,

of the kernel function, because a weight might
be adapted due to more than one feature. If the

approximation works well then we would need

al., 2006). The parameters of the function argnly a relatively small weight vector otherwise
the weight vectorsz and 7, the sentencer;, e need a larger weight vector to reduce the

the gold dependency structutg, the predicted chance of collisions. In an experiments, we

dependency structurg,, and the update weight compared two hash functions and different hash
7. The function A calculates the number of gjzes. \We selected for the comparison a standard
wrong labeled edges. The update function Uphash function &;) and a custom hash function
dates the weight vectors, if at least one edge is '%hg). The idea for the custom hash functibp is
beled wrong. It calculates the differenge of the ot 1 overlap the values of the feature sequence
feature vectors of the gold dependency structurg,mpber and the edge label with other values.

¢(xi,y;) and the predicted dependency structur¢hese values are stored at the beginning of a long

(i, yp). Each time, we use the feature represeryymper, which represents a feature.
tation ¢, the hash functiorh maps the features to
integer numbers betweehand |@|. After that

the update function calculates the margirand
updateswt and @ respectively.

Algorithm 3 shows the training algorithm for
the Hash Kernel in pseudo code. A main dif-
ference to the baseline algorithm is that it does
not store the features because of the required time
which is needed to store the additional negative
features. Accordingly, the algorithm first extracts [ vectorsize] ki | #(h1) | ho | #(h2) ]
the features for each training instance, then maps 411527| 85.67 | 0.41| 85.74| 0.41
the features to indexes for the weight vector with 13%3%‘52? g;:% g:é; g;:g; g??
the hash function and calculates the weight arrays. 21006137| 88.19 | 12.68 | 88.41 | 12.53
42012281 88.32 | 12.45| 88.34| 15.27

179669557| 88.34 | 17.65| 88.28 | 17.84

hy « |(1 wor (1 v OXFFO0000000 >> 32))% size?

ha « |(l zor ((I >> 13) Vv Oxffffffffffffe000 ) zor
((I >> 24) Vv OXxffffffffffff0000 ) zor
((I >> 33) Vv Oxfffffffffffc0000 ) zor
((I >> 40) Vv OXfffffffffff00000 )) % size|

for n«+ 1to E // iteration over the training epochs
for i «+ 1to I // iteration over the training exmaples
k< (n—-1)xI+1
v+ E x I — k + 2/l passive-aggressive weight
2 1 A+ extr.-featuresk-calc-arrays(iw) ; £
ty.x Yp < predicte-projective-parse-tre€)it,
t, 1.; Ya < NON-projective-approxy,,A); te
upﬁa%eﬁ, = acréorlding toﬁ?li, ;y)g anzh * Table 2 shows the labeled attachment scores for
w =v/(E « I) Il average selected weight vector sizes and the number of
nonzero weights. Most of the numbers in Table
2 are primes, since they are frequently used to ob-

tain a better distribution of the content in hash ta-

Table 2: The labeled attachment scores for differ-
ent weight vector sizes and the number of nonzero
values in the feature vectors in millions.Not a
prime number.

For differentj, the hash functiorh(j) might
generate the same valie This means that the
hash function maps more than one feature to the 3>> n shifts n bits right, and is the modulo operation.
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bles. hy has more nonzero weights than. Nev- the Hash Kernel compared to the baseline parser.
ertheless, we did not observe any clear improvd-or instance, we counted for English 17.34 Mil-
ment of the accuracy scores. The values do néibns nonzero weights in the Hash Kernel and 8.47
change significantly for a weight vector size of 1Millions in baseline parser and for Chinese 18.28
million and more elements. We choose a weightlillions nonzero weights in the Hash Kernel and
vector size of 115911564 values for further exper8.76 Millions in the baseline parser. Table 6 shows
iments since we get more non zero weights antthe scores for all languages of the shared task
therefore fewer collisions. 2009. The attachment scores increased for all lan-
_ guages. It increased most for Catalan and Span-
| | te] ] ta| r]tofal]] par]trai] ish. These two corpora have the smallest training
Chinese] 1308] - | 200] 3| 1511 1184] 93h
English| 379|213| 18.2| 15| 420]| 354] 46n| Sets. We searched for the reason and found that
German| 209] 12]153[1.7] 238] 126 24h| the Hash Kernel provides an overproportional ac-
Spanish| 1056] -] 39] 2]1097]1044] 44h| cyracy gain with less training data compared to
MIRA. Figure 1 shows the difference between the
Table 3: The time in milliseconds for the featurggpeled attachment score of the parser with MIRA
extraction, projective parsing, non-projective apand the Hash Kernel for Spanish. The decreasing
proximation, rest (r), the total training time percyrve shows clearly that the Hash Kernel provides
instance, the average parsing (par.) time in milyn overproportional accuracy gain with less train-
liseconds for the test set and the training time iqhg data compared to the baseline. This provides
hours an advantage for small training corpora.
—+Spanish However, this is probably not the main rea-
son for the high improvement, since for languages

3 \/\s-’\ with only slightly larger training sets such as Chi-

2 nese the improvement is much lower and the gra-
dient at the end of the curve is so that a huge
L amount of training data would be needed to make
0 the curve reach zero.

0 5000 10000 1500

0
5 Paralleization

Figure 1: The difference of the labeled attachmerfeurrent CPUs have up to 12 cores and we will
score between the baseline parser and the pars&e soon CPUs with more cores. Also graphic
with the Hash Kernel (y-axis) for increasing largecards provide many simple cores. Parsing algo-
training sets (x-axis). rithms can use several cores. Especially, the tasks
to extract the features and to calculate the weight
Table 3 contains the measured times for tharrays can be well implemented as parallel algo-
Hash Kernel as used in Algorithm 2. The parserithm. We could also successful parallelize the
needs 0.354 seconds in average to parse a s@mejective parsing and the non-projective approx-
tence of the English test set. This is 3.5 timegmation algorithm. Algorithm 4 shows the paral-
faster than the baseline parser. The reason for tHat feature extraction in pseudo code. The main
is the faster feature mapping of the Hash Kernemethod prepares a list of tasks which can be per-
Therefore, the measured timefor the feature ex- formed in parallel and afterwards it creates the
traction and the calculation of the weight arrayshreads that perform the tasks. Each thread re-
are much lower than for the baseline parser. Themoves from the task list an element, carries out
training is about 19% slower since we could ndhe task and stores the result. This procedure is
longer use a file to store the feature indexes akpeated until the list is empty. The main method
the training examples because of the large numbesaits until all threads are completed and returns
of negative features. We counted about twice thihe result. For the parallel algorithms, Table 5
number of nonzero weights in the weight vector oshows the elapsed times depend on the number of
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# [ Standard Features [ # [ Linear Features Linear G. Features Sibling Features

T [T,h;,h,,d(n,d) 14 T,h,,h+L,,d,,d(n,d) 247T,9,,d,,0+L,,d(h,d) 99 [T,5,h,,d(R,dJor(n,d

2 I,h;,dzgh,d 15 |,h§,d-11,f”,dp,d($1,oc|? 45 I,gZ,di,d-];zd(%,d) 100 I,s;,cf,d h.djer(h.d

3 | I'h,.d(h.d 16 I,hp,dp,d+§,),d(h, ) 46 |19,,0%1,d-1,.0, di ) | 101 | L d,.dindierth,

2 |Ldr.dydh) 17| Ly, - de) |47 16-5y,0,.04, dpd(hd) | 102 s, d(n djorthd

5 | 1hy.d(h, 18| I:h-1,,h+1,,d-1,.d,,d(h.d)| 48 | I.g,,0+ 1, dy,d+1,, (heh| 75 | 176l v5,.d(h.d

6 |l.d,.d(h.d 19| Ih,,h*1,.dr,d+1,.d(h,d) | 49 | 1.91,,0,.0.0+1,.d(h,d) [ 76 | I vh,,.¥sm.d(h.s

7| Lhrhydr gy din)| 20| L,y d, -3, dnA) | 50 1.0y, 0+ 1.1, d(,d) Linear S. Features

8 | I,hy,df,dy,d(h, Grandchild Features 51 I,gp,%-lﬁ,h ,a( dc? 58 I,sp,s+:lp,hp,d$1h,d)

9 [Inrdrdidihd) | 21| Lhy.dy.g,d(h,d.g) 52 | I.g,.hy.h+1,.d(h,d) 59 | ls,is-Ip hy. )

10| Lhyhydrdind) |22 I,hp,gp,dph,d,gg 53 | 1.gy.hy.h-1,,d(h,d) 80 | Lsyhyhred, i,

L| Lhyidrhydid) | 23 1d, g,.d(n.d g 54| 19,0+, A-L,1, dih) | 61 | Ls, by -ty )

12| Ihy.dy. ,d; 24| Ihy.grd(hdg 55 | 1.g-1,,g,,h-1,.h,.d(h,d) | 62 |I's,.s+1,.h-L,,d(h,d)
13| Ihy.d,.d(h.d 25| 1.dy.gs.d(h.d.g 56 | 1.0p,9+ 1,0y .h+1, . d(h,d) | 63 | 1's-1,,5,.h-1,.d(h,d)
77| Uheh,.d(h,d) 26 | 1.as.hy.d(h.d.g 57 | .g-1,.0,.h, h+1,.d(h,d) | 64 | Is,,5+1,.h, d(h,d)

78 |,hl,d’Zh,c2 27| .g;.d,.d(h.d.g $ibling Features 65 |1's-1,,5,.n,,h+1,.d(h,d)
79| Ih,,,d(h,d) 28| Ilhy.g,.d(h.d.g 30| Eh.dps, dhd)erng) | 88 |1, i,i,nw,d)
80| did, d(hd) 29 | 1.dy.gy.d(h.d. 31| Lh,s,.d(h,dybr(h,d 67 | Lsp.s-1, . dth.c

81 I,dl,d?h,(? o1 | bhr.gudfh, B 32| I, s, .d(h.dypr(h.d 68 | S,,0p,d+1,,d(h,d)

82 | I.d,,,d(h,d) 92| 1dy.g, dih g 33| I'py.sy.d(h.dyer(h, 69 sp,dﬁ,d-Jaa,d( d)

83 | 1.d; hy,dy.hy,d(h,d) | 93 | 1.gr.hy.d(h,d,g 34| I'py.s;.d(h.dfer(h.d 70 | 5,.5+1,,d-1,,d,.d(h,d)
84| Idihy.dd(h,d) | 94| 1g,.d.d(h.d.g 35| I'sy.pp.d(h.dypr(h.d | sl sd-d, ddh
85 | I'h,.d/.d,d(h,d 95 | I:hu.g,.d(h.d.g 36 | I:sy.dy.d(h.dyer(h.d 72 |58 i,d 'd+1,.d(h,d)
86| Lhuhd, dinic) | 98 Ldng, dnicig 37| I'sy.d..d(h.dyer(h.d 73 | s1,,5,.dy.d+1,.d(h,d)
87 | Lhidih,.dhd) | 74 | [Vdy,. Vg d(h,d) 38| l.dss,.d(h.dyerth.d ecial Feature

88 I,hl,dl,dph,d) Linear G. Features 97| I,h;,s,d(h,d)dr(h,d 39 | Vlh,,d, x,between h,d
89 | I'h,,.d,,d(h,d) 42 |19,.9+L, 4y dihc) 98 | I.d;.s.d(h.dyerch.d

41 | Ivh, vd,.d(hd) | 43] 1g,.9-1.dp.d(h,d)

Table 4. Features Groupd.represents the labeh the head, d the dependemsta sibling, andg a
grandchild,d(x,y,[,z]) the order of words, andx,y) the distance.

used cores. The parsing time is 1.9 times faste€ores| fc | ¢ [ o | rest] total[| pars.| train. |

on two cores and 3.4 times faster on 4 cores. Hy-
per threading can improve the parsing times again 3| 138| 89| 65| 1.6| 155| 126/ 16.6h
and we get with hyper threading 4.6 faster parsing 4| 106| 82| 52| 1.6 121} 105 13.2h
times. Hyper threading possibly reduces the ove

1] 379(21.3|18.2| 1.5| 420|| 354]| 45.8h
2| 196|117 9.2| 21| 219| 187 | 23.9h

4+4h| 73.3| 8.8| 4.8| 13| 88.2 77| 9.6h

head of threads, which contains already our singlgaple 5: Elapsed times in milliseconds for differ-

core version.

Algorithm 4: Parallel Feature Extraction

A [l weight arrays
extract-features-and-calc-arrays(z;)
data-list« {} // thread-save data list
for wi < 110 ||
for wo « 110 |z
data-list« data-listU{ (w1, w2)}
¢ < number of CPU cores
fort < 1toc
T: < create-array-threati(z,,data-list)
start array-thread?// start thread t
fort+ 1toc
join T3/l wait until thread: is finished
A + AU collect-result(})
return A
)
array-thread T
d + remove-first-element(data-list)
if d is emptythen end-thread
... Il extract features and calculate padf A

ent numbers of cores. The parsing time (pars.)
are expressed in milliseconds per sentence and
the training (train.) time in hours. The last row
shows the times for 8 threads on a 4 core CPU
with Hyper-threading. For these experiment, we
set the clock speed to 3.46 Ghz in order to have
the same clock speed for all experiments.

6 Non-Projective Approximation
Threshold

For non-projective parsing, we use the Non-
Projective Approximation Algorithm of McDon-
ald and Pereira (2006). The algorithm rearranges
edges in a dependency tree when they improve
the score. Bohnet (2009) extended the algorithm
by a threshold which biases the rearrangement of
the edges. With a threshold, it is possible to gain
a higher percentage of correct dependency links.
We determined a threshold in experiments for
Czech, English and German. In the experiment,
we use the Hash Kernel and increase the thresh-
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[ System | Average | Catalan | Chinese| Czech [ English | German | Japanesd Spanish |

Top CoNLL 09 | 85.77D | 87.8610 | 79.19™ [ 80.38V | 89.88% | 87.48% [ 92.57® [ 87.64Y
Baseline Parsef 85.10 | 85.70 | 76.88 | 76.93 | 90.14 | 87.64 | 92.26 86.12
this work 86.33 87.45 | 76.99 | 80.96 90.33 88.06 92.47 88.13

Table 6: Top LAS of the CoNLL 2009 of (1) Gesmundo et al. (20@2) Bohnet (2009), (3) Che et
al. (2009), and (4) Ren et al. (2009); LAS of the baselinegqraaad the parser with Hash Kernel. The
numbers in bold face mark the top scores. We used for Cat@himese, Japanese and Spanish the
projective parsing algorithm.
old at the beginning in small steps by 0.1 and latescores. However, the parser would have ranked
in larger steps by 0.5 and 1.0. Figure 2 showsecond for these languages. For Catalan and
the labeled attachment scores for the Czech, E&hinese, the top results obtained transition-based
glish and German development set in relation tparsers. Therefore, the integration of both tech-
the rearrangement threshold. The curves for afliques as in Nivre and McDonald (2008) seems
languages are a bit volatile. The English curvéo be very promising. For instance, to improve
is rather flat. It increases a bit until about 0.2he accuracy further, more global constrains cap-
and remains relative stable before it slightly deturing the subcategorization correct could be inte-
creases. The labeled attachment score for Gagrated as in Riedel and Clarke (2006). Our faster
man and Czech increases until 0.3 as well and therigorithms may make it feasible to consider fur-
both scores start to decrease. For English a thredher higher order factors.
old between 0.3 and about 2.0 would work well. In this paper, we have investigated possibilities
For German and Czech, a threshold of about 0f8r increasing parsing speed without any accuracy
is the best choice. We selected for all three larloss. The parsing time is 3.5 times faster on a sin-
guages a threshold of 0.3. gle CPU core than the baseline parser which has
——Czech —+-English —e=German an typical architecture for a maximum spanning
———————— 4 . . tree parser. The improvement is due solely to the
® e S "~ Hash Kernel. The Hash Kernel was also a prereg-
86 WN\_\*\._._.__. uisite for the parallelization of the parser because
it requires much less memory bandwidth which is
nowadays a bottleneck of parsers and many other
82 applications.
80 By using parallel algorithms, we could further
increase the parsing time by a factor of 3.4 on a
4 core CPU and including hyper threading by a

84

78

76 factor of 4.6. The parsing speed is 16 times faster
7a for the English test set than the conventional ap-
0 1 2 3 4 5 proach. The parser needs only 77 millisecond in

average to parse a sentence and the speed will
Figure 2: English, German, and Czech labeled ascale with the number of cores that become avail-
tachment score (y-axis) for the development set iéble in future. To gain even faster parsing times, it
relation to the rearrangement threshold (x-axis). may be possible to trade accuracy against speed.
In a pilot experiment, we have shown that it is
possible to reduce the parsing time in this way to

We have developed a very fast parser with ex@S little as 9 milliseconds. We are convinced that
cellent attachment scores. For the languages Bi€ Hash Kerel can be applied successful to tran-
the 2009 CoNLL Shared Task, the parser couldition based dependency parsers, phrase structure
reach higher accuracy scores on average than tR@rsers and many other NLP applicatiofs.

top performing systems. The scores for Catalan,

i ] *We provide the Parser and Hash Kernel as open source
Chinese and Japanese are still lower than the tag download from http://code.google.com/p/mate-tools.

7 Conclusion and Future Work
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Abstract

Most of the known stochastic sentence
generators use syntactically annotated
corpora, performing the projection to
the surface in one stage.  However,
in full-fledged text generation, sentence
realization usually starts from semantic
(predicate-argument) structures. To be
able to deal with semantic structures,
stochastic generators require semantically
annotated, or, even better, multilevel an-
notated corpora. Only then can they
deal with such crucial generation issues as
sentence planning, linearization and mor-
phologization. Multilevel annotated cor-
pora are increasingly available for multi-
ple languages. We take advantage of them
and propose a multilingual deep stochastic
sentence realizer that mirrors the state-of-
the-art research in semantic parsing. The
realizer uses an SVM learning algorithm.
For each pair of adjacent levels of anno-
tation, a separate decoder is defined. So
far, we evaluated the realizer for Chinese,
English, German, and Spanish.

1 Introduction

Recent years saw a significant increase of inter-
est in corpus-based natural language generation
(NLG), and, in particular, in corpus-based (or
stochastic) sentence realization, i.e., that part of
NLG which deals with mapping of a formal (more
or less abstract) sentence plan onto a chain of in-
flected words; cf., among others, (Langkilde and
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Knight, 1998; Oh and Rudnicky, 2000; Bangalore
and Rambow, 2000; Wan et al., 2009). The advan-
tage of stochastic sentence realization over tradi-
tional rule-based realization is mainly threefold:
(i) it is more robust, (ii) it usually has a signifi-
cantly larger coverage; (iii) it is per se language-
and domain-independent. Its disadvantage is that
it requires at least syntactically annotated corpora
of significant size (Bangalore et al., 2001). Given
the aspiration of NLG to start from numeric time
series or conceptual or semantic structures, syn-
tactic annotation even does not suffice: the cor-
pora must also be at least semantically annotated.
Up to date, deep stochastic sentence realization
was hampered by the lack of multiple-level an-
notated corpora. As a consequence, available
stochastic sentence generators either take syntac-
tic structures as input (and avoid thus the need for
multiple-level annotation) (Bangalore and Ram-
bow, 2000; Langkilde-Geary, 2002; Filippova
and Strube, 2008), or draw upon hybrid models
that imply a symbolic submodule which derives
the syntactic representation that is then used by
the stochastic submodule (Knight and Hatzivas-
siloglou, 1995; Langkilde and Knight, 1998).

The increasing availability of multilevel anno-
tated corpora, such as the corpora of the shared
task of the Conference on Computational Natu-
ral Language Learning (CoNLL), opens new per-
spectives with respect to deep stochastic sentence
generation—although the fact that these corpora
have not been annotated with the needs of genera-
tion in mind, may require additional adjustments,
as has been, in fact, in the case of our work.

Proceedings of the 23rd International Conference on Computational Linguistics (Coling 2010), pages 98-106,
Beijing, August 2010



In this paper, we present a Support Vector
Machine (SVM)-based multilingual dependency-
oriented stochastic deep sentence realizer that
uses multilingual corpora of the CoNLL ’09
shared task (Haji¢, 2009) for training. The sen-
tences of these corpora are annotated with shal-
low semantic structures, dependency trees, and
lemmata; for some of the languages involved,
they also contain morphological feature annota-
tions. The multilevel annotation allows us to take
into account all levels of representation needed
for linguistic generation and to model the pro-
jection between pairs of adjacent levels by sep-
arate decoders, which, in its turn, facilitates the
coverage of such critical generation tasks as sen-
tence planning, linearization, and morphologiza-
tion. The presented realizer is, in principle,
language-independent in that it is trainable on any
multilevel annotated corpus. In this paper, we dis-
cuss its performance for Chinese, English, Ger-
man, and Spanish.

The remainder of the paper is structured as fol-
lows. In Section 2, we discuss how the shallow se-
mantic annotation in the CoNLL ’09 shared task
corpora should be completed in order to be suit-
able for generation. Section 3 presents the train-
ing setup of our realizer. Section 4 shows the in-
dividual stages of sentence realization: from the
semantic structure to the syntactic structure, from
the syntactic structure to the linearized structure
and from the linearized structure to a chain of in-
flected word forms (if applicable for the language
in question). Section 5 outlines the experimental
set up for the evaluation of our realizer and dis-
cusses the results of this evaluation. In Section 6,
finally, some conclusions with respect to the char-
acteristics of our realizer and its place in the re-
search landscape are drawn.

The amount of the material which comes into
play makes it impossible to describe all stages
in adequate detail. However, we hope that the
overview provided in what follows still suffices to
fully assess our proposal.

2 Completing the Semantic Annotation

The semantic annotation of sentences in CoNLL
’09 shared task corpora follows the PropBank an-
notation guidelines (Palmer et al., 2005). Prob-
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lematic from the viewpoint of generation is that
this annotation is not always a connected acyclic
graph. As a consequence, in these cases no valid
(connected) syntactic tree can be derived. The
most frequent cases of violation of the connectiv-
ity principle are not attached adjectival modifiers,
determiners, adverbs, and coordinations; some-
times, the verb is not connected with its argu-
ment(s). Therefore, prior to starting the training
procedure, the semantic annotation must be com-
pleted: non-connected adjectival modifiers must
be annotated as predicates with their syntactic
heads as arguments, determiners must be “trans-
lated” into quantifiers, detached verbal arguments
must be connected with their head, etc.

Algorithm 1 displays the algorithm that com-
pletes the semantic annotations of the corpora.
Each sentence z; of the corpus I, with ¢
1,...,]I]|, is annotated with its dependency tree
y; and its shallow semantic graph s;. The algo-
rithm traverses y; breath-first, and examines for
each node n in y; whether n’s corresponding node
in s; is connected with the node corresponding to
the parent of n. If not, the algorithm connects both
by a directed labeled edge. The direction and the
label of the edge are selected consulting a look up
table in which default labels and the orientation
of the edges between different node categories are
specified.

Figure 1 shows the semantic representation of
a sample English sentence obtained after the ap-
plication of Algorithm 1. The solid edges are
the edges available in the original annotation; the
dashed edges have been introduced by the algo-
rithm. The edge labels ‘A0’ and ‘A1’ stand for
“first argument” and “second argument” (of the
corresponding head), respectively, ‘R-A0’ for “A0
realized as a relative clause”, and ‘AM-MNR’ for
“manner modifier”. As can be seen, 6 out of the
total of 14 edges in the complete representation
of this example have been added by Algorithm 1.
We still did not finish the formal evaluation of
the principal changes necessary to adapt the Prop-
Bank annotation for generation, nor the quality of
our completion algorithm. However, the need of
an annotation with generation in mind is obvious.



Algorithm 1: Complete semantic graph

/s; is a semantic graph and y; a dependency tree
Il si = (Ns;, Ls,, Es, ), where N, is the set of nodes
/I L, the set of edge labels
Il Es; € Ns X N x Lg is the set of edges
for i <— 1 to |I| // iteration over the training examples
let 7, € y; be the root node of the dependency tree
// initialization of the queue
nodeQueue <— children(ry)
while nodeQueue # 0 do
ny < removeFirst(nodeQueue)
// breath first: add nodes at the end of the queue
nodeQueue < nodeQueue U children(n,)
Ny, < sem(ny); py, < sem(parent(n,))
//get the semantic equivalents of n,, and of its parent
if not exists path(n,,, py,) then
l < label(ny,parent(n,))
ls < look-up-sem-label(ny,, py.,1)
if look-up-sem-direction(n,, py. ,ls)
// add the semantic edge
Es + Es U (py. ;s ny,, ls)
else // direction of the edge “«—
// add the semantic edge
Es + Es U (ny,, py., ls)

=“—" then

3 Realizer Training Setup

Figure 2 shows the training setup of our realizer.
For each level of annotation, an SVM feature ex-
tractor and for each pair of adjacent levels of an-
notation, an SVM decoder is defined. The Sem-
Synt decoder constructs from a semantic graph
the corresponding dependency tree. The Synt-
Linearization decoder derives from a dependency
tree a chain of lemmata, i.e., determines the word
order within the sentence. The Linearization-
Morph decoder generates the inflected word form
for each lemma in the chain. Both the fea-
ture extractors and the decoders are language-
independent, which makes the realizer applicable
to any language for which multilevel-annotated
corpora are available.

To compute the score of the alternative realiza-
tions by each decoder, we apply MIRA (Margin
Infused Relaxed Algorithm) to the features pro-
vided by the feature extractors. MIRA is one
of the most successful large-margin training tech-
niques for structured data (Crammer et al., 2000).
It has been used, e.g., for dependency parsing,
semantic role labelling, chunking and tagging.
Since we have similar feature sets (of compara-
ble size) as those for which MIRA has proven to
work well, we assume that it will also perform

a
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Figure 1: Semantic representation of the sentence
But Panama illustrates that their substitute is a
system that produces an absurd gridlock. after
completion

well for sentence realization. Unfortunately, due
to the lack of space, we cannot present here the
instantiation of MIRA for all stages of our model.
For illustration, Algorithm 2 outlines it for mor-
phological realization.

The morphologic realization uses the minimal
string edit distance (Levenshtein, 1966) to map
lemmata to word forms. As input to the MIRA-
classifier, we use the lemmata of a sentence, its
dependency tree and the already ordered sentence.
The characters of the input strings are reversed
since most of the changes occur at the end of the
words and the string edit scripts work relatively
to the beginning of the string. For example, to
calculate the minimal string edit distance between
the lemma go and the form goes, both are first
reversed by the function compute-edit-dist and
then the minimal string edit script between og and
seog is computed. The resulting script is /eOIs0.
It translates into the operations ‘insert e at the po-
sition O of the input string’ and ‘insert s at the po-
sition 0’.

Before MIRA starts, we compute all mini-
mal edit distance scripts to be used as classes of
MIRA. Only scripts that occur more often than
twice are used. The number of the resulting edit
scripts is language-dependent; e.g., we get about

100



Semanticannotation — 5§ feature extr.

ﬂ_ Sem-Synt DECODER

Syntacticannotation € synt. feature extr.

SVM

ﬂ Synt-Lineariz. DECODER  — |

Lineariz, annotation <€— lineariz. feature extr.

ﬂLinear-Morph DECODER

Morphol.annotation €— morph. feature extr.

Figure 2: Realizer training scenario setup

1500 scripts for English and 2500 for German.

The training algorithms typically perform 6 it-
erations (epochs) over the training examples. For
each training example, a minimal edit script is se-
lected. If this script is different from the gold
script, the features of the gold script are calcu-
lated and the weight vector of the SVM is adjusted
according to the difference between the predicted
vector and the gold feature vector. The classifi-
cation task consists then in finding the classifica-
tion script that maps the lemma to the correct word
form. For this purpose, the classifier scores each
of the minimal edit scripts according to the input,
choosing the one with the highest score.

4 Sentence Generation

Sentence generation that starts from a given se-
mantic structure as input consists in the applica-
tion of the previously trained SVM decoders in se-
quence in order to realize the following sequence
of mappings:

SemStr — SyntStr — LinearStr — Surface

4.1 Semantic Generation

Algorithm 3 shows the algorithm for semantic
generation, i.e., the derivation of a dependency
tree from a semantic structure. It is a beam search
that creates a maximum spanning tree. In the first
step, a seed tree consisting of one edge is built.
In each of the subsequent steps, this tree is ex-
tended by one node. For the decision, which node

Algorithm 2: Morphological realization
training with MIRA

/l'yi, li; y; is a dependency tree, [; lemmatized sentence
script-list <— {} //initialize the script-list
for ¢ < 1 to |I| // iteration over the training examples
for | < 1 to |I;| do//// iteration over the lemmata of [;
lemma; <+ lower-case (1;,0)
/lensure that all lemmata start with a lower case letter
script <— compute-edit-dist-script(lemma;, form(l;,0))
if script ¢ script-list
script-list < script-list U { script }
for k < 1 to £/ // E = number of traininig epochs
for i <— 1 to |I| // iteration over the training examples
for [ < 1to |l;| do
scripty, < predict-script(l;,y;,l)
scripty <— edit-dist-script(lemmay, form(l;,0))
if script,, # scripty then
// update the weight vector v and the vector w, which
// averages over all collected weight vectors acc.
// to diff. of the predicted and gold feature vector
update w, v according to A(¢(scriptp), d(scripty))
/Iwith ¢(scripty,), ¢(scripty) as feature vectors of
/Iscript,, and scripty, respectively

is to be attached next and to which node, we con-
sider the highest scoring options. This procedure
works well since nodes that are close in the se-
mantic structure are usually close in the syntactic
tree as well. Therefore subtrees that contain those
nodes are considered first.

Unlike the traditional n-gram based stochastic
realizers such as (Langkilde and Knight, 1998),
we use for the score calculation structured fea-
tures composed of the following elements: (i) the
lemmata, (ii) the distance between the starting
node s and the target node ¢, (iii) the direction
of the path (if the path has a direction), (iv) the
sorted bag of in-going edges labels without repi-
tition, (v) the path of edge labels between source
and target node.

The composed structured features are:

— label+dist(s, t)+dir

— label+dist(s, t)+lemmas+dir

— label+dist(s, t)+lemma;+dir

— label+dist(s, t)+lemmas+lemma;+dir
— label+dist(s, t)+bags+dir

— label+dist(s, t)+bag;+dir

— label+path(s, t)+dir
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#  word-pairs(wi,w2) # n-grams

I label,,; +label,, 2 13 PoS;1+PoS3+PoS3

2 label,,1+lemma; 14  PoS;+PoS2+PoS3+dist

3 label,,1 +lemmas 15 lemma;+lemmas+lemmas

4 labely2+lemmay 16 lemma;+lemmas+lemmas+dist

5 label,2+lemmas 17 lemma;+lemmas+head(w1l,w2,w3)

6  PoSi+PoS, 18 lemma;+lemmas-+head(w1,w2,w3)+dist

7  PoS;+PoSs+head(wi,w2) 19 label;+labelo+labels+head(w1,w2,w3)

8 label,,; +label,,2+PoS1+head(w1,w2) 20 label; +labels+labels+head(w1,w2,w3)+dist

9 label,+label,,2+PoSs+head(wq,w2) 21 label; +labela+labels+lemma; +PoSo+head(w1,w2,w3)

label,,; +label,,2+PoS;+PoSse+head(w,w2) 22
label,,1 +label,,2+PoS1+#childrens+head(wy,w2) 23
12 label,,1+label,2+PoSa+#children; +head(wq,w2) 24

——
— o

label; +labels+labels+lemma; +PoSo+head(w1,w2,w3)+dist
label; +labelz+labels+lemmas+PoS1+head(w1,w2,w3)
label; +labels+labels+lemmas+PoS; +head(w1,w2,w3)+dist

#  global features for constituents

if [constituent] > 1 then label; s;+label;qs¢+label;qst—1+POS fir5:+P0Sia5t+POSheqad

if |constituent| > 2 then label; s;+labelog+labelsq+PoS g5t +P0S 45t —1+P0Sheqq+contains-?

if [constituent| > 2 then label; ;i +labelag+labelsq+P0S qst+P0S 45t —1+lemmayeqq+contains-?

if |constituent| > 3 then PoS1s:+P0S24+P0S3q+P0S4¢1,+P0S 45t +labelp cqq+contains-2+pos-head

if [constituent| > 3 then PoS;qs:+P0S;4s¢—1+P0S a5t —2+P0S 45t —3+P0S firs¢+Hlabely cqaq+contains-?+pos-head
PoS first+P0S 4 s¢+Hlemma f ¢ +lemmay , s +lemmap e, g +contains-?+pos-head

Table 1: Feature schemas used for linearization (label,, is the label of the in-going edge to a word w in
the dependency tree; lemma,, is the lemma of w, and PoS,, is the part-of-speech tag of w; head(w1,wa,
...) is a function which is 1 if w; is the head, 2 if ws is the head, etc. and else O; dist is the position
within the constituent; contains-? is a boolean value which is true if the sentence contains a question
mark and false otherwise; pos-head is the position of the head in the constituent)

4.2 Dependency Tree Linearization

Since we use unordered dependency trees as syn-
tactic structures, our realizer has to find the opti-
mal linear order for the lexemes of each depen-
dency tree. Algorithm 4 shows our linearization
algorithm. To order the dependency tree, we use a
one classifier-approach for all languages—in con-
trast to, e.g., Filippova and Strube (2009), who use
a two-classifier approach for German.!

The algorithm is again a beam search. It starts
with an elementary list for each node of the depen-
dency tree. Each elementary list is first extended
by the children of the node in the list; then, the
lists are extended stepwise by the children of the
newly added nodes. If the number of lists during
this procedure exceeds the threshold of 1000, the
lists are sorted in accordance with their score, and
the first 1000 are kept. The remaining lists are
removed. Afterwards, the score of each list is ad-
justed according to a global score function which
takes into account complex features such as the
first word of a consitutent, last word, the head, and
the edge label to the head (cf. Table 1 for the list
of the features). Finally, the nodes of the depen-

"We decided to test at this stage of our work a uniform
technology for all languages, even if the idiosyncrasies of
some languages may be handled better by specific solutions.

dency tree are ordered with respect to the highest
ranked lists.

Only in a very rare case, the threshold of the
beam search is exceeded. Even with a rich feature
set, the procedure is very fast. The linearization
takes about 3 milliseconds in average per depen-
dency tree on a computer with a 2.8 Ghz CPU.

4.3 Morphological Realization

The morphological realization algorithm selects
the edit script in accordance with the highest score
for each lemma of a sentence obtained during
training (see Algorithm 2 above) and applies then
the scripts to obtain the word forms; cf. Algo-
rithm 5.

Table 2 lists the feature schemas used for mor-
phological realization.

S Experiments

To evaluate the performance of our realizer, we
carried out experiments on deep generation of
Chinese, English, German and Spanish, starting
from CoNLL ’09 shared task corpora. The size of
the test sets is listed in Table 3.2

2As in (Langkilde-Geary, 2002) and (Ringger et al.,

2004), we used Section 23 of the WSJ corpus as test set for
English.
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Algorithm 3: Semantic generation

/lsi, y semantic graph and its dependency tree
for i < 1 to |I| // iteration over the training examples
// build an initial tree
for all n, € s; do
trees <— {} // initialize the constructed trees list
for all n> € s; do
if ni1 7é n9 then
for all | € dependency-labels do
trees = trees U {(synt(n1),synt(n2),0)}
trees <— sort-trees-descending-to-score(trees)
trees <— look-forward(1000,sublist(trees,20))
/lassess at most 1000 edges of the 20 best trees
tree <— get-best-tree-due-to-score(trees)
(s,t,1) < first-added-edge(tree)
// create the best tree
best-tree < (s,t,1)
// compute the nodes that still need to be attached
rest <— nodes(s;) - {s, t}
while rest # () do
trees <— look-forward(1000,best-tree,rest)
tree <— get-best-tree-due-to-score(trees)
(s,t,1) < first-added-edge(tree)
best-tree < best-tree U { (s,t,1) }
if (root(s,best-tree)) then rest < rest - {s}
else rest < rest - {¢}

The performance of both the isolated stages and
the realizer as a whole has been assessed.

5.1 Evaluation Metrics

In order to measure the correctness of the se-
mantics to syntax mapping, we use the unlabeled
and labeled attachment score as it commonly used
in dependency parsing. The labeled attachment
score (LAS) is the proportion of tokens that are as-
signed both the correct head and the correct edge
label. The unlabeled attachment score (ULA) is
the proportion of correct tokens that are assigned
the correct head.

To assess the quality of linearization, we use
three different evaluation metrics. The first metric
is the per-phrase/per-clause accuracy (acc snt.),
which facilitates the automatic evaluation of re-
sults:

correct constituents
all constituents

acc =

As second evaluation metric, we use a metric
related to the edit distance:

s 1 m
di =1 total number of words

(with m as the minimum number of deletions

combined with insertions to obtain the correct or-

der (Ringger et al., 2004)).

Algorithm 4: Dependency tree lineariza-
tion

/ly; a dependency tree
for i < 1 to |I|// iteration over the training examples
/I iterate over all nodes of the dependency tree y;
for n < 1to |y;| do
subtreey, < children(n) U {n}
ordered-lists,, <— {} // initialize
for all m € subtree,, do
beam «+ {}
for all | € ordered-lists do
beam «— beam U { append(clone(l),m)}
for all | € ordered-lists do
score(l) + compute-score-for-word-list(/)
sort-lists-descending-to-score(beam,score)
if | beam | > beam-size then
beam < sublist(0,1000,beam)
ordered-lists,, <— beam
scorey(l) < score(l) + compute-global-score(l)
sort-lists-descending-in-score(beam,score ;)

Algorithm 5: Morphological realization

/l y; a dependency tree, and [; an ordered list of lemmata
for [ < 1to |l;| do

script, <— predict-script(l;,y;,l)

form; <— apply-edit-dist-script(lemma;, script,)

To be able to compare our results with (He et
al., 2009) and (Ringger et al., 2004), we use the
BLEU score as a third metric.

For the asessment of the quality of the word
form generation, we use the accuracy score. The
accuracy is the ratio between correctly generated
word forms and the entire set of generated word
forms.

For the evaluation of the sentence realizer as a
whole, we use the BLEU metric.

5.2 Experimental Results

Table 4 displays the results obtained for the iso-
lated stages of sentence realization and of the real-
ization as a whole, with reference to a baseline and
to some state-of-the-art works. The baseline is
the deep sentence realization over all stages start-
ing from the original semantic annotation in the
CoNLL ’09 shared task corpora.

Note, that our results are not fully comparable
with (He et al., 2009; Filippova and Strube, 2009)
and (Ringger et al., 2004), respectively, since the
data are different. Furthermore, Filippova and
Strube (2009) linearize only English sentences
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features

es+lemma

es+lemma+m.feats
es+lemma+m.feats+POS
es+lemma+m.feats+POS+position
es+lemma-+(lemma+1)+m.feats
es+lemma-+(lemma+1)+POS
es+lemma-+(m.feats-1)+(POS-1)
es+lemma-+(m.feats-1)+(POS-1)+position
es+m.feats+(m.feats-1)
es+m.feats+(m.feats+1)
es+lemma-+(m.feats-1)
es+m.feats+(m.feats-1)+(m.feats-2)
es+m.feats+POS
es+m.feats+(m.feats+1)
es+m.feats+(m.feats+1)+lemma
es+m.feats

es+e0+el+m.feats
es+e0+el+e2+m.feats
es+e0+el+e2+e3+m.feats
es+e0+el+e2+e3+ed+m.feats
es+e0+m.feats

O 00 1O\ W AW — 3

N Uy G S G I S S Y
SOOI NRWN— O

\]

Table 2: Feature schemas used for morphological
realization

Chinese
2556

English German
2400 2000

Spanish
1725

Table 3: The number of sentences in the test sets
used in the experiments

that do not contain phrases that exceed 20,000 lin-
earization options—which means that they filter
out about 1% of the phrases.

For Spanish, to the best of our knowledge, no
linearization experiments have been carried out so
far. Therefore, we cannot contrast our results with
any reference work.

As far as morphologization is concerned, the
performance achieved by our realizer for English
is somewhat lower than in (Minnen et al., 2001)
(97.8% vs. 99.8% of accuracy). Note, however,
that Minnen et al. describe a combined analyzer-
generator, in which the generator is directly de-
rived from the analyzer, which makes both ap-
proaches not directly comparable.

5.3 Discussion

The overall performance of our SVM-based deep
sentence generator ranges between 0.611 (for Ger-
man) and 0.688 (for Chinese) of the BLEU score.
HALogen’s (Langkilde-Geary, 2002) scores range
between 0.514 and 0.924, depending on the com-
pleteness of the input. The figures are not directly
comparable since HALogen takes as input syntac-
tic structures. However, it gives us an idea where

our generator is situated.

Traditional linearization approaches are rule-
based; cf., e.g., (Broker, 1998; Gerdes and Ka-
hane, 2001; Duchier and Debusmann, 2001), and
(Bohnet, 2004). More recently, statistic language
models have been used to derive word order, cf.
(Ringger et al., 2004; Wan et al., 2009) and (Fil-
ippova and Strube, 2009). Because of its partially
free order, which is more difficult to handle than
fixed word order, German has often been worked
with in the context of linearization. Filippova and
Strube (2009) adapted their linearization model
originally developed for German to English. They
use two classifiers to determine the word order
in a sentence. The first classifier uses a trigram
LM to order words within constituents, and the
second (which is a maximum entropy classifier)
determines the order of constituents that depend
on a finite verb. For English, we achieve with
our SVM-based classifier a better performance.
As mentioned above, for German, Filippova and
Strube (2009)’s two classifier approach pays off
because it allows them to handle non-projective
structures for the Vorfeld within the field model.
It is certainly appropriate to optimize the perfor-
mance of the realizer for the languages covered in
a specific application. However, our goal has been
so far different: to offer an off-the-shelf language-
independent solution.

The linearization error analysis, first of all of
German and Spanish, reveals that the annotation
of coordinations in corpora of these languages as
‘X <= andlorl...— Y’ is a source of errors. The
“linear” annotation used in the PropBank (‘X —
and/orl...— Y’) appears to facilitate higher qual-
ity linearization. A preprocessing stage for au-
tomatic conversion of the annotation of coordi-
nations in the corpora would have certainly con-
tributed to a higher quality. We refrained from
doing this because we did not want to distort the
figures.

The morphologization error analysis indicates
a number of error sources that we will address
in the process of the improvement of the model.
Among those sources are: quotes at the beginning
of a sentence, acronyms, specific cases of start-
ing capital letters of proper nouns (for English and
Spanish), etc.
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Chinese English German Spanish
Semantics-Syntax (ULA/LAS) 95.71/86.29  94.77/89.76  95.46/82.99  98.39/93.00
Syntax-Topology (di/acc) 0.88/64.74 0.91/74.96 0.82/50.5 0.83/52.77
Syntax-Topology (BLEU) 0.85 0.894 0.735 0.78
Topology-Morphology (accuracy=correct words/all words) — 97.8 97.49 98.48
All stages (BLEU) 0.688 0.659 0.611 0.68
Baseline (BLEU) 0.12 0.18 0.11 0.14
Syntax-Topology (He et al., 2009) (di/acc) 0.89/— - - -
Syntax-Topology (He et al., 2009) (BLEU) 0.887 - - -
Syntax-Topology (Filippova and Strube, 2009) (di/acc) - 0.88/67 0.87/61 -
Syntax-Topology (Ringger et al., 2004) (BLEU) - 0.836 - -

Table 4: Quality figures for the isolated stages of deep sentence realization and the complete process.

As far as the contrastive evaluation of the qual-
ity of our morphologization stage is concerned,
it is hampered by the fact that for the traditional
manually crafted morphological generators, it is
difficult to find thorough quantitative evaluations,
and stochastic morphological generators are rare.

As already repeatedly pointed out above, so far
we intentionally refrained from optimizing the in-
dividual realization stages for specific languages.
Therefore, there is still quite a lot of room for im-
provement of our realizer when one concentrates
on a selected set of languages.

6 Conclusions

We presented an SVM-based stochastic deep mul-
tilingual sentence generator that is inspired by the
state-of-the-art research in semantic parsing. It
uses similar techniques and relies on the same re-
sources. This shows that there is a potential for
stochastic sentence realization to catch up with
the level of progress recently achieved in parsing
technologies.

The generator exploits recently available
multilevel-annotated corpora for training. While
the availability of such corpora is a condition for
deep sentence realization that starts, as is usually
the case, from semantic (predicate-argument)
structures, we discovered that current annotation
schemata do not always favor generation such
that additional preprocessing is necessary. This
is not surprising since stochastic generation is a
very young field. An initiative of the generation
community would be appropriate to influence
future multilevel annotation campaigns or to feed
back the enriched annotations to the “official”

resources.3

The most prominent features of our generator
are that it is per se multilingual, it achieves an ex-
tremely broad coverage, and it starts from abstract
semantic structures. The last feature allows us to
cover a number of critical generation issues: sen-
tence planning, linearization and morphological
generation. The separation of the semantic, syn-
tactic, linearization and morphological levels of
annotation and their modular processing by sep-
arate SVM decoders also facilitates a subsequent
integration of other generation tasks such as re-
ferring expression generation, ellipsis generation,
and aggregation. As a matter of fact, this gen-
erator instantiates the Reference Architecture for
Generation Systems (Mellish et al., 2006) for lin-
guistic generation.

A more practical advantage of the presented
deep stochastic sentence generator (as, in prin-
ciple, of all stochastic generators) is that, if
trained on a representative corpus, it is domain-
independent. As rightly pointed out by Belz
(2008), traditional wide coverage realizers such
as KPML (Bateman et al., 2005), FUF/SURGE
(Elhadad and Robin, 1996) and RealPro (Lavoie
and Rambow, 1997), which were also intended
as off-the-shelf plug-in realizers still tend to re-
quire a considerable amount of work for integra-
tion and fine-tuning of the grammatical and lexical
resources. Deep stochastic sentence realizers have
the potential to become real off-the-shelf modules.
Our realizer is freely available for download at
http://www.recerca.upf.edu/taln.

3We are currently working on a generation-oriented mul-
tilevel annotation of corpora for a number of languages. The
corpora will be made available to the community.
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Abstract

Word Sense Disambiguation (WSD) of-
ten relies on a context model or vector
constructed from the words that co-occur
with the target word within the same text
windows. In most cases, a fixed-sized
window is used, which is determined by
trial and error. In addition, words within
the same window are weighted uniformly
regardless to their distance to the target
word. Intuitively, it seems more reason-
able to assign a stronger weight to con-
text words closer to the target word. How-
ever, it is difficult to manually define the
optimal weighting function based on dis-
tance. In this paper, we propose a unsu-
pervised method for determining the op-
timal weights for context words accord-
ing to their distance. The general idea is
that the optimal weights should maximize
the similarity of two context models of the
target word generated from two random
samples. This principle is applied to both
English and Japanese. The context mod-
els using the resulting weights are used
in WSD tasks on Semeval data. Our ex-
perimental results showed that substantial
improvements in WSD accuracy can be
obtained using the automatically defined
weighting schema.

1 Introduction

The meaning of a word can be defined by the
words that accompany it in the text. This is the
principle often used in previous studies on Word
Sense Disambiguation (WSD) (Ide and Véronis,
1998; Navigli, 2009). In general, the accompa-
nying words form a context vector of the target
word, or a probability distribution of the context

words. For example, under the unigram bag-of-
words assumption, this means building p(z|t) =

%, where count(z,t) is the count of

co-occurrences of word = with the target word ¢
under a certain criterion. In most studies, = and
t should co-occur within a window of up to &
words or sentences. The bounds are usually se-
lected in an ad-hoc fashion to maximize system
performance. Occurrences inside the window of-
ten weight the same without regard to their po-
sition. This is counterintuitive. Indeed, a word
closer to the target word generally has a greater
semantic constraint on the target word than a more
distant word. It is however difficult to define
the optimal weighting function manually. To get
around this, some systems add positional features
for very close words. In information retrieval, to
model the strength of word relations, some studies
have proposed non-uniform weighting methods of
context words, which decrease the importance of
more distant words in the context vector. How-
ever, the weighting functions are defined manu-
ally. It is unclear that these functions can best cap-
ture the impact of the context words on the target
word.

In this paper, we propose an unsupervised
method to automatically learn the optimal weight
of a word according to its distance to the target
word. The general principle used to determine
such weight is that, if we randomly determine
two sets of windows containing the target word
from the same corpus, the meaning — or mixture
of meanings for polysemic words — of the target
word in the two sets should be similar. As the con-
text model — a probability distribution for the con-
text words — determines the meaning of the target
word, the context models generated from the two
sets should also be similar. The weights of con-
text words at different distance are therefore de-
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termined so as to maximize the similarity of con-
text models generated from the two sets of sam-
ples. In this paper, we propose a gradient descent
method to find the optimal weights. We will see
that the optimal weighting functions are different
from those used in previous studies. Experimenta-
tion on Semeval-2007 English and Semeval-2010
Japanese lexical sample task data shows that im-
provements can be attained using the resulting
weighting functions on simple Naive Bayes (NB)
systems in comparison to manually selected func-
tions. This result validates the general principle
we propose in this paper.

The remainder of this paper is organized as fol-
lows: typical uses of text windows and related
work are presented in Section 2. Our method
is presented in Section 3. In Section 4 to 6,
we show experimental results on English and
Japanese WSD. We conclude in Section 7 with
discussion and further possible extensions.

2 Uses of text windows

Modeling the distribution of words around one
target word, which we call context model, has
many uses. For instance, one can use it to define
a co-occurrence-based stemmer (Xu and Croft,
1998), which uses window co-occurrence statis-
tics to calculate the best equivalence classes for a
group of word forms. In the study of Xu and Croft,
they suggest using windows of up to 100 words.
Context models are also widely used in WSD.
For example, top performing systems on English
WSD tasks in Semeval-2007, such as NUS-ML
(Cai et al., 2007), all made use of bag-of-words
features around the target word. In this case, they
found that the best results can be achieved using a
window size of 3.

Both systems limit the size of their windows for
different purposes. The former uses a large size in
order to model the topic of the documents contain-
ing the word rather than the word’s meaning. The
latter would limit the size because bag-of-words
features further from the target word would not be
sufficiently related to its meaning (Ide and Véro-
nis, 1998). We see that there is a compromise be-
tween taking fewer, highly related words, or tak-
ing more, lower quality words. However, there is
no principled way to determine the optimal size

of windows. The size is determined by trial and
error.

A more questionable aspect in the above sys-
tems is that for bag-of-words features, all words
in a window are given equal weights. This is
counterintuitive. One can easily understand that
a context word closer to the target word gener-
ally imposes a stronger constraint on the meaning
of the latter, than a more distant context word. It
is then reasonable to define a weighting function
that decreases along with distance. Several studies
in information retrieval (IR) have proposed such
functions to model the strength of dependency be-
tween words. For instance, Gao et al. (2002)
proposed an exponential decay function to capture
the strength of dependency between words. This
function turns out to work better than the uniform
weighting in the IR experiments.

Song and Bruza (2003) used a fixed-size slid-
ing window to determine word co-occurrences.
This is equivalent to define a linear decay func-
tion for context words. The context vectors de-
fined this way are used to estimate similarity be-
tween words. A use of the resulting similarity in
query expansion in IR turned out to be successful
(Bai et al., 2005).

In amore recent study, Lv and Zhai (2009) eval-
uated several kernel functions to determine the
weights of context words according to distance,
including Gaussian kernel, cosine kernel, and so
on. As for the exponential and linear decaying
functions, all these kernel functions have fixed
shapes, which are determined manually.

Notice that the above functions have only been
tested in IR experiments. It is not clear how
these functions perform in WSD. More impor-
tantly, all the previous studies have investigated
only a limited number of weighting functions for
context words. Although some improvements us-
ing these functions have been observed in IR, it
is not clear whether the functions can best capture
the true impact of the context words on the mean-
ing of the target word. Although the proposed
functions comply with the general principle that
closer words are more important than more dis-
tant words, no principled way has been proposed
to determine the particular shape of the function
for different languages and collections.
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In this paper, we argue that there is indeed a hid-
den weighting function that best capture the im-
pact of context words, but the function cannot be
defined manually. Rather, the best function should
be the one that emerges naturally from the data.
Therefore, we propose an unsupervised method to
discover such a function based on the following
principle: the context models for a target word
generated from two random samples should be
similar. In the next section, we will define in detail
how this principle is used.

3 Computing weights for distances

In this section, we present our method for choos-
ing how much a word occurrence should count in
the context model according to its distance to the
target word. In this study, for simplicity, we as-
sume that all word occurrences at a given distance
count equally in the context model. That is, we
ignore other features such as POS-tags, which are
used in other studies on WSD.

Let C be a corpus, W a set of text windows for
the target word w, cyy; . the count of occurrences
of word « at distance  in W, cyy; the sum of these
counts, and «; the weight put on one word occur-
rence at distance ¢. Then,

D QiCWix 1)

Pun(e) = oot
7 1 32

is the maximum likelihood estimator for x in the
context model of w. To counter the zero probabil-
ity problem, we apply Dirichlet smoothing with
the collection language model as a prior:

_ > icwie + pw P(z|C)
> i icw,i + pw

Ppirw () (2)
The pseudo-count pyy can be a constant, or can be
found by using Newton’s method, maximizing the
log likelihood via leave-one-out estimation:

L1 (p|W,C) =
di Yowev QiCWiz log iy —0itiPlalC)

Zj ajew,j—oi+p

The general process, which we call automatic
Dirichlet smoothing, is similar to that described
in (Zhai and Lafferty, 2002).

To find the best weights for our model we pro-
pose the following process:

e Let T be the set of all windows containing
the target word. We randomly split this set
into two sets A and B.

e We want to find o* that maximizes the sim-
ilarity of the models obtained from the two
sets, by minimizing their mutual cross en-

tropy:

(o) = H(Pyra, Ppir)+ (3)

H(Pur,B, Ppir,a)

In other words, we want «; to represent how much
an occurrence at distance i models the context
better than the collection language model, whose
counts are weighted by the Dirichlet parameter.
We hypothesize that target words occur in limited
contexts, and as we get farther from them, the pos-
sibilities become greater, resulting in sparse and
less related counts. Since two different sets of the
same word are essentially noisy samples of the
same distribution, the weights maximizing their
mutual generation probabilities should model this
phenomenon.

One may wonder why we do not use a distri-
bution similarity metric such as Kullback—Leibler
(KL) divergence or Information Radius (IRad).
The reason is that with enough word occurrences
(big windows or enough samples), the most sim-
ilar distributions are found with uniform weights,
when all word counts are used. KL divergence
is especially problematic as, since it requires
smoothing, the weights will converge to the de-
generate weights « = 0, where only the identical
smoothing counts remain. Entropy minimization
is therefore needed in the objective function.

To determine the optimal weight of «;, we pro-
pose a simple gradient descent minimizing (3)
over «. The following are the necessary deriva-
tives:

o 8H(PML,A7PD’ZT,B)+
(9041' N (9041'
O0H(Puyr,B, Ppir,a)
80@

OH (PML,Wa PD’L’T,(T*W))
doy; N
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-> [aPML w (@) log Ppjy,(r—w(7)+

ooy

zeV

Pyrrw ()

OPpir (r—w) () y

dav; Ppir,(r—w) ()
OPyrw(x) _ cwie — Purw(x)ew,
80@ Zj OéjCWJ
OPpirw () _ Wiz — Ppirw (z)ew,i
oy o aicw; + pw

We use stochastic gradient descent: one word is
selected randomly, it’s gradient is computed, a
small gradient step is done and the process is re-
peated. A pseudo-code of the process can be
found in Algorithm 1.

Algorithm 1 LearnWeight(C, n, €)

o+ 1F
repeat
T «{Get windows for next word}
(A, B) <-RandomPartition(T")
for Win A, B do
PML,W <—MakeML(W,a)
uw <—ComputePseudoCount(17,C)
Ppirw «MakeDir( Pyrr,w, pw,C)
end for
grad < VH(PML,A,PDir,B) +

VH(Pur,B, Ppir,a)

grad
Q4 & = Nygagy

until doy; < €
return o/ max{a;}

Now, as the objective function would eventu-
ally go towards putting nearly all weight on aq,
we hypothesize that the farthest distances should
have a near-zero contribution, and determine the
stop criterion as having one weight go under a
small threshold. Alternatively, a control set of
held out words can be used to observe the progress
of the objective function or the gradient length.
When more and more weight is put on the few
closest positions, the objective function and gra-
dient depends on less counts and will become less
stable. This can be used as a stop criterion.

The above weight learning process is applied
on an English collection and a Japanese collection

with n = ¢ = 0.001, and x = 1000. In the next
sections, we will describe both resulting weight-
ing functions in the context of WSD experiments.

4 Classifiersfor supervised WSD tasks

Since we use the same systems for both English
and Japanese experiments, we will briefly discuss
the used classifiers in this section. In both tasks,
the objective is to maximize WSD accuracy on
held-out data, given that we have a set of training
text passages containing a sense-annotated target
word.

The first of our baselines, the Most Frequent
Sense (MFS) system always selects the most fre-
guent sense in the training set. It gives us a lower
bound on system accuracies.

Naive Bayes (NB) classifiers score classes us-
ing the Bayes formula under a feature indepen-
dence assumption. Let w be the target word in a
given window sample to be classified, the scoring
formula for sense class S is:

Score(w, S) = P(S)Prar(w|S) er x
HmEcontext(w) PCO”(xi‘S)AconadiSt(xi)

where dist(x;) is the distance between the context
word x; and the target word w. The target word
being an informative feature present in all sam-
ples, we use it in a target word language model
Prg,-. The surrounding words are summed in the
context model Poo,, as shown in equation (1). As
we can see with the presence of « in the equation,
the scoring follows the same weighting scheme as
we do when accumulating counts, since the sam-
ples to classify follow the same distribution as the
training ones. Also, when a language model uses
automatic Dirichlet smoothing, the impact of the
features against the prior is controlled with the
manual parameters Ar.. Of Acon. When a man-
ual smoothing parameter is used, it also handles
impact control. Our systems use the following
weight functions:

Uniform: o; = 11<;<5, Where § is a window size
and 1 the indicator function.

Linear: a; = max{0,1 — (¢ — 1)d}, where § is
the decay rate.
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Exponential: «; = e~ (~Y% where § is the ex-
ponential parameter.

Learned: «; is the weight learned as shown pre-
viously.

The parameters for NB systems are identical for
all words of a task and were selected by exhaustive
search, maximizing leave-one-out accuracy on the
training set. For each language model, we tried
Laplace, manual Dirichlet and automatic Dirichlet
smoothing.

For the sake of comparison, also we provide a
Support Vector Machine (SVM) classifier, which
produces the best results in Semeval 2007. We
used libSVM with a linear kernel, and regular-
ization parameters were selected via grid search
maximizing leave-one-out accuracy on the train-
ing set. We tested the following windows limits:
all words in sample, current sentence, and various
fixed window sizes. We used the same features
as the NB systems, testing Boolean, raw count,
log-of-counts and counts from weight functions
representations. Although non-Boolean features
had good leave-one-out precision on the training
data, since SVM does not employ smoothing, only
Boolean features kept good results on test data, so
our SVM baseline uses Boolean features.

5 WSD experiments on Semeval-2007
English Lexical Sample

The Semeval workshop holds WSD tasks such as
the English Lexical Sample (ELS) (Pradhan et al.,
2007). The task is to maximize WSD accuracy on
a selected set of polysemous words, 65 verbs and
35 nouns, for which passages were taken from the
WSJ Tree corpus. Passages contain a couple of
sentences around the target word, which is manu-
ally annotated with a sense taken from OntoNotes
(Hovy et al., 2006). The sense inventory is quite
coarse, with an average of 3.6 senses per word.
Instances count are listed in Table 1.

Train | Test | Total
Verb | 8988 | 2292 | 11280
Noun | 13293 | 2559 | 15852
Total | 22281 | 4851

Table 1: Number of instances in the ELS data

111

1.0 T
! - - linear
N 1
0.8 [ exponential ||
0\ — learned

weight

0.0 :

0 5 10 15 20 25 30 35 40
distance

Figure 1: Weight curve for AP88-90

Since there are only 100 target words and in-
stances are limited in the Semeval collection, we
do not have sufficient samples to estimate the op-
timal weights for context words. Therefore, we
used the AP88-90 corpus of the TREC collection
(CD 1 & 2) in our training process. The AP col-
lection contains 242,918 documents. Since our
classifiers use word stems, the collection was also
stemmed with the Porter stemmer and sets of win-
dows were built for all word stems. To get near-
uniform counts in all distances, only full win-
dows with a size of 100, which was considered
big enough without any doubt, were kept. In order
to get more samples, windows to the right and to
the left were separated. For each target word, we
used 1000 windows. A stoplist of the top 10 fre-
quent words was used, but place holders were left
in the windows to preserve the distances. Mul-
tiple consecutive stop words (ex: “of the”) were
merged, and the target word stem, being the same
for all samples of a set, was ignored in the con-
struction of context models. The AP collection re-
sults in 32,650 target words containing 5,870,604
windows. The training process described in Sec-
tion 3 is used to determine the best weights of con-
text words. Figure 1 shows the first 40 elements
of the resulting weighting function curve.

As we can see, the curve is neither exponen-
tial, linear, or any of the forms used by Lv and
Zhai. Its form is rather similar to ¢, or rather
log™1(6 + =) minus some constant. The decrease



| System | Cross-Val (%) | Test set (%) |
MFS 78.66 77.76
Uniform NB | 86.04 84.52
SVM 85.53 85.03
Linear NB 86.89 85.71
Exp. NB 87.80 86.23
Learned NB | 88.46 86.70

Table 2: WSD accuracy on Semeval-2007 ELC

rate is initially very high and then reduces as it
becomes closer to zero. This long tail is not
present in any of the previously suggested func-
tions. The large difference between the above op-
timal weighting function and the functions used
in previous studies would indicate that the latter
are suboptimal. Also, as we can see, the rela-
tion between context words and the target word
is mostly gone after a few words. This would
motivate the commonly used very small windows
when using a uniform weights, since using a big-
ger window would further widen the gap between
the used weight and the optimal ones.

Now for the system settings, the context words
were processed the same way as the external cor-
pus. The target word was used without stemming
but had the case stripped. The NB systems used
the concatenation of the AP collection and the
Semeval data for the collection language model.
This is motivated by the fact that the Semeval data
is not balanced: it contains only a small number of
passages containing the target words. This makes
words related to them unusually frequent. The
class priors used an absolute discounting of 0.5 on
class counts. Uniform NB uses a window of size 4,
a Laplace smoothing of 0.65 on Pr,, and an au-
tomatic Dirichlet with A¢,,, = 0.7 on Pg,,. Lin-
ear NB has 6 = 0.135, uses a Laplace smoothing
of 0.85 on Pr,, and an automatic Dirichlet with
Acon = 0.985 on Pg,,. Exp NB has 6 = 0.27,
uses a Laplace smoothing of 2.8 on Py, and an
automatic Dirichlet with Ag,, = 1.01 on Pgoy,.
The SVM system uses a window of size 3. Our
system, Learned NB uses a Laplace smoothing of
1.075 on Pr,-, and an automatic Dirichlet with
Acon = 1.025 on Pgy,. The results on WSD are
listed in Table 2. WSD accuracy is measured by

the proportion of correctly disambiguated words
among all the word samples. The cross-validation
is performed on the training data with leave-one-
out and is shown as a hint of the capacity of the
models. A randomization test comparing Expo-
nential NB and Learned NB gives a p-value of
0.0508, which is quite good considering the exten-
sive trials used to select the exponential parameter
in comparison to a single curve computed from a
different corpus. This performance is comparable
to the current state of the art. It outperforms most
of the systems participating in the task (Pradhan et
al., 2007). Out of 14 systems, the best results had
accuracies of 89.1*, 89.1*, 88.7, 86.9 and 86.4 (*
indicates post-competition submissions). Notice
that most previous systems used SVM with ad-
ditional features such as local collocations, posi-
tional word features and POS tags. Our approach
only uses bag-of-words in a Naive Bayes classi-
fier. Therefore, the performance of our method is
sub-optimal. With additional features and better
classification methods, we can expect that better
performance can be obtained. In future work, we
will investigate the applications of SVM with our
new term weighting scheme, together with addi-
tional types of features.

6 WSD experiments on Semeval-2010
Japanese Lexical Sample

The Semeval-2010 Japanese WSD task (Okumura
et al., 2010) consists of 50 polysemous words
for which examples were taken from the BCCWJ
corpus (Maekawa, 2008). It was manually seg-
mented, POS-tagged, and annotated with senses
taken from the Iwanami Kokugo dictionary. The
selected words have 50 samples for both the train-
ing and test set. The task is identical to the ELS
of the previous experiment.

Since the data was again insufficient to com-
pute the optimal weighting curve, we used the
Mainichi-2005 corpus of NTCIR-8. We tried to
reproduce the same kind of segmentation as the
training data by using the Chasen parser with Uni-
Dic, which nevertheless results in different word
segments as the training data. For the corpus and
Semeval data, conjugations (setsuzoku-to, jodé-
shi, etc.), particles (all jo-shi), symbols (blanks,
kigo, etc.), and numbers were stripped. When a
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Figure 2: Weight curve for Mainichi 2005

base-form reading was present (for verbs and ad-
jectives), the token was replaced by the Kanjis
(Chinese characters) in the word writing concate-
nated with the base-form reading. This treatment
is somewhat equivalent to the stemming+stop list
of the ELS tasks. The resulting curve can be seen
in Figure 2.

As we can see, the general form of the curve
is similar to that of the English collection, but
is steeper. This suggests that the meaning of
Japanese words can be determined using only
the closest context words. Words further than a
few positions away have very small impact on
the target word. This can be explained by the
grammatical structure of the Japanese language.
While English can be considered a Subject-Verb-
Complement language, Japanese is considered
Subject-Complement-Verb. Verbs, mostly found
at the end of a sentence, can be far apart from their
subject, and vice versa. The window distance is
therefore less useful to capture the relatedness in
Japanese than in English since Japanese has more
non-local dependencies.

The Semeval Japanese test data being part of a
balanced corpus, untagged occurrences of the tar-
get words are plenty, so we can benefit from using
the collection-level counts for smoothing. Uni-
form NB uses a window of size 1, manual Dirich-
let smoothing of 4 for P, and 90 for the Pg,y,.
Linear NB has § = 0.955, uses a manual Dirichlet
smoothing of 6.25 on Pr,,. and manual Dirichlet

| System | Cross-Val (%) | Test set (%) |
MFS 75.23 68.96
SVM 82.55 74.92
Uniform NB | 82.47 76.16
Linear NB 82.63 76.48
Exp. NB 82.68 76.44
Learned NB | 82.67 76.52

Table 3: WSD accuracy on Semeval-2010 JWSD

smoothing with Ac,, = 65 on Pgo,,. EXp NB
has § = 2.675, uses a manual Dirichlet smooth-
ing of 6.5 on Pr,, and a manual Dirichlet of 70
on Poon. The SYM system uses a window size of
1 and Boolean features. Learned NB used a man-
ual Dirichlet smoothing of 4 for Pr,,. and auto-
matic Dirichlet smoothing with A\¢,, = 0.6 for
Peoon. We believe this smoothing is beneficial
only on this system because it uses more words
(the long tail), that makes the estimation of the
pseudo-count more accurate. Results on WSD are
listed in Table 3. As we can see, the difference be-
tween the NB models is less substantial than for
English. This may be due to differences in the
segmentation parameters of our external corpus:
we used the human-checked segmentation found
in the Semeval data for classification, but used a
parser to segment our external corpus for weight
learning. We are positive that the Chasen parser
with the UniDic dictionary was used to create the
initial segmentation in the Semeval data, but there
may be differences in versions and the initial seg-
mentation results were further modified manually.

Another reason for the results could be that the
systems use almost the same weights: Uniform
NB and SYM both used windows of size 1, and
the Japanese curve is steeper than the English one,
making the context model account to almost only
immediately adjacent words. So, even if our con-
text model contains more context words at larger
distances, their weights are very low. This makes
all context model quite similar. Nevertheless, we
still observe some gain in WSD accuracy. These
results show that the curves work as expected even
in different languages. However, the weighting
curve is strongly language-dependent. It could
also be collection-dependent — we will investigate
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this aspect in the future, using different collec-
tions.

7 Conclusions

The definition of context vector and context model
is critical in WSD. In previous studies in IR, de-
caying weight along with distance within a text
window have been proposed. However, the de-
caying functions are defined manually. Although
some of the functions produced better results than
the uniform weighting, there is no evidence show-
ing that these functions best capture the impact
of the context words on the meaning of the tar-
get word. This paper proposed an unsupervised
method for finding optimal weights for context
words according to their distance to the target
word. The general idea was to find the weights
that best fit the data, in such a way that the context
models for the same target word generated from
two random windows samples become similar. It
is the first time that this general principle is used
for this purpose. Our experiments on WSD in En-
glish and Japanese suggest the validity of the prin-
ciple.

In this paper, we limited context models to bag-
of-words features, excluding additional features
such as POS-tags. Despite this simple type of fea-
ture and the use of a simple Naive Bayes classifier,
the WSD accuracy we obtained can rival the other
state-of-the-art systems with more sophisticated
features and classification algorithms. This result
indicates that a crucial aspect in WSD is the def-
inition of an appropriate context model, and our
weighting method can generate more reasonable
weights of context words than using a predefined
decaying function.

Our experiments also showed that the optimal
weighting function is language-dependent. We
obtained two different functions for English and
Japanese, although their general shapes are simi-
lar. In fact, the optimal weighting function reflects
the linguistic properties: as dependent words in
Japanese can be further away from the target word
due to its linguistic structure, the optimal weight-
ing quickly decays, meaning that we can rely less
on distant context words. This also shows a lim-
itation of this study: distance is not the sole cri-
terion to determine the impact of a context word.

Other factors, such as POS-tag and syntactic de-
pendency, can play an important role in the con-
text model. These additional factors are comple-
mentary to the distance criterion and our approach
can be extended to include such additional fea-
tures. This extension is part of our future work.

Another limitation of straight window distance
is that all words introduce the same distance, re-
gardless of their nature. In our experiments, to
make the distance a more sensible metric, we
merged consecutive stop words in one placeholder
token. The idea behind this it that some words,
such as stop words, should introduce less distance
than others. On the opposite, we can easily un-
derstand that tokens such as commas, full stops,
parentheses and paragraph should introduce a big-
ger distance than regular words. We could there-
fore use a congruence score for a word, an indi-
cator showing on average how much what comes
before is similar to what comes after the word.

Also, we have combined our weighting schema
with NB classifier. Other classifiers such as SVM
could lead to better results. The utilization of our
new weighting schema with SVM is another fu-
ture work.

Finally, the weights computed with our method
has been used in WSD tasks. The weights could
be seen as the expected strength of relation be-
tween two words in a document according to their
distance. The consideration of word relationships
in documents and queries is one of the endeav-
ors in current research in IR. The new weighting
schema could be easily integrated with a depen-
dency model in IR. We plan to perform such inte-
gration in the future.
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Abstract

Multiword Expressions (MWEs) appear
frequently and ungrammatically in the
natural languages. Identifying MWEs in
free texts is a very challenging problem.

This paper proposes a knowledge-free,
training-free, and language-independent
Multiword Expression Distance (MED).
The new metric is derived from an ac-
cepted physical principle, measures the
distance from an n-gram to its seman-
tics, and outperforms other state-of-the-art
methods on MWEs in two applications:
question answering and named entity ex-
traction.

1 Introduction

A Multiword Expression (MWE) is a sequence
of neighboring words “whose exact and unam-
biguous meaning or connotation cannot be derived
from the meaning or connotation of its compo-
nents” (Choueka, 1988). In the paper, MWE:s re-
fer to non-compositional lexical units including
idioms, terminologies and name entities. As Jack-
endoff (1997) notes, the magnitude of MWEs is
far greater than what has traditionally been real-
ized within linguistics. He estimates that the num-
ber of MWESs in a speaker’s lexicon is of the same
order of magnitude as the number of single words.
In WordNet 1.7 (Fellbaum, 1998), 41 percent of
the entries are multi-words. Some specialized
domain vocabulary, such as terminology, over-
whelmingly consists of MWEs. Automatic ex-
traction of MWEs is indispensable to many tasks
such as machine translation, name entity extrac-

tion, information retrieval and question answer-
ing.

Due to their non-compositionality, many
MWE:s cannot be directly identified using gram-
matical rules, which poses a major challenge to
automatic analysis. Moreover, existing resources
like dictionaries can never have adequate and
timely coverage. Therefore people turn to statisti-
cal method to characterize MWE:s.

Since Church and Hanks (1990) proposed
Pointwise Mutual Information (PMI), a variety of
measures, such as Log-likelihood, Symmetrical
Conditional Probability (SCP) and Mutual Expec-
tation (Dias et al., 2000), have been introduced to
measure word association. Their basic ideas are
very similar: the whole n-gram is separated into
two parts and the association is determined by the
joint probability and the probability of each part.
Pecina (2006) compared 84 bi-gram association
measures and found PMI has the best performance
in Czech data. When applying these measures to
the n-grams for n > 2, it is not clear how can
the association between the deliberately separated
two parts represent the non-compositionality of
the whole n-gram. Different policies have been
studied to extend these measures into arbitrary n-
grams (Silva and Lopes, 1999; Schone and Juraf-
sky, 2001; Dias et al., 2000). Is there a funda-
mental, less arbitrary, and general approach to this
problem? That is,

e Can we actually derive a MWE metric for
n-grams from the first principles, instead of
making a seemingly sensible, but really arbi-
trary, proposal?

e Will such a theoretically justified new met-
ric actually works better than other heuristic
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measures for general MWEs?

This paper will answer above questions posi-
tively. We derive an optimal distance metric Mul-
tiword Expression Distance (MED). MED defines
the semantic function for n-grams and the infor-
mation distance (Bennett et al., 1998) from the n-
grams to their semantics. Unlike previous meth-
ods it ensures the cohesion of the n-gram directly
hence applicable to MWEs of any length.

The MED is naturally generalized to its con-
ditional version. The extension is based on the
observation that many MWEs are domain depen-
dent. It is true that some MWEs are only used
in certain domains, but they are domain free. For
example, we know that “polymerase chain reac-
tion” is some sort of terminology even if many
of us do not know what it is exactly. However
that is not always the case. For those who do not
watch movies, the sentence “catch me if you can”
will probably be taken as a non-MWE, instead of
a movie name. The non-compositionality of this
sentence appears only in the movies domain. The
experimental results show that given appropriate
phrases as conditions, the conditional MED per-
forms better than MED.

We also investigate the efficacy of MED on
post-processing of Question Answering (QA) and
complex named entity extraction. The experimen-
tal results show that our method outperforms state
of art methods (Zhang et al., 2009; Downey et
al., 2007) in these two applications. Moreover,
MED is a pure statistical metric which can be eas-
ily combined with other methods.

The remainder of this paper is organized as fol-
lows: In the next section we review the related
work on Multiword Expression and information
distance. Section 3 gives a preliminary introduc-
tion to Kolomogorov complexity and information
distance. Section 4 proposes the formal definition
of MED. In Section 5 we discuss the difference
between MED and Pointwise Mutual Information.
We apply MED to QA post-processing and com-
plex named entity extraction in Section 6 and eval-
uate their performance in Section 7. In the last
section we conclude this work.

2 Related Work

Researchers have explored various techniques for
identifying MWEs. These approaches could be
broadly classified into three types: linguistic
methods, sequential tagging based methods and
statistical methods.

The mostly used linguistic information for
MWE extraction is words’ Part-Of-Speech tags.
Justeson and Katz (1995) extracted technical ter-
minologies from documents using a regular ex-
pression on POS-tags of a word sequence, to-
gether with some frequency constraints. Arga-
mon et al. (1998) separated the POS sequence of a
multi-word into small POS tiles, counted tile fre-
quency in the MWE and non-MWE training sets
and identify new MWEs by these counts. Al-
though linguistic methods perform well in term
extraction on specific domains, it cannot be gen-
eralized to identify arbitrary MWEs.

Several supervised learning methods have been
used previously for extracting Name Entities in-
cluding Hidden Markov Models, Maximum En-
tropy Markov Models and Conditional Random
Field (CRF) models (McCallum and Li, 2003). In
order to allow tractable computation, these models
can only use local features in a small window. Al-
though the approximate inference methods have
been incorporated into sequential tagging model
to capture non-local information (Finkel et al.,
2005), these models are not capable of recog-
nizing complex named entities, especially those
containing conjunctions and prepositions. Exper-
imental results in (Downey et al., 2007) show
that statistical methods substantially outperform
sequential tagging based methods on identifying
complex named entities.

In statistical methods for MWE extraction,
Church and Hanks (1990) first presented Point-
wise Mutual Information (PMI) as an objective
measure for estimating word association. Since
then, many methods has been proposed to mea-
sure bi-gram association, such as Log-likelihood
(Dunning, 1993) and Symmetrical Conditional
Probability (Silva and Lopes, 1999). Pecina
(2006) compared 84 bi-gram association mea-
sures and concluded that PMI had the best perfor-
mance in Czech data. When it comes to measure

117



the non-compositionality for arbitrary n-grams,
policies were taken to separate n-gram into two
parts X and Y so that it can be measured by
existing bi-gram methods (such as PMI). Silva
and Lopes (1999) and Dias et al. (2000) calcu-
lated the arithmetic average of every possible sep-
aration. Schone and Jurafsky (2001) define X
and Y to be the word sequences wjw;...w; and
Wit1Wiy2...Wy, Where ¢ is chosen to maximize
P, Py. Recently Zhang et al. (2009) proposed
Enhanced Mutual Information (EMI) which mea-
sured the cohesion of n-gram by the frequency of
itself and the frequency of each word.

The information distance is a universal distance
measure between two information carrying enti-
ties (Bennett et al., 1998; Li et al., 2001; Li et
al., 2004). The applications of information dis-
tance using compression were first introduced in
(Li et al., 2001) and then in (Bennett et al., 2003;
Chen et al., 2004). The experimental results in
(Keogh et al., 2004) showed that information dis-
tance/compression based method was superior to
51 parameter-laden methods from seven major
data mining conferences on their benchmark data.
The web-based approximation of information dis-
tance was introduced by Cilibrasi and Vitdnyi
(2007) to measure the semantic similarity of two
words or concepts.

3 Preliminaries

3.1 Kolmogorov Complexity

Kolmogorov complexity defines randomness of
an individual string. Fix a universal Turing ma-
chine U, the Kolmogorov complexity of a bi-
nary string x condition to another binary string y
Ky (x|y) is defined as the length of the shortest
(prefix-free) program for U that outputs x with in-
put y. It can be shown that for a different universal
Turing machine U’, for all z, y

Ky (zly) = Ky (zly) + C, (1)

where the constant C' depends only on U’. Thus,
we can simply write Ky (xz|y) as K(z|y) and
K (z|e) as K(x), where ¢ is the empty string.

3.2 Information Distance

Between any two information carrying entities,
is there an objective distance that is application-
independent and unique, similar to the concept
of distance in the physical world? From a com-
monly accepted physical principle of von Neu-
mann and Landauer that irreversibly processing
one bit of information costs 1KT of energy, Ben-
nett et al. (1998) derived exactly such a distance:
the Information Distance. Information Distance
E(x,y) between two objects  and y is the en-
ergy to convert between x and y. Bennett et al.
(1998) proved:

Theorem 1 Up to an additive logarithmic term,
E(z,y) = max{K (zly), K (yl)}.

Thus, the max distance was defined below
(Bennett et al., 1998):

Dinaz(2,y) = max{K(z|y), K(y|z)}.

D40 Was shown to satisfy distance requirements
such as positivity, symmetricity and triangle in-
equality (Bennett et al., 1998). It was further
shown that D,,,, is optimal in the sense that it
is universal. That is, it minorizes (up to constant
factors) all other nontrivial and computable dis-
tances. More precisely, a distance D is admissible

if
> o) < (2)
Yy

Thus, we exclude trivial distances such as
d(z,y) = 0 for all z,y. It was proved in (Bennett
et al., 1998) that for any admissible computable
distance D, there is a constant c, for all x,y,

D’m,a,;l:(xa ’IJ) < D(.I‘, y) +c.

In other words, if any such distance D discovers
some similarity between x and y, so will Dy, 4.
In order to deal with the information carrying
objects of different sizes, the normalized informa-
tion distance was proposed in (Li et al., 2001). In
(Li et al., 2004), the normalized max distance was
defined as:
Do (o) — XU ), K (yl)}
max{K(z), K(y)}
dmaz satisfies positivity, symmetricity, triangle in-
equality and some weak form of universality (Li et
al., 2004).
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4 A New Metric for MWE

4.1 The Semantics

When applying the Information Distance to iden-
tifying MWEs, how to encode n-grams and their
semantics is the first thing to be considered. It is
inappropriate to encode MWEs literally. For ex-
ample, when referring to “kick the bucket”, the
three words “kick”, “the” and ‘“bucket” cannot
represent all the semantics about this expression.
Inspired by Cilibrasi and Vitanyi (2007), we de-
fine context of an n-gram as the set of all the web
pages containing it. Also, semantic of an n-gram
is defined as the set of all the web pages contain-
ing all the words appeared in that n-gram. For
example, the semantic of “U.S. president” includ-
ing not only the pages containing itself but also
those containing “the president of U.S.” or “presi-
dent Obama says that ... U.S. government...”.

4.2 Multiword Expression Distance

Let us denote the vocabulary set by S and the set
of web pages by 2. The cardinality of €2 is de-
noted by M=|Q)|. Define G = ST as the set of
n-grams. A search term t is defined as an n-gram
or the conjunction of search terms. Denote 7" as
the set of search terms and we have G C T Let
¢ : T — 2 be the context function mapping each
search term ¢ to the web set which includes (and
only includes) all the web pages containing all the
n-grams in t. Let 6 : G — T be the function map-
ping each n-gram g = wjws...w, to /\Z w;, the
conjunction of the words in it. Finally we define
the semantic function y : G — 2 as the compos-
ite function ¢ o#@. It is obvious that for any n-gram
g, we have ¢(g) C u(g). Given an n-gram g, we
will encode ¢(g) and 1i(g) and calculate the dis-
tance between them.

While K () is not computable, a simple heuris-
tic, noticed by Cilibrasi and Vitdnyi (2007), is to
use Shannon-Fano code to encode the probability
(approximated by its internet frequency) of x. As-
sume that all web pages are equiprobable, with the
probability of being returned by search engine be-
ing % Letp: ¢(T) — [0, 1] be the context prob-
ability function in which ¢(7") = {z|Fy € T,z =
¢(y)}. Since each context is a set of webpages,

the probability of context ¢ is defined as p(c) = %

where N =3~ ;) |c| ensures p is a valid prob-
ability function. The Shannon-Fano code (Li and
Vitdnyi, 2008) length associated with p can then
be regarded as an approximation of K,

K(x) =~ —logp(x) 3)

K(z.y) = —logp(z,y) (4)
According to (3),(4) and Theorem 1, D4, can be
approximated as follows:

Dm(w (iE, y)
= max{K(z[y), K(ylz)}

K(z,y) — min{K(y), K(z)}
max{log |z[,log [y|} —log |z Nyl

Q

Similarly, we have

Dmax(xay|c)
~  max{log|z N clloglyNel}—loglzNyNel
Since ¢(g) € wu(g), the Multiword Expression

Distance of an n-gram g can be defined as fol-
lows:

MED(g)
Dinaz(6(9), 11(9))
16(9)] Ju(g)]
max{10g oy AL 18 ) e
= log|u(g)| —log|o(g)]

Given a search term c¢ as condition, the Condi-
tional Multiword Expression Distance of an n-
gram ¢ is defined as follows:

MED(glc) = Duax(d(9), 1u(g)|d(c))
=~ log|u(g) Nelc)|-logla(g) N (o)l
Based normalized information distance,

NMED and its conditional version can be derived
as follows:

NMED(g)
NMED(glc) =~

lok u(g) Lok ()]
log N—log [¢(g)|

log |u(g) N ¢(c)|—log |$(g9) N (<)
log [¢(c)|—log [¢(g) M &(c)|

Where N can be estimated from the size of in-
ternet by some combinatorial methods.

To implement MED by a general search engine,
we assume 2 to be the set of indexed webpages.
Thus, |¢(g)| and |u(g)| can be approximated by
the hit numbers given g and the “logic and” of
each word in ¢ as queries. Yahoo Search is used
in our experiments.
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5 Relation with Pointwise Mutual
Information

When n = 2, we denote P(wjws2) the probability
of a web page containing bi-gram g = wjws and
P(wy )\ w2) the probability of a web page con-
taining w; and wy. Assuming the occurrence of
wy and wo are independent, we have

[o(wi Awa)|
[p(wrwz)]

_ - P(wi Aws)
- lOg P(’j)l’wz)z

P(wq)P(w
~ g Eppies

x —PMI(g)

MEDsy(g) = log

Thus, PMI is inversely proportional to MED un-
der the independence assumption. This assump-
tion is unadvisable for obvious reasons. PMI com-
pares the probability of observing x and y within
a given window w (w=2 when measuring collo-
cation) with the probabilities of observing x and
y independently. However, most of the word se-
quences in practice (both MWEs and non-MWEs)
are far from being independent. Therefore the as-
sumption potentially creates additional noises to
MED, especially when nn > 2. The internet con-
tains billions of pages and thus we can count the
pages containing specified words directly without
making independent assumption to overcome data
sparseness.

6 Applications
6.1 MWE for QA Systems

Some types of questions require a QA system to
return phrases as the answers instead of sentences,
such as Factoid and List. Given a question, we
need to generate queries, obtain relevant pages
from the internet, extract the candidate n-grams
from relevant pages and finally rank all the candi-
dates by their likelihood of being an answer.
Some previous work exploited web redundancy
to estimate answer validity(Magnini et al., 2002;
Zhang et al., 2008). No research, to our knowl-
edge, has focused on checking the completeness
of candidates. Most of texts on the internet are
informal (e.g. they contain uncapitalized proper
nouns and incomplete sentence structures). Parser
and named entity recognizers trained on formal

corpus are unpractical on recognize NP chunks or
name entities on the web.

Observing that each candidate is n-gram and
checking the completeness of a candidate is to
measure its non-compositionality, we introduce a
simple MWEs-based method to rank all candi-
dates by their completeness and merge similar an-
SWers.

Given a question and a list of candidate an-
swers:

1. Extract proper nouns from the question as
conditions.

2. Calculate the conditional MED (or MED if
no proper noun is found in question) for each
candidate. Then for each pair of literally sim-
ilar candidates, the one with larger MED dis-
tance is removed.

3. Rank the rest candidates by conditional
MED.

This method is case insensitive and do not rely
on context information. All of the statistics are
performed on the internet thus no local corpus is
needed.

6.2 Complex Named Entity Extraction

In many previous work (McCallum and Li, 2003;
Finkel et al., 2005), named entity extraction is
combined with classification, which is known as
Name Entity Recognition (NER). Most of these
NER technique are based on sequential tagging
models and unsuitable to the task of locating com-
plex named entities in Web text. In (Downey et al.,
2007), the author treated named entity as a type of
MWE and proposed the algorithm LEX++ to lo-
cate complex named entities.

Inspired by Downey’s work, we propose
a conditional MED based algorithm MWE++
to extract named entities. Given a sentence
S = {51,59...5,} and parameters 71,72 and J,
MWE-++ proceeds as follows:

1. Initialize a sequence of names N =
(n1,ng,...,npr) equal to the maximal con-
tiguous substrings of S that consist entirely
of capitalized words. If the first word of .S
appears capitalized in the local corpus and it
is at the beginning of a sentence more than
of the times, it is omitted from V.
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2. Until N does not change during last iteration:

(a) Choose the mergeable pair of names
(nj, nj+1) with minimum conditional MED.

(b) Replace nynin, and nyin,+1 Wwith the
single name 7y in, Winin, Mmin,+1 Where w;
is the uncapitalized words between n; and
Mj41.

3. For every names n; in N

(a) Check common prefix and punctuation at
boundary of n; via local corpus.

(b) Check number at boundary of n; via in-
ternet.

In MWE++, We define two thresholds 71 and 7
to estimate the name entity confidence of a given
n-gram. If MED(g|.) is lower than 7, between 74
and 79 or higher than 7o, conf(g) will be 2 (Def-
initely), 1 (Probably) or O (Impossible). The con-
fidence of all initialized capitalized words will be
set to 1. If an n-gram contain unmatched brack-
ets or quotation marks, its confidence will be set
to 0. Also, The confidence of n-gram contain-
ing comma will be reduced by 1. We say a pair
of names (n;,n;+1) is mergeable if and only if
conf(n;w;n;y1) > max(conf(n;), conf(n;t1)).

After iteration, we will check common prefixes,
punctuations and numbers at boundary of each
names. If a name 7n; is immediately preceded by
a single number ¢ and conf(tn;) > 1, we replace
n; by tn;. Similarly, a number ¢ immediately fol-
lowing n; is appended to n; when conf(n;t) > 1.
Due to the limitation of search engine, punctu-
ation check and common prefix check modules
are performed on local corpus just the same as
LEX++.

7 Experiments and Analysis

7.1 Compositionality Measure

In this section, we evaluate how well can MED
separate non-compositional phrases (idioms) from
compositional ones. First we evaluate MED and
other four metrics on English_VPC data published
on the MWE 2008 shared task. The data set con-
tains 3078 verb-noun bi-grams and 14 percent of
them are annotated as idiomatic. The average
precision of MED, PMI, SCP, t-score and EMI

(Zhang et al., 2009) are 0.234, 0.233, 0.285, 0.274
and 0.205. The result shows that MED is not dis-
tinguished on bi-grams test. It is partly because
most idiomatic verb-noun collocations are often
used non-idiomatically. Their compositionality
are not necessarily lower than non-idiomatic ones.

We also evaluate different metrics on n-grams
of varied lengths. Since all published MWE data
sets we find only contain bi-grams, we construct
our test set as follows. We first collected com-
mon idioms from the lists of english idioms on
Wikipedia. To get enough common but not id-
iomatic phrases, we collect common composi-
tional phrases from UsingEnglish.com, englishs-
peak.com, Wikipedia and China Daily BBS. Since
it is difficult for non-native speakers to pick up
idioms from non-idiomatic ones, we do not man-
ually check all compositional phrases. The test
set contains 1529 idioms and 1798 compositional
phrases. The n-gram frequencies are not sig-
nificantly different between idioms and compo-
sitional phrases. The mean and standard devi-
ation are 2.1 x 10° and 7.8 x 10° on idioms
and 7.4 x 10° and 4.8 x 10° on compositional
phrases. We employ different measures to rank all
the phrases. Non-conditional MED and NMED
are compared with AVG_SCP (Silva and Lopes,
1999), MAX_PMI (Schone and Jurafsky, 2001),
EMI (Zhang et al., 2009) and the baseline n-gram
frequency. T-score is not under evaluation because
we do not find sound n-gram extension for it. The
precision-recall curve is shown in Fig. 1. Since
the performance of MED and NMED are very

SEEPA

o4 —MED
—Frequency
== MAX_PMI

Figure 1: Precision-recall curves of five measures
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freq | MAX_PMI | AVG_SCP | EMI | NMED | MED | MED(.|.)
fairy tale 0.493 0.484 0.570 0.515 | 0.615 | 0.617 0.657
science fiction | 0.500 0.470 0.558 0.525 | 0.596 | 0.599 0.633
action movie | 0.695 0.523 0.723 0.703 | 0.763 | 0.768 0.823
animation 0.561 0.642 0.693 0.489 | 0.671 | 0.673 0.689
horror movie | 0.595 0.528 0.647 0.633 | 0.667 | 0.670 0.692
documentary | 0.525 0.549 0.626 0.512 | 0.596 | 0.598 0.654
hip hop 0.598 0.627 0.645 0.635 | 0.652 | 0.651 0.712
jazz 0.549 0.501 0.543 0.539 | 0.627 | 0.625 0.716
rock&roll 0.742 0.567 0.730 0.741 | 0.708 | 0.717 0.836
company 0.614 0.584 0.689 0.663 | 0.754 | 0.756 0.735
soccer player | 0.945 0.648 0.904 0973 | 0911 | 0918 0.941
novelists 0.772 0.701 0.870 0.866 | 0.821 | 0.828 0.864
PS3 game 0.603 0.675 0.740 0.535 | 0.742 | 0.744 0.727
overall 0.612 0.577 0.688 0.629 | 0.696 | 0.700 0.726

Table 1: Performance of different measures in each list

close, NMED is not displayed for clarity. From
the result we can see that MED performs substan-
tially better than all the other measures. Average
precision(avp) of the top 3 measures MED, EMI
and AVG_SCP are 0.75, 0.71 and 0.66.

7.2 QA Post-processing

It is difficult to evaluate the method introduced in
Section 6.1 directly since QA benchmarks mainly
focus on accuracy of the top one answer instead of
the completeness of top-n candidates. Therefore,
the experiment is designed as follows. We extract
name lists on different domains from Wikipedia.
For each name in each list, we put it into a search
engine and get the context from a random selected
snippet. For each name, We created two incom-
plete names by randomly adding (or removing)
one or two words according to its context. It is
guaranteed that the original name and its counter-
part with noise must have at least two words in
common. We tag the original names and the noise
added ones in each list as positive and negative
samples. A list can be regarded as the candidates
and the list name (or its synonym) can be seen as
the key phrase extracted from question.

The test set can be divided into six common cat-
egories: movie, book, music, person, organization
and video game. Each category contains one to
four lists. The test set contains 11080 samples in
total. Still, we employ the measures in previous

experiments to rank all the candidates to see if the
complete names can be separated from the incom-
plete names. The results are listed in Table 1. The
overall avp is the average of the avp of each lists
weighted by their size.

It is shown that the performance of conditional
MED is the best over all metrics, followed by
MED. The reason why EMI and AVG_SCP get
best results on soccer player and novelists is that
they take more advantage of frequency. Since the
length of people’s name are short (2 to 3 words),
most of negative samples are created by adding
words, which makes frequency important.

7.3 Complex Named Entity Extraction

In this section we evaluate the named entity ex-
traction performance of Algorithm MWE++. The
experiment is done on the corpus, the training
set and the test set provided by Downey et al.
(2007). Four classes of entities (Actor, Book,
Company and Film) were manually annotated on
both training and test set. All sentences in the cor-
pus contain named entities from the above four
classes (but not annotated). The corpus consists of
183,726 sentences while the training and the test
set contain 200 and 629 sentences, respectively.
Furthermore, test sentences are separated into 100
difficult cases and 529 easy cases. All difficult
cases contain complex name entities (entities con-
taining uncapitalized words), such as “Procter and
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Gamble” and “Gone with the Wind”.
The conditional MED metric in this experiment
is redefined as follows:

MED(g|C) = min{MED(glc)},
ceC

where  C={“IMDB”,“Amazon”, ‘corporation”}.
“IMDB” is used as the condition of Actor and
Film while “Amazon” and “corporation” are cho-
sen to be the condition of Book and Company.
We compute the conditional MED for all entities
on training set. 77 is set to the median and 7o
is set to the value larger than 90% entities on
training set. ¢ is set to 0.5. MWE++ is performed
on the 100 difficult cases. The results shown
in Table 2 convincingly show that MWE++
significantly outperforms LEX++, supervised
models (SVMCMM, CRF) and rule-based model
(MAN) on identifying complex named entities.
Compared to LEX++, MWE++ is not only more
accurate but also more flexible. LEX++ relies
on local corpus while MWE++ does not. When
recognizing new entities, we just need to find
appropriate condition words instead of preparing
new corpus. For the sake of completeness, the
F-score of MWE++ on easy cases is 91, which
is lower than all the other methods. However
this is irrelevant since this part can be made quite
accurate by specialized databases and training by
any known methods.

All test data in this paper can be downloaded
from http://60.195.250.61:8080/download/.

8 Conclusion

We have derived an MWE metric MED from the
first principles via Information Distance. The new
metric measures the distance from an n-gram to
its semantics. It is provably optimal (universal),

F7 | Recall | Precision
MAN 0.18 | 0.22 0.16
CRF 035 | 042 0.31
SVMCMM | 042 | 048 0.37
LEX++ 0.74 | 0.76 0.72
MWE++ | 0.83 | 0.86 0.80

Table 2: Named entity extraction on difficult cases

overcomes several deficiencies of previous ap-
proaches, and convincingly outperforms the other
methods.

Also, we have taken advantage of the fact that
some MWEs are domain dependent. This fea-
ture is important when recognizing named entities
and terminologies. The conditional MED is better
than MED when we know what we are looking
for. Since MED is quite different from previous
measures, it can be combined with others by ma-
chine learning approaches and enhance the overall
performance. Further experiments are needed.
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Abstract

We generalize the task of finding question
paraphrases in a question repository to a
novel formulation in which known ques-
tions are ranked based on their utility to
a new, reference question. We manually
annotate a dataset of 60 groups of ques-
tions with a partial order relation reflect-
ing the relative utility of questions inside
each group, and use it to evaluate mean-
ing and structure aware utility functions.
Experimental evaluation demonstrates the
importance of using structural informa-
tion in estimating the relative usefulness
of questions, holding the promise of in-
creased usability for social QA sites.

1 Introduction

Open domain Question Answering (QA) is one
of the most complex and challenging tasks in
natural language processing. While building on
ideas from Information Retrieval (IR), question
answering is generally seen as a more difficult
task due to constraints on both the input represen-
tation (natural language questions vs. keyword-
based queries) and the form of the output (fo-
cused answers vs. entire documents). Recently,
community-driven QA sites such as Yahoo! An-
swers and WikiAnswers have established a new
approach to question answering in which the bur-
den of dealing with the inherent complexity of
open domain QA is shifted from the computer
system to volunteer contributors. The computer
is no longer required to perform a deep linguis-
tic analysis of questions and generate correspond-
ing answers, and instead acts as a mediator be-

Yunfeng Huang

School of EECS

Ohio University
vh324906@ohio.edu

tween users submitting questions and volunteers
providing the answers. In most implementations
of community-driven QA, the mediator system
has a well defined strategy for enticing volun-
teers to post high quality answers on the website.
In general, the overall objective is to minimize
the response time and maximize the accuracy of
the answers, measures that are highly correlated
with user satisfaction. For any submitted ques-
tion, one useful strategy is to search the QA repos-
itory for similar questions that have already been
answered, and provide the corresponding ranked
list of answers, if such a question is found. The
success of this approach depends on the definition
and implementation of the question-to-question
similarity function. In the simplest solution, the
system searches for previously answered ques-
tions based on exact string matching with the
reference question. Alternatively, sites such as
WikiAnswers allow the users to mark questions
they think are rephrasings (“alternate wordings”,
or paraphrases) of existing questions. These ques-
tion clusters are then taken into account when per-
forming exact string matching, therefore increas-
ing the likelihood of finding previously answered
questions that are semantically equivalent to the
reference question. Like the original question an-
swering task, the solution to question rephrasing is
also based on volunteer contributions. In order to
lessen the amount of work required from the con-
tributors, an alternative solution is to build a sys-
tem that automatically finds rephrasings of ques-
tions, especially since question rephrasing seems
to be computationally less demanding than ques-
tion answering. The question rephrasing subtask
has spawned a diverse set of approaches. (Herm-
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jakob et al., 2002) derive a set of phrasal patterns
for question reformulation by generalizing surface
patterns acquired automatically from a large cor-
pus of web documents. The focus of the work in
(Tomuro, 2003) is on deriving reformulation pat-
terns for the interrogative part of a question. In
(Jeon et al., 2005), word translation probabilities
are trained on pairs of semantically similar ques-
tions that are automatically extracted from an FAQ
archive, and then used in a language model that
retrieves question reformulations. (Jijkoun and de
Rijke, 2005) describe an FAQ question retrieval
system in which weighted combinations of simi-
larity functions corresponding to questions, exist-
ing answers, FAQ titles and pages are computed
using a vector space model. (Zhao et al., 2007)
exploit the Encarta logs to automatically extract
clusters containing question paraphrases and fur-
ther train a perceptron to recognize question para-
phrases inside each cluster based on a combina-
tion of lexical, syntactic and semantic similarity
features. More recently, (Bernhard and Gurevych,
2008) evaluated various string similarity measures
and vector space based similarity measures on the
task of retrieving question paraphrases from the
WikiAnswers repository.

According to previous work in this domain, a
question is considered a rephrasing of a reference
question @)g if it uses an alternate wording to ex-
press an identical information need. For example,
o and )1 below may be considered rephrasings
of each other, and consequently they are expected
to have the same answer.

Qo What should I feed my turtle?
)1 What do I feed my pet turtle?

Community-driven QA sites are bound to face sit-
uations in which paraphrasings of a new ques-
tion cannot be found in the QA repository. We
believe that computing a ranked list of existing
questions that partially address the original infor-
mation need could be useful to the user, at least
until other users volunteer to give an exact an-
swer to the original, unanswered reference ques-
tion. For example, in the absence of any additional
information about the reference question (Jg, the
expected answers to questions ()2 and ()3 above

may be seen as partially overlapping in informa-
tion content with the expected answer for the ref-
erence question. An answer to question ()4, on the
other hand, is less likely to benefit the user, even
though it has a significant lexical overlap with the
reference question.

Q2 What kind of fish should I feed my turtle?

(3 What do you feed a turtle that is the size of a
quarter?

Q4 What kind of food should I feed a turtle dove?

In this paper, we propose a generalization of
the question paraphrasing problem to a question
ranking problem, in which questions are ranked
in a partial order based on the relative information
overlap between their expected answers and the
expected answer of the reference question. The
expectation in this approach is that the user who
submits a reference question will find the answers
of the highly ranked question to be more useful
than the answers associated with the lower ranked
questions. For the reference question (g above,
the system is expected to produce a partial order
in which )1 is ranked higher than 02, Q3 and Q4,
whereas ()2 and (05 are ranked higher than Q4. In
Section 2 we give further details on the question
ranking task and describe a dataset of questions
that have been manually annotated with partial or-
der information. Section 3 presents a set of initial
approaches to question ranking, followed by their
experimental evaluation in Section 4. The paper
ends with a discussion of future work, and con-
clusion.

2 A Partially Ordered Dataset for
Question Ranking

In order to enable the evaluation of question rank-
ing approaches, we created a dataset of 60 groups
of questions. Each group consists of a reference
question (e.g. Qo above) that is associated with
a partially ordered set of questions (e.g. @1 to
Q4 above). The 60 reference questions have been
selected to represent a diverse set of question cat-
egories from Yahoo! Answers. For each refer-
ence questions, its corresponding partially ordered
set is created from questions in Yahoo! Answers
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REFERENCE QUESTION (Q),)

@5 What’s a good summer camp to go to in FL.?

PARAPHRASING QUESTIONS (P)

Q¢ What camps are good for a vacation during the summer in FL?
()7 What summer camps in FL do you recommend?

USEFUL QUESTIONS ()

(s Does anyone know a good art summer camp to go to in FL.?
Q9 Are there any good artsy camps for girls in FL?
Q10 What are some summer camps for like singing in Florida?
()11 What is a good cooking summer camp in FL.?
(12 Do you know of any summer camps in Tampa, FL.?
(213 What is a good summer camp in Sarasota FL for a 12 year old?
(14 Can you please help me find a surfing summer camp for beginners in Treasure Coast, FL?
(15 Are there any acting summer camps and/or workshops in the Orlando, FL area?
(16 Does anyone know any volleyball camps in Miramar, FL?
@17 Does anyone know about any cool science camps in Miami?
Q18 What’s a good summer camp you’ve ever been to?

NEUTRAL QUESTIONS (N)

Q19 What’s a good summer camp in Canada?
Q20 What’s the summer like in Florida?

Table 1: A question group.

and other online repositories that have a high co-
sine similarity with the reference question. Due to
the significant lexical overlap between the ques-
tions, this is a rather difficult dataset, especially
for ranking methods that rely exclusively on bag-
of-words measures. Inside each group, the ques-
tions are manually annotated with a partial order
relation, according to their utility with respect to
the reference question. We shall use the notation
(Qi > Q;|Qr) to encode the fact that question Q);
is more useful than question (); with respect to
the reference question @,. Similarly, (Q; = Q;)
will be used to express the fact that questions @);
and (Q; are reformulations of each other (the refor-
mulation relation is independent of the reference
question). The partial ordering among the ques-
tions (o to Q)4 above can therefore be expressed
concisely as follows: (Qo = Q1), (Q1 > Q2|Qo),
(@1 = Q3]Q0), (Q2 = Qu]Qo), (Q3 = Qa|Qo).
Note that we do not explicitly annotate the rela-
tion (Q1 >~ Q4|Qo), since it can be inferred based
on the transitivity of the more useful than relation:
(@1 = Q2|Qo) N (Q2 = Qu[]Qo) = (Q1 »

Q4]Qo). Also note that no relation is specified

between Q2 and ()3, and similarly no relation can
be inferred between these two questions. This re-
flects our belief that, in the absence of any addi-
tional information regarding the user or the “tur-
tle” referenced in )y, we cannot compare ques-
tions (02 and (3 in terms of their usefulness with
respect to QJg.

Table 1 shows another reference question s
from our dataset, together with its annotated group
of questions Qg to (Y20. In order to make the anno-
tation process easier and reproducible, we divide
it into two levels of annotation. During the first
annotation stage (L), each question group is par-
titioned manually into 3 subgroups of questions:

e P is the set of paraphrasing questions.
o [ is the set of useful questions.
e N is the set of neutral questions.

A question is deemed useful if its expected answer
may overlap in information content with the ex-
pected answer of the reference question. The ex-
pected answer of a neutral question, on the other
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hand, should be irrelevant with respect to the ref-
erence question. Let (), be the reference question,
Qp € P aparaphrasing question, ), € U a useful
question, and @,, € N a neutral question. Then
the following relations are assumed to hold among
these questions:

1. (Qp > Qu|Qr): a paraphrasing question is
more useful than a useful question.

2. (Qu = Qn|Qy): a useful question is more
useful than a neutral question.

We also assume that, by transitivity, the following
ternary relations also hold: (@, > Q,|Q;), ie. a
paraphrasing question is more useful than a neu-
tral question. Furthermore, if Q,,,Qp, € P are
two paraphrasing questions, this implies (), =
Qp, |@r)-

For the vast majority of questions, the first
annotation stage is straightforward and non-
controversial. In the second annotation stage (L2),
we perform a finer annotation of relations between
questions in the middle group /. Table 1 shows
two such relations (using indentation): (Qg >
Q9]Qs5) and (Qs > Q10|Qs5). Question Qg would
have been a rephrasing of the reference question,
were it not for the noun “art” modifying the focus
noun phrase “summer camp”. Therefore, the in-
formation content of the answer to (g is strictly
subsumed in the information content associated
with the answer to (J5. Similarly, in Qg the fo-
cus noun phrase is further specialized through the
prepositional phrase “for girls”. Therefore, (an
answer to) (g is less useful to ()5 than (an an-
swer to) Qs, i.e. (Qs > Q9|Q5). Furthermore,
the focus “art summer camp” in (Jg conceptually
subsumes the focus “summer camps for singing”
in @10, therefore (Qs = Q10|Qs).

Table 2 below presents the following statistics
on the annotated dataset: the number of reference
questions (@), the total number of paraphrasings
(P), the total number of useful questions (If), the
total number of neutral questions (N), and the to-
tal number of more useful than ordered pairs en-
coded in the dataset, either explicitly or through
transitivity, in the two annotation levels L; and
Lo.

Q| Pl U [N Li | L
60 | 177 | 847 | 427 | 7.378 | 7,639

Table 2: Dataset statistics.

3  Question Ranking Methods

An ideal question ranking method would take an
arbitrary triplet of questions @, @; and @Q; as
input, and output an ordering between (); and
(); with respect to the reference question @,
ie. one of (Q; = Qi@ (Qs = Q51Q0). or
(Qj > Qi|Qr). One approach is to design a
usefulness function u(Q);, Q) that measures how
useful question Q); is for the reference question
Q. and define the more useful than (>) relation
as follows:

(Qi = Qj1Qr) & u(Qs, Qr) > u(Qj,Qr)

If we define I(Q) to be the information need as-
sociated with question @, then u(Q;, Q) could
be defined as a measure of the relative overlap be-
tween /(Q;) and I(Q,). Unfortunately, the infor-
mation need is a concept that, in general, is de-
fined only intensionally and therefore it is diffi-
cult to measure. For lack of an operational def-
inition of the information need, we will approxi-
mate u(Q;, Q) directly as a measure of the simi-
larity between ); and @),-. The similarity between
two questions can be seen as a special case of
text-to-text similarity, consequently one possibil-
ity is to use a general text-to-text similarity func-
tion such as cosine similarity in the vector space
model (Baeza-Yates and Ribeiro-Neto, 1999):

Q7 Qr
cos(Qis Q) = T
’ 1Q:ll|Qr
Here, Q); and (), denote the corresponding #fx idf
vectors. As a measure of question-to-question
similarity, cosine has two major drawbacks:

1. As an exclusively lexical measure, it is obliv-
ious to the meanings of words in each ques-
tion.

2. Questions are treated as bags-of-words,
and thus important structural information is
missed.
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3.1 Meaning Aware Measures

The three questions below illustrate the first prob-
lem associated with cosine similarity. Q22 and
()23 have the same cosine similarity with o1,
they are therefore indistinguishable in terms of
their usefulness to the reference question (Jo1,
even though we expect (D25 to be more useful than
(23 (a place that sells hydrangea often sells other
types of plants too, possibly including cacti).

()21 Where can I buy a hydrangea?
Q22 Where can I buy a cactus?
Q23 Where can I buy an iPad?

To alleviate the lexical chasm, we can redefine
u(Q4, Q) to be the similarity measure proposed
by (Mihalcea et al., 2006) as follows:

Z (mazSim(w, Qr) * idf (w))

we{Q;}

mes(Qi, Qr) = +
> idf(w)

we{Q;}

Z (maxSim(w, Q;) * idf (w))
we{Qr}
> idf(w)

we{Qr}

Since scaling factors are immaterial for ranking,
we have ignored the normalization constant con-
tained in the original measure. For each word
w € Q4 maxSim(w,Q,) computes the maxi-
mum semantic similarity between w and any word
wy € Q. The similarity scores are then weighted
by the corresponding idf’s, and normalized. A
similar score is computed for each word w € Q).
The score computed by maxSim depends on the
actual function used to compute the word-to-word
semantic similarity. In this paper, we evaluated
four of the knowledge-based measures explored
in (Mihalcea et al., 2006): wup (Wu and Palmer,
1994), res (Resnik, 1995), lin (Lin, 1998), and
jen (Jiang and Conrath, 1997). Since all these
measures are defined on pairs of WordNet con-
cepts, their analogues on word pairs (w;, w,) are
computed by selecting pairs of WordNet synsets
(¢;, ¢ ) such that w; belongs to concept ¢;, w, be-
longs to concept ¢, and (c¢;, ¢,) maximizes the
similarity function. The measure introduced in

(Wu and Palmer, 1994) finds the least common
subsumer (LCS) of the two input concepts in the
WordNet hierarchy, and computes the ratio be-
tween its depth and the sum of the depths of the
two concepts:

_ 2xdepth(les(ci, cr))
" depth(ci) + depth(c,)

wup(ci, cr)

Resnik’s measure is based on the Information
Content (IC) of a concept c defined as the negative
log probability — log P(c) of finding that concept
in a large corpus:

res(ci, ¢r) = IC(les(cs, cr))

Lin’s similarity measure can be seen as a normal-
ized version of Resnik’s information content:

2% IC(les(ciyer))

lin(ei, er) = IC(ci) +IC(cr)

Jiang & Conrath’s measure is closely related to
lin and is computed as follows:

jen(ci,er) = [IC(ci) + IC(cr) — 2 % IC(les(ciy ¢r))]

3.2 Structure Aware Measures

Cosine similarity, henceforth referred as cos,
treats questions as bags-of-words. The meta-
measure proposed in (Mihalcea et al., 20006),
henceforth called mcs, treats questions as bags-
of-concepts. Consequently, both cos and mcs may
miss important structural information. If we con-
sider the question (o4 below as reference, ques-
tion Qo6 will be deemed more useful than (o5
when using cos or mcs because of the higher rel-
ative lexical and conceptual overlap with (Qo4.
However, this is contrary to the actual ordering
(Q25 = Q26]Q24), which reflects that fact that
(25, which expects the same answer type as (a4,
should be deemed more useful than (o5, which
has a different answer type.

Q24 What are some good thriller movies?

(225 What are some thriller movies with happy
ending?

Q26 What are some good songs from a thriller
movie?
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The analysis above shows the importance of us-
ing the answer type when computing the simi-
larity between two questions. However, instead
of relying exclusively on a predefined hierarchy
of answer types, we have decided to identify the
question focus of a question, defined as the set of
maximal noun phrases in the question that corefer
with the expected answer. Focus nouns such as
movies and songs provide more discriminative in-
formation than general answer types such as prod-
ucts. We use answer types only for questions such
as Q27 or (Qog below that lack an explicit question
focus. In such cases, an artificial question focus
is created from the answer type (e.g. location for
Q27, or method for (Q9g) and added to the set of
question words.

Q)27 Where can 1 buy a good coffee maker?
Q28 How do I make a pizza?

Let gsim be a general bag-of-words question sim-
ilarity measure (e.g. cos or mcs). Furthermore, let
wsim by a generic word meaning similarity mea-
sure (e.g. wup, res, lin or jcn). The equation be-
low describes a modification of gsim that makes it
aware of the questions focus:

qsimy(Qi, Qr) = wsim(fy, fr)
gsim(Qi—{fi}, Qr—{fr})

Here, (); and @, refer both to the questions and

their sets of words, while f; and f, stand for the
corresponding focus words. We define gsim to
return 1 if one of its arguments is an empty set,
ie. gsim(D,.) = gsim(_,,0) = 1. The new
similarity measure gsim; multiplies the seman-
tic similarity between the two focus words with
the bag-of-words similarity between the remain-
ing words in the two questions. Consequently, the
word “movie” in (Jo¢ Will not be compared with
the word “movies” in (024, and therefore (Qog will
receive a lower utility score than (a5.

In addition to the question focus, the main verb
of a question can also provide key information
in estimating question-to-question similarity. We
define the main verb to be the content verb that
is highest in the dependency tree of the question,
e.g. buy for QQo7, or make for (Qog. If the question
does not contain a content verb, the main verb is

defined to be the highest verb in the dependency
tree, as for example are in Qo4 to (Q26. The utility
of a question’s main verb in judging its similarity
to other questions can be seen more clearly in the
questions below, where (Qo9 is the reference:

Q29 How can I transfer music from iTunes to my
iPod?

@30 How can I upload music to my iPod?
(31 How can I play music in iTunes?

The fact that upload, as the main verb of Q39 is
more semantically related to transfer (upload is a
hyponym of transfer in WordNet) is essential in
deciding that (Q30 > @Q31]Q29), i.e. Q30 is more
useful than Q31 to Qa9.

Like the focus word, the main verb can be in-
corporated in the question similarity function as
follows:

qgsimys,(Qi, Qr) = wsim(fs, fr) *x wsim(vs, vy) *

qSim(Qi_{fi,U’i}aQT_{fT,UT})

The new measure gsimy, takes into account
both the focus words and the main verbs when
estimating the semantic similarity between ques-
tions. When decomposing the questions into focus
words, main verbs and the remaining words, we
have chosen to multiply the corresponding sim-
ilarities instead of, for example, summing them.
Consequently, a close to zero score in each of
them would drive the entire similarity to zero.
This reflects the belief that question similarity is
sensitive to each component of a question.

4 Experimental Evaluation

We use the question ranking dataset described in
Section 2 to evaluate the two similarity measures
cos and mcs, as well as their structured versions
cosf, cosfy, mesy, and mesy,. We report one
set of results for each of the four word similarity
measures wup, res, lin or jcn. Each question simi-
larity measure is evaluated in terms of its accuracy
on the set of ordered pairs for each of the two an-
notation levels described in Section 2. Thus, for
the first annotation level (L1) , we evaluate only
over the set of relations defined across the three
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Question Word similarity (wsim)
similarity wup res jen
(gsim) Ly Ly | Lv Ly | L1 Lo | L1 Lo
cos 69.1 693 | 69.1 69.3|69.1 693 ] 69.1 69.3
cosf 69.9 70.1 | 725 72.7|71.0 712 ] 69.6 69.8
COS 699 70.1 | 725 72.6 |71.0 712 ] 69.6 69.8
mcs 62.6 625|650 650|656 657|668 669
mcesy 642 644|685 685|688 689 | 672 674
MCS 65.8 66.0 | 68.8 68.8|69.7 69.8 | 67.7 67.8

Table 3: Accuracy results, with and without meaning and structure information.

sets R, U, and N. If (Q; = Q;|Q,) is a rela-
tion specified in the annotation, we consider the
tuple (Q;, Qj, Qr) correctly classified if and only
if u(Qi,Qr) > u(Qj,Qr), where u is the ques-
tion similarity measure (Section 3). For the sec-
ond annotation level (L5), we also consider the re-
lations annotated between useful questions inside
the group U.

We used the NLTK ! implementation of the four
similarity measures wup, res, lin or jcn. The idf
values for each word were computed from fre-
quency counts over the entire Wikipedia. For each
question, the focus is identified automatically by
an SVM tagger trained on a separate corpus of
2,000 questions manually annotated with focus in-
formation. The SVM tagger uses a combination
of lexico-syntactic features and a quadratic ker-
nel to achieve a 93.5% accuracy in a 10-fold cross
validation evaluation on the 2,000 questions. The
main verb of a question is identified deterministi-
cally using a breadth first traversal of the depen-
dency tree.

The overall accuracy results presented in Ta-
ble 3 show that using the focus word improves the
performance across all 8 combinations of question
and word similarity measures. For cosine simi-
larity, the best performing system uses the focus
words and Resnik’s similarity function to obtain a
3.4% increase in accuracy. For the meaning aware
similarity mcs, the best performing system uses
the focus words, the main verb and Lin’s word
similarity to achieve a 4.1% increase in accu-
racy. The improvement due to accounting for fo-
cus words is consistent, whereas adding the main

'http://www.nltk.org

verb seems to improve the performance only for
mecs, although not by a large margin. The second
level of annotation brings 261 more relations in
the dataset, some of them more difficult to anno-
tate when compared with the three groups in the
first level. Nevertheless, the performance either
remains the same (somewhat expected due to the
relatively small number of additional relations), or
is marginally better. The random baseline — as-
signing a random similarity value to each pair of
questions — results in 50% accuracy. A somewhat
unexpected result is that mcs does not perform
better than cos on this dataset. After analysing
the result in more detail, we have noticed that mcs
seems to be less resilient than cos to variations in
the length of the questions. The Microsoft para-
phrase corpus was specifically designed such that
“the length of the shorter of the two sentences, in
words, is at least 66% that of the longer” (Dolan
and Brockett, 2005), whereas in our dataset the
two questions in a pair can have significantly dif-
ferent lengths 2.

The questions in each of the 60 groups have a
high degree of lexical overlap, making the dataset
especially difficult. In this context, we believe the
results are encouraging. We expect to obtain fur-
ther improvements in accuracy by allowing rela-
tions between all the words in a question to in-
fluence the overall similarity measure. For exam-
ple, question 19 has the same focus word as the
reference question Q5 (repeated below), yet the
difference between the focus word prepositional
modifiers makes it a neutral question.

2Our implementation of mcs did performed better than
cos on the Microsoft dataset.
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@5 What’s a good summer camp to go to in FL?
Q19 What’s a good summer camp in Canada?

Some of the questions in our dataset illustrate the
need to design a word similarity function specif-
ically tailored to reflect how words change the
relative usefulness of a question. In the set of
questions below, in deciding that QJ33 and Q34
are more useful than ()¢ for the reference ques-
tion ()32, an ideal question ranker needs to know
that the “Mayflower Hotel” and the “Queensboro
Bridge” are in the proximity of “Midtown Man-
hattan”, and that proximity relations are relevant
when asking for directions. A coarse measure
of proximity can be obtained for the pair (“Man-
hattan”, “Queensboro Bridge”) by following the
meronymy links connecting the two entities in
WordNet. However, a different strategy needs to
be devised for entities such as “Mayflower Hotel”,
“JFK”, or “La Guardia” which are not covered in
WordNet.

(D32 What is the best way to get to Midtown Man-
hattan from JFK?

(Y33 What’s the best way from JFK to Mayflower
Hotel?

(D34 What’s the best way from JFK to Queens-
boro Bridge?

(35 How do I get from Manhattan to JFK airport
by train?

Q36 What is the best way to get to LaGuardia
from JFK?

Finally, to realize why question ()35 is useful one
needs to know that, once directions on how to get
by train from location X to location Y are known,
then normally it suffices to reverse the list of stops
in order to obtain directions on how to get from Y
back to X.

5 Future Work

We plan to integrate the entire dependency struc-
ture of the question in the overall similarity mea-
sure, possibly by defining kernels between ques-
tions in a maximum margin model for ranking.

We also plan to extend the word similarity func-
tions to better reflect the types of relations that
are relevant when measuring question utility, such
as proximity relations between locations. Further-
more, we intend to take advantage of databases of
interrogative paraphrases and paraphrase patterns
that were created in previous research on question
reformulation.

6 Conclusion

We presented a novel question ranking task in
which previously known questions are ordered
based on their relative utility with respect to a new,
reference question. We created a dataset of 60
groups of questions > annotated with a partial or-
der relation reflecting the relative utility of ques-
tions inside each group, and used it to evaluate
the ranking performance of several meaning and
structure aware utility functions. Experimental re-
sults demonstrate the importance of using struc-
tural information in judging the relative usefulness
of questions. We believe that the new perspective
on ranking questions has the potential to signifi-
cantly improve the usability of social QA sites.
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Abstract

Multi-document summarization aims to
produce a concise summary that contains
salient information from a set of source
documents. In this field, sentence ranking
has hitherto been the issue of most concern.
Since documents often cover a number of
topic themes with each theme represented
by a cluster of highly related sentences,
sentence clustering was recently explored in
the literature in order to provide more
informative summaries. Existing cluster-
based ranking approaches applied clustering
and ranking in isolation. As a result, the
ranking performance will be inevitably
influenced by the clustering result. In this
paper, we propose a reinforcement approach
that tightly integrates ranking and clustering
by mutually and simultaneously updating
each other so that the performance of both
can be improved. Experimental results on
the DUC datasets demonstrate its
effectiveness and robustness.

1 Introduction

Automatic multi-document summarization has
drawn increasing attention in the past with the
rapid growth of the Internet and information
explosion. It aims to condense the original text
into its essential content and to assist in

filtering and selection of necessary information.

So far extractive summarization that directly
extracts sentences from documents to compose
summaries is still the mainstream in this field.
Under this framework, sentence ranking is the
issue of most concern.

Though traditional feature-based
approaches and graph-based

ranking
approaches
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employed quite different techniques to rank
sentences, they have at least one point in
common, i.e., all of them focused on sentences
only, but ignored the information beyond the
sentence level (referring to Figure 1(a)).
Actually, in a given document set, there
usually exist a number of themes (or topics)
with each theme represented by a cluster of
highly related sentences (Harabagiu and
Lacatusu, 2005; Hardy et al., 2002). These
theme clusters are of different size and
especially different importance to assist users
in understanding the content in the whole
document set. The cluster level information is
supposed to have foreseeable influence on
sentence ranking.

N N

| Ranking | | Ranking | | Ranking |

[ Clustering | | Clustering |

7 7

(a) (b) (c)
Figure 1. Ranking vs. Clustering

In order to enhance the performance of
summarization, recently cluster-based ranking
approaches were explored in the literature
(Wan and Yang, 2006; Sun et al, 2007; Wang
et al, 2008a,b; Qazvinian and Radev, 2008).
Normally these approaches applied a clustering
algorithm to obtain the theme clusters first and
then ranked the sentences within each cluster
or by exploring the interaction between
sentences and obtained clusters (referring to
Figure 1(b)). In other words, clustering and
ranking are regarded as two independent
processes in these approaches although the
cluster-level information has been incorporated
into the sentence ranking process. As a result,
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the ranking performance s
influenced by the clustering result.

To help alleviate this problem, we argue in
this paper that the quality of ranking and
clustering can be both improved when the two
processes are mutually enhanced (referring to
Figure 1(c)). Based on it, we propose a
reinforcement approach that updates ranking
and clustering interactively and iteratively to
multi-document summarization. The main
contributions of the paper are three-fold: (1)
Three different ranking functions are defined
in a bi-type document graph constructed from
the given document set, namely global, within-
cluster and conditional rankings, respectively.
(2) A reinforcement approach is proposed to
tightly integrate ranking and clustering of
sentences by exploring term rank distributions
over the clusters. (3) Thorough experimental
studies are conducted to verify the
effectiveness and robustness of the proposed
approach.

inevitably

The rest of this paper is organized as follows.

Section 2 reviews related work in cluster-based
ranking. Section 3 defines ranking functions
and explains reinforced ranking and clustering
process and its application in multi-document
summarization. Section 4 presents experiments
and evaluations. Section 5 concludes the paper.

2 Related Work

Clustering has become an increasingly
important topic with the explosion of
information available via the Internet. It is an
important tool in text mining and knowledge
discovery. Its ability to automatically group
similar textual objects together enables one to
discover hidden similarity and key concepts, as
well as to summarize a large amount of text
into a small number of groups (Karypis et al.,
2000).

To summarize a scientific paper, Qazvinian
and Radev (2008) presented two sentence
selection strategies based on the clusters which
were  generated by a hierarchical
agglomeration algorithm applied in the citation
summary network. One was called C-RR,
which started with the largest cluster and
extracted the first sentence from each cluster in
the order they appeared until the summary
length limit was reached. The other was called
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C-LexRank, which was similar to C-RR but
adopted LexRank to rank the sentences within
each cluster and chose the most salient one.

Meanwhile, Wan and Yang (2008) proposed
two models to incorporate the cluster-level
information into the process of sentence
ranking for generic summarization. While the
Cluster-based Conditional Markov Random
Walk model (ClusterCMRW) incorporated the
cluster-level information into the text graph
and manipulated clusters and sentences equally,
the Cluster-based HITS model (ClusterHITS)
treated clusters and sentences as hubs and
authorities in the HITS algorithm.

Besides, Wang et al. (2008) proposed a
language model to simultaneously cluster and
summarize documents. Nonnegative
factorization was performed on the term-
document matrix using the term-sentence
matrix as the base so that the document-topic
and  sentence-topic matrices could be
constructed, from which the document clusters
and the corresponding summary sentences
were generated simultaneously.

3 A Reinforcement Approach to
Multi-document Summarization
3.1 Document Bi-type Graph

First of all, let’s introduce the sentence-term
bi-type graph model for a set of given
documents D, based on which the algorithm of
reinforced ranking and clustering is developed.
Let G=<V,EW >, where V is the set of

vertices that consists of the sentence set
S={s1,55,....5,y and the term  set

T={t;,t5,....tn}, 1.6, V=SUT, E is the set of
edges that connect the vertices, i.e.,
E={<vj,vj >vj,vj eV}. W is the adjacency
matrix in which the element w;; represents the
weight of the edge connecting v; and vj .
Formally, W can be decomposed into four
blocks, i.e., Wgg, Wgr , Wyg and Wyt , each

representing a sub-graph of the textual objects
indicated by the subscripts. W can be written as

W W
W :( sS STJ,

Wrs Wrp
where Wgr (i, j) is the number of times the
term t; appears in the sentence s;. Wgg (i,j) is



the number of common terms in the sentences
si and s; . Wys is equal to Wgr as the

relationships between terms and sentences are
symmetric. For simplification, in this study we
assume there is no direct relationships between
terms, i.e., Wy =0 . In the future, we will

explore effective ways to integrate term
semantic relationships into the model.

3.2

Recall that our ultimate goal is sentence
ranking. As an indispensable part of the
approach, the basic ranking functions need to
be defined first.

Basic Ranking Functions

3.2.1 Global Ranking (without Clustering)
Let r(s;) (=1, 2, ..., n) and r(t;) (=1, 2, ...,

m) denote the ranking scores of the sentence s;
and the term t i in the whole document set,

respectively. Based on the assumptions that

“Highly ranked terms appear in highly ranked
sentences, while highly ranked sentences
contain highly ranked terms. Moreover, a
sentence is ranked higher if it contains many
terms that appear in many other highly ranked
sentences.”

we define

r(si) =2+ > Wer G, 1) r(t)) + @0 2)- > Wes i, ) r(s) (D)
=1 j=1

and

(2)

For calculation purpose, r(s;) and r(t;) are
normalized by

r(tj) = Wrs (J,i) r(si) -
i1

r(si)(_nr(i and r(tJ)<_ mr(tj) .
Yr(s) )
i'=1 j=1

Equations (1) and (2) can be rewritten using
the matrix form, i.e.,

r(S)= 2. —Wst (M) g 5y Wss -1(S)
[Wsr -r(M) I IWss -r(S)II (3
(1) = —Vrs “1(S)
[Wrs -r(S) I

We call r(S) and r(T) the “global ranking

functions”, because at this moment sentence
clustering is not yet involved and all the
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sentences/terms in the whole document set are
ranked together.
Theorem: The solution to r(S) and r(T)

given by Equation (3) is the primary
eigenvector of A-Wgr -Wyg +(1—-1)-Wgg and
AW, (I =(1-2)-Wg)™"-W,,, respectively.

Proof: Combine Equations (1) and (2), we get

Wer - Wrs -1(S)
|Wrs -r(S) |l Wss - 1(S)
rS)=1- +-2)- s S)
Wer - 15 1) D s 1)l
Wrs -r(S) |l
g Wer Wrs 1) gy Wss -1(S)
Wst -Wrs - r(S) || Wss - r(S) |l

As the iterative process is a power method,
it is guaranteed that r(S) converges to the

primary  eigenvector of  A1-Wgp -Wqg +
(1-4)-Wgg . Similarly, r(T) is guaranteed to
converge to the primary eigenvector of
A-Wrs (I = (1— 4)-Weg) ™" -Ws . .

3.2.2  Local Ranking (within Clusters)

Assume now K theme clusters have been
generated by certain clustering algorithm,
denoted as C={C;,C,,...,Cx} whereCy (k=1,
2, ..., K) represents a cluster of highly related
sentences Sc, (s Cy) which contain the terms

Tc, (eCk) . The sentences and terms within

the cluster C, form a cluster bi-type graph
with the adjacency matrix W¢, . Let rc (Sc, )
and r¢, (Tc, ) denote the ranking scores of Sc,
and Tc, within C, . They are calculated by an
equation similar to Equation (3) by replacing
the document level adjacency matrix W with
the cluster level adjacency matrix W, . We

cal rc (Sc,) and rc (Tc,) the “within-

cluster ranking functions” with respect to the
cluster C, . They are the local ranking

functions, in contrast to r(S) and r(T) that

rank all the sentences and terms in the whole
document set D. We believe that it will benefit
sentence overall ranking when knowing more
details about the ranking results at the finer
granularity of theme clusters, instead of at the
coarse granularity of the whole document set.



3.2.3  Conditional Ranking (across Clusters)
To facilitate the discovery of rank distributions
of terms and sentences over all the theme
clusters, we further define two “conditional
ranking functions” r(S|Cy) and r(T|Cy) .

These rank distributions are necessary for the
parameter estimation during the reinforcement
process introduced later. The conditional
ranking score of the term tj on the cluster C, ,
i.e., r(T|Cy) isdirectly derived from Tc_,i.e.,
r(tj |Ck): er (tj) if tj ECk, and r(tj |Ck)=0
otherwise. It is further normalized as
r(t; |C
() 100 =k
m
ijlf(tj [Cx)
Then the conditional ranking score of the
sentence s; on the cluster C, is deduced from
the terms that are included in s;, i.e.,

> Wsr (1)t 1C)

a2 Wer ()1t 1C)

Equation (5) can be interpreted as that the
conditional rank of s; on Cy is higher if many
terms in s; are ranked higher in C, . Now we

have sentence and term conditional ranks over
all the theme clusters and are ready to
introduce the reinforcement process.

(4)

r(si |Cyx)= (5)

3.3 Reinforcement between Within-

Cluster Ranking and Clustering

The conditional ranks of the term t j across the

K theme clusters can be viewed as a rank
distribution. Then the rank distribution of the
sentence s; can be considered as a mixture

model over K conditional rank distributions of
the terms contained in the sentence s; . And the

sentence s; can be represented as a K-

dimensional vector in the new measure space,
in which the vectors can be used to guide the
sentence clustering update. Next, we will
explain the mixture model of sentence and use
EM algorithm (Bilmes, 1997) to get the
component coefficients of the model. Then, we
will present the similarity measure between
sentence and cluster, which is used to adjust
the clusters that the sentences belong to and in
turn modify within-cluster ranking for the
sentences in the updated clusters.

137

3.3.1 Sentence Mixture Model
For each sentence s; , we assume that it

follows the distribution r(T |s;) to generate the
relationship between the sentence s; and the

term set T. This distribution can be considered
as a mixture model over K component
distributions, i.e. the term conditional rank
distributions across K theme clusters. We use
7ix to denote the probability that s; belongs

to Cy, then r(T |s;) can be modeled as:
K K
r(TIsi) =D 7ik-F(TIC,) and » yy =1. (6)
k=1 k=1

7ik can be explained as p(Cy |s;j) and

calculated by the Bayesian equation
P(C Isi) o= p(si |Ck)- P(Cy), Where p(s; |Cy)
is assumed to be r(s; |Cy) obtained from the
conditional rank of s; on C, as introduced
before and p(Cy) is the prior probability.

3.3.2 Parameter Estimation
We use EM algorithm to estimate the
component  coefficients  y,, along  with

{p(Cy)}. A hidden variable C,, ze{L,2,...,K}
is used to denote the cluster label that a
sentence term pair (si.tj) are from. In addition,
we make the independent assumption that the
probability of s; belonging to C, and the
probability of t; belonging to C, are
p(si tj [ Cx) = p(si |Ck)-
p(tj [Cx), Where p(sj,t; | Cy) is the probability

independent, i.e.,

of s; and t; both belonging to Cy . Similarly,
p(tj ICy) isassumed to ber(t; [Cy).

Let ® be the parameter matrix, which is a
nxK  matrix  ©p,.k ={rj} (i=1,...,m

k=1,...,K). The best ® is estimated from the

relationships observed in the document bi-type
graph, i.e., Wgy and Wgg . The likelihood of

generating all the relationships under the
parameter © can be calculated as:
L (©|Wst Wss) = pWsy |©)- p(Wss | ©)

nom .. n n .
:HH p(si.t; |®)WST(|J) HH p(si. S| |®)Wss(lvl)

i=1 j=1 i=1 j=1



where p(sj,tj |®) is the probability that s;
and t; both belong to the same cluster, given
the current parameter. As p(s;,s; | ®) does not

contain variables from ®, we only need to
consider maximizing the first part of the
likelihood in order to get the best estimation of
® . Let L(®|Wgr) be the first part of
likelihood.

Taking into account the hidden variable C, ,

the complete log-likelihood can be written as

n m .
logL(® |Wsr,C7) = IOQHH(p(Sirtanz |@))NST(LJ)

i=1 j=1

)WST [U%))

[1(ptsi.tj 1C,.0)- p(C, 1)

j=1

Iog

3 E::lj

=3 Wer (i, i) loglpy (51.t)- p(C; |©))

i=1 j=
In the E-step, given the initial parameter ®°,
which is set to y{, =1/ for all i and k, the

expectation of log-likelihood under the current
distribution of C5 is:

QO.0%)=E (¢, 0% 109 L(OWsr,C2)

ZZ Wer (i, j) - log(py (si.tj)) - P(C, = Ci |5i,t;,00) +
k=li=1j=1
n K

22

iSkolja
The conditional distribution in the above
equation, i.e., p(C,=Cy|s; t;,0°) , can be
calculated using the Bayesian rule as follows:
p(C; =Cy I5;1;,0°)
()

o p(si.tj|C, =Cy,0°)p(C, =Cy |©°).
o p2(s; 1C) P2t 1Ck ) PP (C, = Ck)

In the M-Step, we first get the estimation of
p(C, =Cy) by maximizing the expectation

Q(®,0") By introducing a Lagrange
multiplier A, we get the equation below.

0 0
W[Q«D@ )m(kzlp(c ,=C)-1]=0=
ZZWST(I J) & P(C; =Cy I5i.,t;,0%)+2=0
i=1 j=1

Thus, the estimation of p(C, =Cy) given
previous @° is

ZWST (i, ) -1og(p(C, = Cy |®)) - p(C; =Cy | 5;.1;,0°)
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2D Wer (i, )P(C, =Cy I5i.t;,0°)

i=1 j=1

. (8)

p(C, =Cy) =

n m

> Wer (i, j)

i=1 j=1
Then, the parameters y;  can be calculated

with the Bayesian rule as

PGilC)p(C, =Ck)
K

D p(silC)p(C, =C))
1=1
By setting ©° =@, the whole process can

be repeated. The updating rules provided in
Equations (7)-(9) are applied at each iteration.
Finally ® will converge to a local maximum.
A similar estimation process has been adopted
in (Sun et al., 2009), which was used to
estimate the component coefficients for author-
conference networks.

©)

ik =

3.3.3  Similarity Measure

After we get the estimations of the component
coefficients y, for s; , s; will be represented
as a K dimensional vector s = (Vi1 7i21
7ik ). The center of each cluster can thus be
calculated accordingly, which is the mean of
si for all s; in the same cluster, i.e.,

>si

s;eC
Centerc, =——*—

Kl
where |C, | is the size of C, .

Then the similarity between each sentence
and each cluster can be calculated as the cosine
similarity between them, i.e.,

> 5 ()Centerc, ()
JSE 0 |5 Geneic, 007

Finally, each sentence is re-assigned to a
cluster that is the most similar to the sentence.
Based on the updated clusters, within-cluster
ranking is updated accordingly, which triggers
the next round of clustering refinement. It is
expected that the quality of clusters should be
improved during this iterative update process
since the similar sentences under new
attributes  will be grouped together, and
meanwhile the quality of ranking will be
improved along with the better clusters and

. (10)

sim(s;,Cy) =



thus offers better attributes for further
clustering.
3.4 Ensemble Ranking

The overall sentence ranking function f is
defined as the ensemble of all the sentence
conditional ranking scores on the K clusters.

K
f(si) = a-r(si ICk) (11)
k=1

where ¢ is a coefficient evaluating the
importance of C, . It can be formulated as the

normalized cosine similarity between a theme
cluster and the whole document set for generic
summarization, or between a theme cluster and
a given query for query-based summarization.

K
ay €[0,1] and Z(zk =1.
k=1
Figure 2 Dbelow summarizes the whole
process that determines the overall sentence
ensemble ranking scores.

Input: The bi-type document graph G=<SUT,E,W >,
ranking functions, the cluster number K, =1,
Tre=0.001, IterNum=10.

Output: sentence final ensemble ranking vector f(S) .

1l t«o0;
2. Get the initial partition for S, i.e.Cy, k=12,...K ,

calculate cluster centers Centerct accordingly.
3. For (t=1; t<IterNum && & >Tre; t++)
4.  Calculate the within-cluster ranking re, (Te, )

re, (Sc, ) and the conditional ranking r(s; |C, )

5. Getnew attribute S; for each sentence s, , and
new attribute Centerct for each cluster c{;

For each sentence S, in S
Fork=1toK
Calculate similarity value sim(s;,C{)
End For
Assign s, 10 ¢\, kg =argmax sim(s;,Ck)
. End For
&= mkax | mcyl 7mc& |

tet+l
14. End For
15. For each sentence s; in S

For k=1to K
K
f(si)= D - 1(s 1Cy)

k=1
18. End For
19. End For

Figure 2. The Overall Sentence Ranking Algorithm
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3.5

In multi-document summarization, the number
of documents to be summarized can be very
large. This makes information redundancy
appears to be more serious in multi-document
summarization than in  single-document
summarization.  Redundancy  control s
necessary. We apply a simple yet effective
way to choose summary sentences. Each time,
we compare the current candidate sentence to
the sentences already included in the summary.
Only the sentence that is not too similar to any
sentence in the summary (i.e., the cosine
similarity between them is lower than a
threshold) is selected into the summary. The
iteration is repeated until the length of the
sentences in the summary reaches the length
limitation. In this paper, the threshold is set to
0.7 as always in our past work.

Summary Generation

4

We conduct the experiments on the DUC 2004
generic multi-document summarization dataset
and the DUC 2006 query-based multi-
document summarization dataset. According to
task definitions, systems are required to
produce a concise summary for each document
set (without or with a given query description)
and the length of summaries is limited to 665
bytes in DUC 2004 and 250 words in DUC
2006.

A well-recognized automatic evaluation
toolkit ROUGE (Lin and Hovy, 2003) is used
in evaluation. It measures summary quality by
counting overlapping units between system-
generated summaries and human-written
reference summaries. We report two common
ROUGE scores in this paper, namely ROUGE-
1 and ROUGE-2, which base on Uni-gram
match and Bi-gram match, respectively.
Documents and queries are pre-processed by
segmenting sentences and splitting words. Stop
words are removed and the remaining words
are stemmed using Porter stemmer.

Experiments and Evaluations

4.1

In order to evaluate the performance of
reinforced clustering and ranking approach, we
compare it with the other three ranking
approaches: (1) Global-Rank, which does not
apply clustering and simply relies on the

Evaluation of Performance



sentence global ranking scores to select
summary sentences; (2) Local-Rank, which
clusters sentences first and then rank sentences
within each cluster. A summary is generated in
the same way as presented in (Qazvinian and
Radev, 2008). The clusters are ordered by
decreasing size; (3) Cluster-HITS, which also
clusters sentences first, but then regards
clusters as hubs and sentences as authorities in
the HITS algorithm and uses the obtained
authority scores to rank and select sentences.
The classical clustering algorithm K-means is
used where necessary. For query-based
summarization, the additional query-relevance
(i.e. the cosine similarity between sentences
and query) is involved to re-rank the candidate
sentences chosen by the ranking approaches
for generic summarization.

Note that K-means requires a predefined
cluster number K. To avoid exhaustive search
for a proper cluster number for each document
set, we employ the spectra approach
introduced in (Li et al., 2007) to predict the
number of the expected clusters. Based on the
sentence  similarity matrix using the
normalized 1-norm, for its eigenvalues 4

(i=1,2, ..., n), the ratioer, =4,/ 1,(A121) is
defined. If a; —«j,1 >0.05 and ¢; is still close
to 1, then set K=i+1. Tables 1 and 2 below
compare the performance of the four

approaches on DUC 2004 and 2006 according
to the calculated K.

DUC 2004 ROUGE-1 ROUGE-2
Reinforced 0.37082 0.08351
Cluster-HITS 0.36463 0.07632
Local-Rank 0.36294 0.07351
Global-Rank 0.35729 0.06893
Table 1. Results on the DUC 2004 dataset
DUC 2006 ROUGE-1 ROUGE-2
Reinforced 0.39531 0.08957
Cluster-HITS 0.38315 0.08632
Local-Rank 0.38104 0.08841
Global-Rank 0.37478 0.08531

Table 2. Results on the DUC 2006 dataset

It is not surprised to find that “Global-Rank”
shows the poorest performance, when it
utilizes the sentence level information only
whereas the other three approaches all
integrate  the  additional  cluster level
information in various ways. In addition, as
results illustrate, the performance of “Cluster-

140

HITS” is better than the performance of
“Local-Rank”. This can be mainly credited to
the ability of “Cluster-HITS” to consider not
only the cluster-level information, but also the
sentence-to-cluster relationships, which are
ignored in “Local-Rank”. It is happy to see that
the proposed reinforcement approach, which
simultaneously updates clustering and ranking
of sentences, consistently outperforms the
other three approaches.

4.2

Our original intention to propose the
reinforcement approach is to hope to generate
more accurate clusters and ranking results by
mutually refining within-cluster ranking and
clustering. In order to check and monitor the
variation trend of the cluster quality during the
iterations, we define the following measure

K min sim(s;j, Cy)
quan= " ( < ), (12)
k=l min

5;eCy
|=1,|$k S GCk ,Sj €C|

Analysis of Cluster Quality

sim(s;, s )

where micn sim(s;,C,) denotes the distance
Siely
between the cluster center and the border
sentence in a cluster that is the farthest away
from the center. The larger it is, the more
compact the cluster is. ~ min _sim(s;,s;), on
5;€Cy,sj€C

the other hand, denotes the distance between
the most distant pair of sentences, one from
each cluster. The smaller it is, the more
separated the two clusters are. The distance is
measured by cosine similarity. As a whole, the
larger quan means the better cluster quality.
Figure 3 below plots the values of quan in each
iteration on the DUC 2004 and 2006 datasets.
Note that the algorithm converges in less than
6 rounds and 5 rounds on the DUC 2004 and
2006 datasets, respectively. The curves clearly
show the increasment of quan and thus the
improved cluster quality.

[ —e—DUC2004

—4—DUC2006 |

Quan

4 5 6

% lterNum

Figure 3. Cluster Quality on DUC 2004 and 2006



While quan directly evaluate the quality of
the generated clusters, we are also quite
interested in whether the improved clusters
quality can further enhance the quality of
sentence ranking and thus consequently raise
the performance of summarization. Therefore,
we evaluate the ROUGES in each iteration as
well. Figure 4 below illustrates the changes of
ROUGE-1 and ROUGE-2 result on the DUC
2004 and 2006 datasets, respectively. Now, we
have come to the positive conclusion.

[ —e—Ducaoos

—+—DUC2006 |

_

ROUGE-1

IterNum

IterNum

Figure 4. ROUGEs on DUC 2004 and 2006
4.3

In previous experiments, the cluster number is
predicted through the eigenvalues of 1-norm
normalized sentence similarity matrix. This
number is just the estimated number. The
actual number is hard to predict accurately. To
further examine how the cluster number
influences summarization, we conduct the
following additional experiments by varying
the cluster number. Given a document set, we
let S denote the sentence set in the document
set, and set K in the following way:

K=ex|S]|, (13)
where £e¢(01) is a ratio controlling the

expected cluster number. The larger & is, the
more clusters will be produced. ¢ ranges from
0.1 to 0.9 in the experiments. Due to page
limitation, we only provide the ROUGE-1 and
ROUGE-2 results of the proposed approach,
“Cluster-HITS” and “Local-Rank” on the DUC
2004 dataset in Figure 5. The similar curves
are also observed on the 2006 dataset.

Impact of Cluster Numbers
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—®— Cluster-HITS —®— Local Rank —*— Reinforced

0.38

0375

0.365

ROUGE-1

0.09
0.087

o 0.084
u

S o081
o

T 0078

0.075

0.072

0.1 0.2 0.3 04 0.5 0.6 0.7 0.8 0.9

Figure 5. ROUGES vs. g on DUC 2004

It is shown that (1) the proposed approach
outperforms  “Cluster-HITS” and *Local-
Rank” in almost all the cases no matter how
the cluster number is set; (2) the performances
of “Cluster-HITS” and “Local-Rank’ are more
sensitive to the cluster number and a large
number of clusters appears to deteriorate the
performances of both. This is reasonable.
Actually when & getting close to 1, “Local-
Rank” approaches to “Global-Rank”. These
results demonstrate the robustness of the
proposed approach.

5 Conclusion

In this paper, we present a reinforcement
approach that tightly integrates ranking and

clustering  together by mutually and
simultaneously ~ updating each other.
Experimental ~ results  demonstrate  the

effectiveness and the robustness of the
proposed approach. In the future, we will
explore how to integrate term semantic
relationships to  further improve the
performance of summarization.
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Abstract

We describe a novel approach to coref-
erence resolution which implements a
global decision via hypergraph partition-
ing. In constrast to almost all previ-
ous approaches, we do not rely on sep-
arate classification and clustering steps,
but perform coreference resolution glob-
ally in one step. Our hypergraph-based
global model implemented within an end-
to-end coreference resolution system out-
performs two strong baselines (Soon et al.,
2001; Bengtson & Roth, 2008) using sys-
tem mentions only.

Introduction

(Soon et al., 2001), where a mention is resolved to
its closest possible antecedent, or a best-first deci-
sion (Ng & Cardie, 2002), where a mention is re-
solved to its most confident antecedent (based on
the confidence value returned by step 1). Global
variants attempt to consider all possible cluster-
ing possibilites by creating and searchingall
tree (Luo et al., 2004), by learning the optimal
search strategy itself (Dawmll & Marcu, 2005),

by building a graph representation and applying
graph clustering techniques (Nicolae & Nicolae,
2006), or by employing integer linear program-
ming (Klenner, 2007; Denis & Baldridge, 2009).
Since these methods base their global clustering
step on a local pairwise model, some global infor-
mation which could have guided step 2 is already

o _ lost. The twin-candidate model (Yang et al., 2008)
Coreference resolution is the task of groupingeplaces the pairwise model by learning prefer-
mentions of entities into sets so that all mentiongnces between two antecedent candidates in step

in one set refer to the same entity. Most recent and applies tournament schemes instead of the
approaches to coreference resolution divide thigustering in step 2.

task into two steps: (1) a classification step which

determines whether a pair of mentions is corefer- There is little work which deviates from this
ent or which outputs a confidence value, and (zt o-step scheme. Culotta et al. (2007) introduce a

first-order probabilistic model which implements

a clustering step which groups mentions into entif f ; d th
ties based on the output of step 1. paufes over Se's ol menfions and fhus operates

The classification steps of most approache(;'reCtIy on entities.
vary in the choice of the classifier (e.g. decision In this paper we describe a novel approach to
tree classifiers (Soon et al., 2001), maximum ercoreference resolution which avoids the division
tropy classification (Luo et al., 2004), SVM clas-into two steps and instead performs a global deci-
sifiers (Rahman & Ng, 2009)) and the number o§ion in one step. We represent a document as a hy-
features used (Soon et al. (2001) employ a set pergraph, where the vertices denote mentions and
twelve simple but effective features while e.g., Nghe edges denote relational features between men-
& Cardie (2002) and Bengtson & Roth (2008) detions. Coreference resolution is performed glob-
vise much richer feature sets). ally in one step by partitioning the hypergraph into

The clustering step exhibits much more variasubhypergraphs so that all mentions in one subhy-
tion: Local variants utilize a closest-first decisiorpergraph refer to the same entity. Our model out-
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performs two strong baselines, Soon et al. (200H pairwise model. Also since the search space in
and Bengtson & Roth (2008). the Bell tree is too large they have to apply search

Soon et al. (2001) developed an end-to-enHeuristics. Hence, their approach loses much of
coreference resolution system for the MUC datahe power of a truly global approach.

i.e., a system which processes raw documents Culotta et al. (2007) introduce a first-order
as input and produces annotated ones as outpgtobabilistic model which implements features
However, with the advent of the ACE data, manysver sets of mentions. They use four features for
systems either evaluated only true mentions, i.@heir first-order model. The firstis an enumeration
mentions which are included in the annotationgverpairs of noun phrases. The second is the out-
the so-called key, or even received true informaput of apairwisemodel. The third is the cluster
tion for mention boundaries, heads of mentionsjze. The fourth counts mention type, number and
and mention type (Culotta et al., 2007, inter alia)gender in each cluster. Still, their model is based
While these papers report impressive results it hagostly on information about pairs of mentions.
been concluded that this experimental setup sinFhey assume true mentions as input. It is not clear
plifies the task and leads to an unrealistic surrayhether the improvement in results translates to
gate for the coreference resolution problem (Stoysystem mentions.

anov et al., 2009, p.657, p660). We argue that \jicolae & Nicolae (2006) describe a graph-

the field should move towards a realistic settingy,caq approach which superficially resembles our
using system mentions, i.e. automatically dete%‘lpproach. However, they still implement a two
mined mention boundaries and types. In this pasiey coreference resolution approach and apply
per we report results using our end-to-end corefne global graph-based model only to step 2. They
erence resolution system, COPA, without relyingehort considerable improvements over state-of-
on unrealistic assumptions. the-art systems including Luo et al. (2004). How-
2 Related Work ever, since they not only change the chs’Fering
strategy but also the features for step 1, it is not
Soon et al. (2001) transform the coreference reslear whether the improvements are due to the
olution problem straightforwardly into a pairwisegraph-based clustering technique. We, instead,
classification task making it accessible to standamdescribe a graph-based approach which performs
machine learning classifiers. They use a set afassification and clustering in one step. We com-
twelve powerful features. Their system is basegdare our approach with two competitive systems
solely on information of the mention pair anaphowusing the same feature sets.
and antecedent. It does not take any information
of other mentions into account. However, itturneds  coOpA: Coreference Partitioner
out that it is difficult to improve upon their re-

sults just by applying a more sophisticated learnthe COPA system consists of learning modules
ing method and without improving the featureswhich learn hyperedge weights from the training
We use a reimplementation of their system as firgfata, and resolution modules which create a hy-
baseline. Bengtson & Roth (2008) push this appergraph representation for the testing data and
proach to the limit by devising a much more in-perform partitioning to produce subhypergraphs,
formative feature set. They report the best resulisgch of which represents an entity. An example
to date on the ACE 2004 data using true mentiongnalysis of a short document involving the two en-
We use their system combined with our preprotities, BARACK OBAMA and NCOLAS SARKOZY
cessing components as second baseline. illustrates how COPA works.

.Ll.Jo et al. (2004) perform the clustering SteP [US President Barack Obafmzame to Toronto today.
within a Bell tree representation. Hence their [Obama discussed the financial crisis witlfPresident
system theoretically has access to all possible Sarkozy.

Lo . [He] talked to him[him] about the recent downturn of the
outcomes making it a potentially global system.

e . . European markets.
However, the classification step is still based on [Barack Obamjawill leave Toronto tomorrow.
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A hypergraph (Figure (1a)) is built for this weights which are calculated based on the train-
document based on three features. Two hypeing data as the percentage of the initial edges (as
edges denote the featugrtial string match illustrated in Figure (1a)) being in fact coreferent.
{US President Barack Obama, Barack ObamaThe weights for some of Soon et al. (2001)’s fea-
Obamg and{US President Barack Obama, Pres-tures learned from the ACE 2004 training data are
ident Sarkozy. One hyperedge denotes the feagiven in Table 1.
ture pronoun match{he, hin}. Two hyperedges

denote the featurall speak {Obama, hé and Edge Name Weight
{President Sarkozy, him Alias 0.777

On this initial representation, a spectral clus- StrMatchPron 0.702
tering technique is applied to find two partitions Appositive 0.568
which have the strongest within-cluster connec- StrMatchNpron 0.657
tions and the weakest between-clusters relations. ContinuousDistAgree 0.403

The cut found is calledNormalized Cut which
avoids trivial partitions frequently output by the
min-cut algorithm. The two output subhyper-
graphs (Figure (1b)) correspond to two resolvei;j’2 Coreference Resolution Modules

entities shown on both sides of the bold dashed o

line. In real cases, recursive cutting is applied’nlike pairwise models, COPA processes a docu-

to all the subhypergraphs resulting from previou§'e€nt globally in one step, taking care of the pref-

Table 1: Hyperedge weights for ACE 2004 data

steps, until a stopping criterion is reached. erence information among all the mentions at the
same time and clustering them into sets directly.
(e} HyperGraph Pata Representatian A raw document is represented as a single hyper-
s o graph with multiple edges. The hypergraph re-
president

Barack Obamal Barack Obamal solver partitions the simple hypergraph into sev-

- eral subhypergraphs, each corresponding to one
set of coreferent mentions (see e.g. Figure (1b)
which contains two subhypergraphs).

321 HGModelBuilder

A single document is represented in a hyper-
(b) COPA Output Paritions graph with basic relational features. Each hyper-
edge in a graph corresponds to an instance of one
Bl o of those features with the weight assigned by the
e = e el HyperEdgelLearnerinstead of connecting nodes

7/ - —~

| [Obama] e B PSS with the target relation as usually done in graph
_ T N . models, COPA builds the graph directly out of a
el \\ \\ i1 set of low dimensional features without any as-

S \ S sumptions for a distance metric.

Figure 1: Hypergraph-based representation 3-2-2 HGResolver

In order to partition the hypergraph we adopt
a spectral clustering algorithm. Spectral cluster-
COPA needs training data only for computing theng techniques use information obtained from the
hyperedge weights. Hyperedges represent feaigenvalues and eigenvectors of the graph Lapla-
tures. Each hyperedge corresponds to a featuc&n to cluster the vertices. They are simple to im-
instance modeling a simple relation between twplement and reasonably fast and have been shown
or more mentions. This leads to initially overlap-to frequently outperform traditional clustering al-
ping sets of mentions. Hyperedges are assignewrithms such as k-means. These techniques have

3.1 HyperEdgel earner
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Algorithm 1 R2 partitioner 3.3 Complexity of HGResolver

. o _1 —1 5T _1 3 . . . .
mg:g; % ]LV—tl(g)Dv Qggsz f Pv)f } Since edge weights are assigned using simple de-
. cu = VO —= — e .. .. .
input: target hypergrapti G predefinedh* scriptive statistics, the time HGResolver needs for
Given all G, construct itsD,,, H, W and D building the graph Laplacian matrix is insubstan-
ComputeL for HG . . . .
Solve theL for the second smallest eigenvector tial. For el.gensolvmg, We use _an OPe” _Source L
for each splitting point iz do brary provided by the Colt projelawhich imple-
dc?lculateNcut,-, ments a Householder-QL algorithm to solve the
ena ror

eigenvalue decomposition. When applied to the

Choose the splitting point within (N cut;) i ) )
: symmetric graph Laplacian, the complexity of the

Generate two suliG's

if min(Ncut;) < o then eigensolving is given by)(n?), wheren is the
for each SUB/G do number of mentions in a hypergraph. Since there
Bi-partition the sul/ & with the R2 partitioner are only a few hundred mentions per document in
e,seend for our data, this complexity is not an issue (spectral
Output the current SUBG clustering gets problematic when applied to mil-
end if lions of data points).

output: partitionedHG

4 Features

many applications, e.g. image segmentation (SAihe HGModelBuilderallows hyperedges with a
& Malik, 2000). degree higher than two to grow throughout the

We adopt two variants of spectral clusteringPuilding process. This type of edgertergeable

recursive 2-way partitioning (R2 partitionegnd Edges with a degree of two describe pairwise rela-
flat-K partitioning Since flat-K partitioning did tons- Thus these edges aten-mergeableThis

not perform as well we focus here on recursive 2@ any kind of relational features can be incor-
way partitioning. In contrast to flat-K partitioning, Porated into the hypergraph model.

this method does not need any information about Féatures are represented as types of hyperedges
the number of target sets. Instead a stopping cfih Figure (1b) the two hyperedges marked by -
terion o* has to be provideda* is adjusted on --" are of the same type). Any realized edge is an

development data (see Algorithm 1). instance of the corresponding edge type. All in-

. stances derived from the same type have the same
In order to apply spectral clustering to hyper-

graphs we follow Agarwal et al. (2005). All ex- weight, but they may get reweighted by the dis-
erimental results are obtained using s mmetritéjmce feature (Section 4.4).
P g sy In the following Subsections we describe the

Laplacians Ls,m) (von Luxburg, 2007). features used in our experiments. We use the en-
Given a hypergraptiG, a set of matrices is tjre set for obtaining the final results. We restrict
generatedD, and D, denote the diagonal matri- yrselves to Soon et al. (2001)’s features when we
ces containing the vertex and hyperedge degreggmpare our system with theirs in order to assess

respectively. [V| x |E| matrix H represents the the impact of our model regardless of features (we
HG with the entriesh(v,e) = 1if v € eand0  yge features 1., 2., 3., 6., 7., 11., 13.).

otherwise. H” is the transpose off. W is the

diagonal matrix with the edge weight§is one 41 Hyperedges With a Degree > 2

of the subhypergraphs generated from a cut in thHe. hd q h icul f
HG, whereN cut(S) is the cut's value. 'gn degree edges are ine particuiar property o

_ _ _ the hypergraph which allows to include all types
Using Normalized Cut does not generate sings rg|ational features into our model. The edges
gleton clusters, hence a heuristic singleton detegze pyilt through pairwise relations and, if consis-

tion strategy is used in COPA. We apply a threshgn;  get incrementally merged into larger edges.
old 5 to each node in the graph. If a node’s degree

is below the threshold, the node will be removed. *http://acs.Ibl.gov/ ~ hoschek/colt/
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High degree edges are not sensitive to positiondl3 MentionType and EntityType

information from the documents. In our model(11) mention type can only reason-

(1) StrMatch_Npron & (2) StrMatch_Pron:  aply be used when it is conjoined with other fea-
After discarding stop words, if the strings of men+ures, since mention type itself describes an at-
tions completely match and are not pronouns, theyibute of single mentions. In COPA, it is con-
are put into edges of th8trMatchNpron type. joined with other features to form hyperedges, e.g.
When the matched mentions are pronouns, theyge StrMatchPron edge. We use the same strat-
are put into thestrMatchProntype edges. egy to represen(tl2) entity type.

(3) Alias: Atfter discarding stop words, if men- . )
tions are aliases of each other (i.e. proper naméé Distance Weights
with partial match, full names and acronyms oOur hypergraph model does not have any obvi-
organizations, etc.), they are put into edges of theéus means to encode distance information. How-
Aliastype. ever, the distance between two mentions plays

(4) Synonym: If, according to WordNet, men- an important role in coreference resolution, es-
tions are synonymous, they are put into an edge #€cially for resolving pronouns. We do not en-
the Synonyntype. code distance as feature, because this would intro-
duce many two-degree-hyperedges which would
be computationally very expensive without much
gain in performance. Instead, we use distance to
reweight two-degree-hyperedges, which are sen-
sitive to positional information.

We experimented with two types of distance
: ) weights: One ig13) sentence distance as used in
berandSemantic Clasare strong negative coref- Soon et al. (2001)’s feature set, while the other is

ere(:jn;:]e |nd|catorks N lntpon;rastt 0 eS?hrMatch— 14) compatible mentionsdistanceas introduced
and hence weak positive features, they are co v Bengtson & Roth (2008).

bined into the one featurkgreement

(5) AllSpeak: Mentions which appear within a
window of two words of a verb meaningp say
form an edge of théallSpeaktype.

(6) Agreement: If mentions agree irGender
NumberandSemantic Classhey are put in edges
of the Agreementlype. Becausé&ender Num-

5 Experiments

4.2 Hyperedges With a Degree = 2 We compare COPAs performance with two im-

Features which have been used by pairwise mo#lementations of pairwise models. The first base-
els are easily integrated into the hypergraph modd€ i the BART (Versley et al., 2008) reimple-

by generating edges with only two vertices. InforMmentation of Soon et al. (2001), with few but ef-

mation sensitive to relative distance is representd@Ctive features. Our second baseline is Bengtson
by pairwise edges. & Roth (2008), which exploits a much larger fea-

- . _ ture set while keeping the machine learning ap-
(7)_Appost|_on& (8) R_el_atlvePronoun. If two roach simple. Bengtson & Roth (2008) show
mentions are in a appositive structure, they are p

. " ! at their system outperforms much more sophis-
in an edge of typ&pposition If the latter mention .. . .

. . ) _ticated machine learning approaches such as Cu-
is a relative pronoun, the mentions are put in a

d f tvoeRelativeP fbtta et al. (2007), who reported the best results
edge ot ype=elativerronoun on true mentions before Bengtson & Roth (2008).

(9) HeadModMatch: If the syntactic heads of Hence, Bengtson & Roth (2008) seems to be a rea-
two mentions match, and if their modifiers do nosonable competitor for evaluating COPA.

contradict each other, the mentions are put in an |n order to report realistic results, we neither
edge of typeHeadModMatch assume true mentions as input nor do we evalu-

(10) Substring: If a mention is the substring ate only on true mentions. Instead, we use an in-
of another one, they are put into an edge of typRouse mention tagger for automatically extracting
SubString mentions.
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5.1 Data applied to end-to-end coreference resolution sys-
We use the MUC6 data (Chinchor & Sung-tems, because the similarity metric is influenced

heim, 2003) with standard training/testing divi-PY the number of mentions in key and response.
sions (30/30) as well as the MUC7 data (Chin- Hence, both theB3- and CEAF-algorithms
chor, 2001) (30/20). Since we do not have achave to be extended to deal with system mentions
cess to the official ACE testing data (only availwhich are not in the key and true mentions not
able to ACE participants), we follow Bengtson &é€xtracted by the system, so callednless men-
Roth (2008) for dividing the ACE 2004 Englishtions (Stoyanov et al., 2009). Two variants of
training data (Mitchell et al., 2004) into training, the B*-algorithm are proposed by Stoyanov et al.
development and testing partitions (268/76/107(2009), B2, and B3. B2, tries to assign intu-
We randomly split the 252 ACE 2003 trainingitive precision and recall to the twinless system
documents (Mitchell et al., 2003) using the sam&entions and twinless key mentions, while keep-
proportions into training, development and testingng the size of the system mention set and the key
(151/38/63). The systems were tuned on developrention set unchanged (which are different from

ment and run only once on testing data. each other). For twinless mentiont’” discards
_ twinless key mentions for precision and twinless
5.2 Mention Tagger system mentions for recall. Discarding parts of

We implement a classification-based mention taghe key mentions, however, makes the fair com-
ger, which tags each NP chunk as ACE mention garison of precision values difficuIBg produces
not, with neccessary post-processing for embegounter-intuitive precision by discarding all twin-
ded mentions. For the ACE 2004 testing data, w&ss system mentions. Although it penalizes the
cover75.8% of the heads witlT3.5% accuracy. recall of all twinless key mentions, so that the F-

scores are balanced, it is still too lenient (for fur-
5.3 Evaluation Metrics ther analyses see Cai & Strube (2010)).

We evaluate COPA with three coreference resolu- We devise two variants of thB3- and CEAF
tion evaluation metrics: th&3-algorithm (Bagga algorithms, namel;Bg’yS andCEAF,;,,. For com-
& Baldwin, 1998), theCEAF-algorithm (Luo, puting precision, the algorithms put all twinless
2005), and, for the sake of completeness, thgue mentions into the response even if they were
MUC-score (Vilain et al., 1995). not extracted. All twinless system mentions which
Since theMUC-score does not evaluate singlewere deemed not coreferent are discarded. Only
ton entities, it only partially evaluates the perfortwinless system mentions which were mistakenly
mance for ACE data, which includes singletorresolved are put into the key. Hence, the system
entities in the keys. The33-algorithm (Bagga is penalized for resolving mentions not found in
& Baldwin, 1998) addresses this problem of thehe key. For recall the algorithms only consider
MUC-score by conducting calculations based omentions from the original key by discarding all
mentions instead of coreference relations. Howhe twinless system mentions and putting twin-
ever, another problematic issue emerges wheeass true mentions into the response as singletons
system mentions have to be dealt witl3 as- (algorithm details, simulations and comparison of
sumes the mentions in the key and in the responséfferent systems and metrics are provided in Cai
to be identical, which is unlikely when a men-& Strube (2010)). FOCEAF,;, ¢3 (Luo, 2005)
tion tagger is used to create system mentionis used.3? , andCEAF,,, report results for end-
The CEAFR-algorithm aligns entities in key and to-end coreference resolution systems adequately.
response by means of a similarity metric, which
is motivated byB?3's shortcoming of using one 54 Basdines
entity multiple times (Luo, 2005). However, al-
though CEAF theoretically does not require to We compare COPAs performance with two base-
have the same number of mentions in key anlihes: SOON- the BART (Versley et al., 2008)
response, the algorithm still cannot be directlyeimplementation of Soon et al. (2001) — and
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SOON COPA with R2 partitioner

R P F R P F a* 8

MUC MUC6 59.4 679 634 628 66.4 645 0.08 0.03
MUC7 523 67.1 588 55.2 66.1 60.1 0.05 0.01
ACE 2003 | 56.7 75.8 64.9/ 60.8 75.1 672 0.07 0.03
ACE 2004 | 50.4 67.4 57.71 541 67.3 600 0.05 0.04
Bg’ys MUC6 531 789 635 564 76.3 641 0.08 0.03
MUC7 49.8 80.0 61.4| 533 76.1 627 0.05 0.01
ACE 2003 | 66.9 87.7 75.9 715 833 770 0.07 0.03
ACE 2004 | 64.7 85.7 73.8/ 67.3 834 745 0.07 0.03
CEAF,,s | MUC6 569 53.0 54.9 622 575 59.8 0.08 0.03
MUC7 57.3 543 557 583 542 56.2 0.06 0.01
ACE 2003 | 71.0 68.7 69.8 71.1 68.3 69.7 0.07 0.03
ACE 2004 | 67.9 65.2 66.5 685 655 67.0 0.07 0.03

Table 3:SOONvs. COPA R2 §OONfeatures, system mentions, bold indicates significant improvement
in F-score oveSOONaccording to a paired-t test wigh< 0.05)

g SOON | BER 55.1 COPA vs. SOON
B3, | 647 857 738/ 663 858 748 In Table 3 we compare thEOONbaseline with
COPA using the R2 partitioner (parametatsand
Table 2: Baselines on ACE 2004 B optimized on development data). Even though

COPA andSOONuse the same features, COPA
consistently outperformSOONon all data sets
ursing all evaluation metrics. With the exception of
mhouse ACE montion taggur the MUC7, the ACE 2003 and the ACE 2004 data
evaluated withCEAF,,,, all of COPA's improve-

In Table 2 we report the performance®0ON  ans are statistically significant. When evaluated
and B&R on the ACE 2004 testing data USINgysing MUC and B3,., COPA with the R2 parti-

. . sys?
the BART preprocessing components and our ifjoner hoosts recall in all datasets while losing in

h%use ACE mention tagger. For evaluation’ We USSrecision. This shows that global hypergraph par-
By, only, since Bengtson & Roth (2008)'s syS-itioning models the coreference resolution task
tem does not allow to easily integraBAF. more adequately than Soon et al. (2001)'s local

B&R considerably outperforr8OON(we can-  model — even when using the very same features.
not compute statistical significance, because we
do not have access to results for single documente>2 COPA Vs B&R
in B&R). The difference, however, is not as big/n Table 4 we compare tH&&R system (using our
as we expected. Bengtson & Roth (2008) rePreprocessing components and mention tagger),
ported very good results when using true mer@nd COPA with the R2 partitioner usifBiR fea-
tions. For evaluating on system mentions, howttres. COPA does not use the learned features
ever, they were using a too lenient Variam‘_@’-f from B&R, as this would have |mp|IEd to embed a
(Stoyanov et al., 2009) which discards all twinlesairwise coreference resolution system in COPA.
mentions. When replacing this W“Bgys the dif- We report results for ACE 2003 and ACE 2004.
ference betweeBOONandB&R shrinks. The parameters are optimized on the ACE 2004
data. COPA with the R2 partitioner outperforms
B&R on both datasets (we cannot compute statisti-
cal significance, because we do not have access to
In both comparisons, COPA uses the same fe&esults for single documents B&R). Bengtson &
tures as the corresponding baseline system.  Roth (2008) developed their system on ACE 2004

data and never exposed it to ACE 2003 data. We

" Phupi/fi2r.cs.uiuc.edu/ - cogcomp! suspect that the relatively poor result@&R on
asoftware.php?skey=FLBJCOREF ACE 2003 data is caused by overfitting to ACE

55 Results
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B&R COPA with R2 partitioner
R P F | R P F
ACE 2003‘ 56.4 97.3 71.4‘ 70.3 86.5 77.5

BS

sYs

ACE 2004 | 66.3 85.8 74.8| 68.4 844 75.6
Table 4:B&R vs. COPA R2 B&R features, system mentions)

2004. Again, COPA gains in recall and losegerior models achieved superior results on sys-
in precision. This shows that COPA is a highlytem mentions, COPA was able to outperform

competetive system as it outperforms Bengtson 8engtson & Roth (2008)’s system which has been
Roth (2008)’s system which has been claimed tolaimed to achieve the best performance on the
have the best performance on the ACE 2004 datACE 2004 data (using true mentions, Bengtson &
Roth (2008) did not report any comparison with

other systems using system mentions).

On a machine with 2 AMD Opteron CPUs and 8 An error analysis revealed that there were some
GB RAM, COPA finishes preprocessing, trainingcluster-level inconsistencies in the COPA output.

and partitioning the ACE 2004 dataset in 15 minEnforcing this consistency would require a global

utes, which is slightly faster than our duplicatedtrategy to propagate constraints, so that con-

55.3 Running Time

SOONDbaseline. straints can be included in the hypergraph parti-
_ _ tioning properly. We are currently exploring con-
6 Discussion and Outlook strained clustering, a field which has been very

_ active recently (Basu et al., 2009). Using con-
Most previous attempts to solve the coreferencsetr‘,Jlineol clustering methods may allow us to in-
reso:utlpn taslk glloballly.have be";’? h?]mp?red.fp%grate negative information as constraints instead
employing a local pairwise model in the classi "of combining several weak positive features to one

(r:atll?zn step I(Skt)eﬁ) 1) V\r/hllehonly thf Clusttelrm%géii/hich is still weak (e.g. ouAgreementeature).
ealizes a global approach, e.g. Luo et al. ( or an application of constrained clustering to the

N.'C%[ag 8|‘ dl\_l(ljcolaezégg%l), Klenner éz??t?) ItDe-I related task of database record linkage, see Bhat-
nis aldridge ( ), lesser so Culotta e atacharya&Getoor (2009).

(2007). It has been also observed that improve- Graph models cannot deal well with positional

ments in performance on true mentions do not . . .
.p . ) information, such as distance between mentions
necessarily translate into performance improve-

. or the sequential ordering of mentions in a doc-
ments on system mentions (Ng, 2008). d d

ument. We implemented distance as weights on

In this paper we describe a coreference res‘ﬁzfyperedges which resulted in decent performance.

lution system, COPA, which implements a gIOba‘—Iowever, this is limited to pairwise relations and

decision in one step via hypergraph partitioning[hus does not exploit the power of the high de-
COPA looks at the whole graph at once which en-

_ _ ree relations available in COPA. We expect fur-
ables it to outperform two strong baselines (So'oﬁ1er improvements, once we manage to include
et al., 2001; Bengtson & Roth, 2008). COPAs ositional information directly.
hypergraph-based strategy can be taken as a gen-
eral preference model, where the preference fékcknowledgements. This work has been
one mention depends on information on all othefunded by the Klaus Tschira Foundation, Hei-
mentions. delberg, Germany. The first author has been

We follow Stoyanov et al. (2009) and arguesupported by a HITS PhD. scholarship. We would
that evaluating the performance of coreferenclke to thank Byoung-Tak Zhang for bringing
resolution systems on true mentions is unrealidypergraphs to our attention aa Mujdricza-
tic. Hence we integrate an ACE mention tagMaydt for implementing the mention tagger.
ger into our system, tune the system towards thieinally we would like to thank our colleagues in
real task, and evaluate only using system merihe HITS NLP group for providing us with useful
tions. While Ng (2008) could not show that su-comments.
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Abstract

Relation extraction is the task of recog-
nizing semantic relations among entities.
Given a particular sentence supervised ap-
proaches to Relation Extraction employed
feature or kernel functions which usu-
ally have a single sentence in their scope.
The overall aim of this paper is to pro-
pose methods for using knowledge and re-
sources that are external to the target sen-
tence, as a way to improve relation ex-
traction. We demonstrate this by exploit-
ing background knowledge such as rela-
tionships among the target relations, as
well as by considering how target rela-
tions relate to some existing knowledge
resources. Our methods are general and
we suggest that some of them could be ap-
plied to other NLP tasks.

1 Introduction

Relation extraction (RE) is the task of detecting
and characterizing semantic relations expressed
between entities in text. For instance, given the
sentence “Cone, a Kansas City native, was origi-
nally signed by the Royals and broke into the ma-
jors with the team.”, one of the relations we might
want to extract is the employment relation between
the pair of entity mentions “Cone” and “Royals”.
RE is important for many NLP applications such
as building an ontology of entities, biomedical in-
formation extraction, and question answering.
Prior work have employed diverse approaches
towards resolving the task. One approach is to
build supervised RE systems using sentences an-
notated with entity mentions and predefined target

relations. When given a new sentence, the RE sys-
tem has to detect and disambiguate the presence of
any predefined relations that might exist between
each of the mention pairs in the sentence. In build-
ing these systems, researchers used a wide variety
of features (Kambhatla, 2004; Zhou et al., 2005;
Jiang and Zhai, 2007). Some of the common fea-
tures used to analyze the target sentence include
the words appearing in the sentence, their part-of-
speech (POS) tags, the syntactic parse of the sen-
tence, and the dependency path between the pair
of mentions. In a related line of work, researchers
have also proposed various kernel functions based
on different structured representations (e.g. de-
pendency or syntactic tree parses) of the target
sentences (Bunescu and Mooney, 2005; Zhou et
al., 2007; Zelenko et al., 2003; Zhang et al.,
2006). Additionally, researchers have tried to au-
tomatically extract examples for supervised learn-
ing from resources such as Wikipedia (Weld et al.,
2008) and databases (Mintz et al., 2009), or at-
tempted open information extraction (IE) (Banko
et al., 2007) to extract all possible relations.

In this work, we focus on supervised RE. In
prior work, the feature and kernel functions em-
ployed are usually restricted to being defined on
the various representations (e.g. lexical or struc-
tural) of the target sentences. However, in recog-
nizing relations, humans are not thus constrained
and rely on an abundance of implicit world knowl-
edge or background information. What quantifies
as world or background knowledge is rarely ex-
plored in the RE literature and we do not attempt
to provide complete nor precise definitions in this
paper. However, we show that by considering the
relationship between our relations of interest, as
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well as how they relate to some existing knowl-
edge resources, we improve the performance of
RE. Specifically, the contributions of this paper
are the following:

e When our relations of interest are clustered
or organized in a hierarchical ontology, we
show how to use this information to improve
performance. By defining appropriate con-
straints between the predictions of relations
at different levels of the hierarchy, we obtain
globally coherent predictions as well as im-
proved performance.

e Coreference is a generic relationship that
might exists among entity mentions and we
show how to exploit this information by as-
suming that co-referring mentions have no
other interesting relations. We capture this
intuition by using coreference information to
constraint the predictions of a RE system.

e When characterizing the relationship be-
tween a pair of mentions, one can use a
large encyclopedia such as Wikipedia to in-
fer more knowledge about the two mentions.
In this work, after probabilistically map-
ping mentions to their respective Wikipedia
pages, we check whether the mentions are
related. Another generic relationship that
might exists between a pair of mentions is
whether they have a parent-child relation and
we use this as additional information.

e The sparsity of features (especially lexical
features) is a common problem for super-
vised systems. In this work, we show that
one can make fruitful use of unlabeled data,
by using word clusters automatically gath-
ered from unlabeled texts as a way of gen-
eralizing the lexical features.

e We combine the various relational predic-
tions and background knowledge through a
global inference procedure, which we for-
malize via an Integer Linear Programming
(ILP) framework as a constraint optimization
problem (Roth and Yih, 2007). This allows
us to easily incorporate various constraints
that encode the background knowledge.

Roth and Yih (2004) develop a relation extrac-
tion approach that exploits constraints among en-
tity types and the relations allowed among them.
We extend this view significantly, within a simi-
lar computational framework, to exploit relations
among target relations, background information
and world knowledge, as a way to improve rela-
tion extraction and make globally coherent predic-
tions.

In the rest of this paper, we first describe the
features used in our basic RE system in Section 2.
We then describe how we make use of background
knowledge in Section 3. In Section 4, we show
our experimental results and perform analysis in
Section 5. In Section 6, we discuss related work,
before concluding in Section 7.

2 Relation Extraction System

In this section, we describe the features used in
our basic relation extraction (RE) system. Given
a pair of mentions m; and meo occurring within
the same sentence, the system predicts whether
any of the predefined relation holds between the
two mentions. Since relations are usually asym-
metric in nature, hence in all of our experi-
ments, unless otherwise stated, we distinguish be-
tween the argument ordering of the two mentions.
For instance, we consider mj.:emp-org:ms and
ma-emp-org:m to be distinct relation types.

Most of the features used in our system are
based on the work in (Zhou et al., 2005). In this
paper, we propose some new collocation features
inspired by word sense disambiguation (WSD).
We give an overview of the features in Table 1.
Due to space limitations, we only describe the col-
location features and refer the reader to (Zhou et
al., 2005) for the rest of the features.

2.1 Collocation Features

Following (Zhou et al., 2005), we use a single
word to represent the head word of a mention.
Since single words might be ambiguous or poly-
semous, we incorporate local collocation features
which were found to be very useful for WSD.
Given the head word hw,, of a mention m, the
collocation feature C; ; refers to the sequence of
tokens in the immediate context of hw,,. The off-
sets i and j denote the position (relative to hw,,)
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Feature

hw of m1

hw of mo

hw of m1, mao

BOW in my

BOW in ma

single word between m1, ma
BOW in between m1, mas
bigrams in between m1, ma

first word in between m1, mo

last word in between m, mso
Co1,-1,Ci1,11

C 2-1,C1,41,Cq1 42
mi1-1n-mso

ma-in-mq

#mentions between m1, mo

any word between m1, ma

M-1vl of m1, mo

m1, mz E-maintype

ma1, ma E-subtype

m1, ma M-Ivl and E-maintype
ma1, ma M-1vl and E-subtype
m1, ma E-subtype and m-in-mo
m1, mz E-subtype and m2-in-m,
path between m1, meo

bag-of dep labels between m1, mo
hw of m; and dep-parent

hw of m2 and dep-parent

Category
Lexical

Collocations

Structural

M-1vl
and
E-type

Dependency

Table 1: Features in the basic RE system. The
abbreviations are as follows. hw: head word, M-
Ivl: mention level, E-type: entity type, dep-parent:
the word’s parent in the dependency tree.

of the first and last token of the sequence respec-
tively. For instance, C_1 11 denotes a sequence of
three tokens, consisting of the single token on the
immediate left of hw,,, the token hw,, itself, and
the single token on the immediate right of hw,,.
For each mention, we extract 5 features: C'_1 _1,
Ci1,41,C21,C1 11,and Cyq 2.

3 Using Background Knowledge

Now we describe how we inject additional knowl-
edge into our relation extraction system.

3.1 Hierarchy of Relations

When our relations of interest are arranged in a
hierarchical structure, one should leverage this in-
formation to learn more accurate relation predic-
tors. For instance, assume that our relations are
arranged in a two-level hierarchy and we learn
two classifiers, one for disambiguating between
the first level coarse-grained relations, and an-
other for disambiguating between the second level

fine-grained relations.

Since there are a lot more fine-grained relation
types than coarse-grained relation types, we pro-
pose using the coarse-grained predictions which
should intuitively be more reliable, to improve the
fine-grained predictions. We show how to achieve
this through defining appropriate constraints be-
tween the coarse-grained and fine-grained rela-
tions, which can be enforced through the Con-
strained Conditional Models framework (aka ILP)
(Roth and Yih, 2007; Chang et al., 2008). Due
to space limitations, we refer interested readers
to the papers for more information on the CCM
framework.

By doing this, not only are the predictions of
both classifiers coherent with each other (thus ob-
taining better predictions from both classifiers),
but more importantly, we are effectively using the
(more reliable) predictions of the coarse-grained
classifier to constrain the predictions of the fine-
grained classifier. To the best of our knowledge,
this approach for RE is novel.

In this paper, we work on the NIST Automatic
Content Extraction (ACE) 2004 corpus. ACE de-
fines several coarse-grained relations such as em-
ployment/membership, geo-political entity (GPE)
affiliation, etc. Each coarse-grained relation is
further refined into several fine-grained relations!
and each fine-grained relation has a unique par-
ent coarse-grained relation. For instance, the fine-
grained relations employed as ordinary staff, em-
ployed as an executive, etc. are children relations
of employment/membership.

Let m; and m; denote a pair of mentions 7 and
j drawn from a document containing /N mentions.
Let R; ; denote a relation between m; and m;, and
let R = {R; ;}, where 1<i, j<N;i#j denote the
set of relations in the document. Also, we denote
the set of predefined coarse-grained relation types
and fine-grained relation types as Lg. and Lgy
respectively. Since there could possibly be no re-
lation between a mention pair, we add the null la-
bel to L. and LRy, allowing our classifiers to
predict null for R; ;. Finally, for a fine-grained re-
lation type r f, let V(r f) denote its parent coarse-
grained relation type.

'With the exception of the Discourse coarse-grained re-
lation.
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We learn two classifiers, one for disambiguat-
ing between the coarse-grained relations and one
for disambiguating between the fine-grained rela-
tions. Let 0. and 0 denote the feature weights
learned for predicting coarse-grained and fine-
grained relations respectively. Let pr(rc) =
logP.(rc/m;, m;; 0.) be the log probability that
relation R is predicted to be of coarse-grained
relation type rc.  Similarly, let pr(rf) =
log Py(r f|m;, m;;0¢) be the log probability that
relation R is predicted to be of fine-grained re-
lation type 7f. Let x(g ) be a binary variable
which takes on the value of 1 if relation R is la-
beled with the coarse-grained label rc. Similarly,
let y g, r) be a binary variable which takes on the
value of 1 if relation R is labeled with the fine-
grained label r f. Our objective function is then:

max Z Z pR(TC) " T(R,rc)

RER rcELR.

+> > e yrepy (D

ReER rfeLlry

subject to the following constraints:

> Tprg =1 VRER 2)
rceELRe

> Yrep=1 VRER 3)
TfG[:Rf

Tpre) €10,1} YVRER,rc € Lr. (4)
YRrrf) € {0, 1} VReR,rf € ERf 5)

Equations (2) and (3) require that each relation
can only be assigned one coarse-grained label and
one fine-grained label. Equations (4) and (5) indi-
cate that z (g ) and y(g sy are binary variables.
Two more constraints follow:

>

{rfeLrsIV(rf)=rc}
VReR ,rce Lpe (6)

Yrrp) < TRY@f) VRER,rf € Lry (7)

T(Ryre) < Y(R,rf)

The logical form of Equation (6) can be written
as: T(Rre) = Y(Rrfr) Y YRrfs) oV Y(Rrfa)s
where 7 f1,7f2,...,rf, are (child) fine-grained
relations of the coarse-grained relation rc. This
states that if we assign rc to relation R, then we
must also assign to R a fine-grained relation r f

art: E; €{gpe, org, per},

FE; €{fac, gpe, veh, wea}
emp-org:  E; €{gpe, org, per},

Ej; €{gpe, org, per}
gpe-aff: E; €{gpe, org, per},

E; €{gpe, loc}
other-aff: E; €{gpe, org, per},

E; €{gpe, loc}

per-soc: E; €{per}, E; €{per}

Table 2: Entity type constraints.

which is a child of rc. The logical form of Equa-
tion (7) can be written as: Y(r .y = T(RV(rf))-
This captures the inverse relation and states that
if we assign 7 f to R, then we must also assign to
R the relation type V(r f), which is the parent of
r f. Together, Equations (6) and (7) constrain the
predictions of the coarse-grained and fine-grained
classifiers to be coherent with each other. Finally,
we note that one could automatically translate log-
ical constraints into linear inequalities (Chang et
al., 2008).

This method is general and is applicable to
other NLP tasks where a hierarchy exists, such
as WSD and question answering. For instance,
in WSD, one can predict coarse-grained and fine-
grained senses using suitably defined sense inven-
tories and then perform inference via ILP to obtain
coherent predictions.

3.2 Entity Type Constraints

Each mention in ACE-2004 is annotated with one
of seven coarse-grained entity types: person (per),
organization (org), location (loc), geo-political en-
tity (gpe), facility (fac), vehicle (veh), and weapon
(wea).

Roth and Yih (2007) had shown that entity type
information is useful for constraining the possible
labels that a relation R can assume. For instance,
both mentions involved in a personal/social re-
lation must be of entity type per. In this work,
we gather such information from the ACE-2004
documentation and inject it as constraints (on the
coarse-grained relations) into our system. Due
to space limitations, we do not state the con-
straint equations or objective function here, but
we list the entity type constraints we imposed for
each coarse-grained relation m;-R-m; in Table
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22 where E; (&) denotes the allowed set of en-
tity types for mention m; (m;). Applying the en-
tity type information improves the predictions of
the coarse-grained classifier and this in turn could
improve the predictions of the fine-grained classi-
fier.

3.3 Using Coreference Information

We can also utilize the coreference relations
among entity mentions. Assuming that we know
mentions m; and m; are coreferent with each
other, then there should be no relation between
them?. Let Z(;,j) be a binary variable which takes
on the value of 1 if mentions m; and m; are coref-
erent, and 0 if they are not. When z(; ;y=1, we cap-
ture the above intuition with the following con-
straints:

2,5y < Y(R; ;null) )

which can be written in logical form as: z; ;) =
x(Riyj,null% and 2(i.5) = y<Rz‘,j,nUll>‘ We add the
following to our objective function in Equation

(1):

D oy 2ag + o (T=265) (10)

m;,mjEm?

where m is the set of mentions in a document,
co(; ;) and coy; jy are the log probabilities of pre-
dicting that m; and m; are coreferent and not
coreferent respectively. In this work, we assume
we are given coreference information, which is
available from the ACE annotation.

3.4 Using Knowledge from Wikipedia

We propose two ways of using Wikipedia to
gather features for relation extraction. Wikipedia
is a huge online encyclopedia and mainly contains
articles describing entities or concepts.

The first intuition is that if we are able to cor-
rectly map a pair of mentions m; and m; to their
corresponding Wikipedia article (assuming they

>We do not impose entity type constraints on the coarse-
grained relations disc and phys.

3In this work, we assume that no relations are reflexive.
After the experiments in this paper are performed, we ver-
ified that in the ACE corpus we used, less than 1% of the
relations are reflexive.

are represented in Wikipedia), we could use the
content on their Wikipedia pages to check whether
they are related.

In this work, we use a Wiki system (Rati-
nov et al., 2010) which performs context-sensitive
mapping of mentions to Wikipedia pages. In
their work, the authors first identify phrases or
mentions that could be mapped. The correct
Wikipedia article for each mention is then prob-
abilistically predicted using a combination of fea-
tures based on Wikipedia hyperlink structure, se-
mantic coherence, etc. The authors’ own evalua-
tion results indicate that the performance of their
system ranges from 70—-80%. When given a pair
of mentions and the system returns the Wikipedia
page for either one of the mentions, we introduce
a feature:

or A, (m;)
0, otherwise

wy(mg, mj) =

where A,,,(m;) returns true if the head extent
of m; is found (via simple string matching) in
the predicted Wikipedia article of m;. The in-
terpretation of A, (m;) is similar. We introduce
a new feature into the RE system by combining
w1 (m;, mj;) with m;, m; E-maintype (defined as
in Table 1).

The second feature based on Wikipedia is as
follows. It will be useful to check whether there
is any parent-child relationship between two men-
tions. Intuitively, this will be useful for recogniz-
ing several relations such as physical part-whole
(e.g. a city is part of a state), subsidiary (a com-
pany is a child-company of another), citizenship
(a person is a citizen of a country), etc.

Given a pair of mentions m; and m;, we use a
Parent-Child system (Do and Roth, 2010) to pre-
dict whether they have a parent-child relation. To
achieve this, the system first gathers all Wikipedia
articles that are related to m; and m;. It then uses
the words in these pages and the category ontol-
ogy of Wikipedia to make its parent-child predic-
tions, while respecting certain defined constraints.
In this work, we use its prediction as follows:

-\ _ | 1, if parent-child(m;, m;)
wa(mi, m;) = { 0, otherwise
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Figure 1: An example of Brown word cluster hi-
erarchy from (Koo et al., 2008).

where we combine ws(m;, m;) with m;, m; E-
maintype, introducing this as a new feature into
our RE system.

3.5 Using Word Clusters

An inherent problem faced by supervised systems
is that of data sparseness. To mitigate such is-
sues in the lexical features, we use word clusters
which are automatically generated from unlabeled
texts. In this work, we use the Brown clustering
algorithm (Brown et al., 1992), which has been
shown to improve performance in various NLP
applications such as dependency parsing (Koo et
al., 2008), named entity recognition (Ratinov and
Roth, 2009), and relation extraction (Boschee et
al., 2005). The algorithm performs a hierarchical
clustering of the words and represents them as a
binary tree.

Each word is uniquely identified by its path
from the root and every path is represented with
a bit string. Figure 1 shows an example clustering
where the maximum path length is 3. By using
path prefixes of different lengths, one can obtain
clusterings at different granularity. For instance,
using prefixes of length 2 will put apple and pear
into the same cluster, Apple and IBM into the same
cluster, etc. In our work, we use clusters gener-
ated from New York Times text and simply use a
path prefix of length 10. When Brown clusters are
used in our system, all lexical features consisting
of single words will be duplicated. For instance,
for the feature Aiw of m1, one new feature which is
the length-10 bit string path representing the orig-
inal lexical head word of m1, will be introduced
and presented to the classifier as a string feature.

4 Experiments

We used the ACE-2004 dataset (catalog
LDC2005T09 from the Linguistic Data Con-
sortium) to conduct our experiments. ACE-2004

defines 7 coarse-grained relations and 23 fine-
grained relations. In all of our experiments,
unless otherwise stated, we explicitly model the
argument order (of the mentions) when asked
to disambiguate the relation between a pair of
mentions. Hence, we built our coarse-grained
classifier with 15 relation labels to disambiguate
between (two for each coarse-grained relation
type and a null label when the two mentions are
not related). Likewise, our fine-grained classifier
has to disambiguate between 47 relation labels.
In the dataset, relations do not cross sentence
boundaries.

For our experiments, we trained regularized av-
eraged perceptrons (Freund and Schapire, 1999),
implemented within the Sparse Network of Win-
now framework (Carlson et al., 1999), one for pre-
dicting the coarse-grained relations and another
for predicting the fine-grained relations. Since the
dataset has no split of training, development, and
test sets, we followed prior work (Jiang and Zhai,
2007) and performed 5-fold cross validation to ob-
tain our performance results. For simplicity, we
used 5 rounds of training and a regularization pa-
rameter of 1.5 for the perceptrons in all our exper-
iments. Finally, we concentrate on the evaluation
of fine-grained relations.

4.1 Performance of the Basic RE system

As a gauge on the performance of our basic rela-
tion extraction system BasicRE using only the fea-
tures described in Section 2, we compare against
the state-of-the-art feature-based RE system of
Jiang and Zhai (2007). However, we note that in
that work, the authors performed their evaluation
using undirected coarse-grained relations. That is,
they do not distinguish on argument order of men-
tions and the classifier has to decide among 8 re-
lation labels (7 coarse-grained relation types and a
null label). Performing 5-fold cross validation on
the news wire (nwire) and broadcast news (bnews)
corpora in the ACE-2004 dataset, they reported a
F-measure of 71.5 using a maximum entropy clas-
sifier*. Evaluating BasicRE on the same setting,

* After they heuristically performed feature selection and
applied the heuristics giving the best evaluation performance,
they obtained a result of 72.9.
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All nwire 10% of nwire
Features Rec% Pre% Fl1% | Rec%  Pre% F1%
BasicRE 49.9 51.0 50.5 33.2 29.0 31.0
+Hier +13 +13 +13 | +1.1 +1.2 +1.1
+Hier+relEntC | +1.5 +20 +1.8 | +3.3 +3.5 +34
+Coref ~ +14 407 | —0.1 +1.0 +40.5
+Wiki 402  +19 410 | +1.5 +2.5 +2.0
+Cluster -02 432 +14 | =07 +39 +1.7
+ALL +15 +6.7 +39 | +47 4102 +7.6

Table 3: BasicRE gives the performance of our basic RE system on predicting fine-grained relations,
obtained by performing 5-fold cross validation on only the news wire corpus of ACE-2004. Each sub-
sequent row +Hier, +Hier-+relEntC, +Coref, +Wiki, and +Cluster gives the individual contribution
from using each knowledge. The bottom row +ALL gives the performance improvements from adding
+Hier+relEntC+Coref+Wiki+Cluster. ~ indicates no change in score.

we obtained a competitive F-measure of 71.2°.

4.2 Experimental Settings for Evaluating
Fine-grained Relations

Two of our knowledge sources, the Wiki system
described in Section 3.4 and the word clusters de-
scribed in Section 3.5, assume inputs of mixed-
cased text. We note that the bnews corpus of
ACE-2004 is entirely in lower-cased text. Hence,
we use only the nwire corpus for our experiments
here, from which we gathered 28,943 relation in-
stances and 2,226 of those have a valid (non-null)
relation®.

We also propose the following experimental
setting. First, since we made use of coreference
information, we made sure that while performing
our experiments, all instances from the same doc-
ument are either all used as training data or all
used as test data. Prior work in RE had not en-
sured this, but we argue that this provides a more
realistic setting. Our own experiments indicate
that this results in a 1-2% lower performance on
fine-grained relations.

Secondly, prior work calculate their perfor-
mance on relation extraction at the level of men-
tions. That is, each mention pair extracted is
scored individually. An issue with this way of
scoring on the ACE corpus is that ACE annota-

3Using 10 rounds of training and a regularization param-
eter of 2.5 improves the result to 72.2. In general, we found
that more rounds of training and a higher regularization value
benefits coarse-grained relation classification, but not fine-
grained relation classification.

5The number of relation instances in the nwire and bnews
corpora are about the same.

tors rarely duplicate a relation link for coreferent
mentions. For instance, assume that mentions m;,
m;, and my, exist in a given sentence, mentions
m; and m; are coreferent, and the annotator es-
tablishes a particular relation type r between m;
and my. The annotator will not usually duplicate
the same relation r between m; and my, and thus
the label between these two mentions is then null.
We are not suggesting that this is an incorrect ap-
proach, but clearly there is an issue since an im-
portant goal of performing RE is to populate or
build an ontology of entities and establish the re-
lations existing among the entities. Thus, we eval-
uate our performance at the entity-level.” That is,
given a pair of entities, we establish the set of re-
lation types existing between them, based on their
mention annotations. Then we calculate recall
and precision based on these established relations.
Of course, performing such an evaluation requires
knowledge about the coreference relations and in
this work, we assume we are given this informa-
tion.

4.3 Knowledge-Enriched System

Evaluating our system BasicRE (trained only on
the features described in Section 2) on the nwire
corpus, we obtained a F1 score of 50.5, as shown
in Table 3. Next, we exploited the relation hier-
archy as in Section 3.1 and obtained an improve-
ment of 1.3, as shown in the row +Hier. Next,
we added the entity type constraints of Section

"Our experiments indicate that performing the usual eval-
uation on mentions gives similar performance figures and the
trend in Table 3 stays the same.
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3.2. Remember that these constraints are imposed
on the coarse-grained relations. Thus, they would
only affect the fine-grained relation predictions if
we also exploit the relation hierarchy. In the ta-
ble, we show that all the background knowledge
helped to improve performance, providing a to-
tal improvement of 3.9 to our basic RE system.
Though the focus of this work is on fine-grained
relations, our approach also improves the perfor-
mance of coarse-grained relation predictions. Ba-
sicRE obtains a F1 score of 65.3 on coarse-grained
relations and exploiting background knowledge
gives a total improvement of 2.9.

5 Analysis

We explore the situation where we have very little
training data. We assume during each cross val-
idation fold, we are given only 10% of the train-
ing data we originally had. Previously, when per-
forming 5-fold cross validation on 2,226 valid re-
lation instances, we had about 1780 as training
instances in each fold. Now, we assume we are
only given about 178 training instances in each
fold. Under this condition, BasicRE gives a F1
score of 31.0 on fine-grained relations. Adding all
the background knowledge gives an improvement
of 7.6 and this represents an error reduction of
39% when measured against the performance dif-
ference of 50.5 (31.0) when we have 1780 train-
ing instances vs. 178 training instances. On
the coarse-grained relations, BasicRE gives a F1
score of 51.1 and exploiting background knowl-
edge gives a total improvement of 5.0.

We also tabulated the list of fine-grained re-
lations that improved by more than 1 F1 score
when we incorporated +Wiki, on the experiment
using all of nwire data: phys:near (physically
near), other-aff:ideology (ideology affiliation),
art:user-or-owner (user or owner of artifact), per-
soc:business (business relationship), phys:part-
whole (physical part-whole), emp-org:subsidiary
(organization subsidiary), and gpe-aff:citizen-or-
resident (citizen or resident). Most of these intu-
itively seemed to be information one would find
being mentioned in an encyclopedia.

6 Related Work

Few prior work has explored using background
knowledge to improve relation extraction perfor-
mance. Zhou et al. (2008) took advantage of
the hierarchical ontology of relations by propos-
ing methods customized for the perceptron learn-
ing algorithm and support vector machines. In
contrast, we propose a generic way of using the
relation hierarchy which at the same time, gives
globally coherent predictions and allows for easy
injection of knowledge as constraints. Recently,
Jiang (2009) proposed using features which are
common across all relations. Her method is com-
plementary to our approach, as she does not con-
sider information such as the relatedness between
different relations. On using semantic resources,
Zhou et al. (2005) gathered two gazettes, one
containing country names and another containing
words indicating personal relationships. In relat-
ing the tasks of RE and coreference resolution, Ji
et al. (2005) used the output of a RE system to
rescore coreference hypotheses. In our work, we
reverse the setting and explore using coreference
to improve RE.

7 Conclusion

In this paper, we proposed a broad range of meth-
ods to inject background knowledge into a rela-
tion extraction system. Some of these methods,
such as exploiting the relation hierarchy, are gen-
eral in nature and could be easily applied to other
NLP tasks. To combine the various relation pre-
dictions and knowledge, we perform global infer-
ence within an ILP framework. Besides allowing
for easy injection of knowledge as constraints, this
ensures globally coherent models and predictions.
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Abstract

Semantic role labeling (SRL) and word
sense disambiguation (WSD) are two fun-
damental tasks in natural language pro-
cessing to find a sentence-level seman-
tic representation. To date, they have
mostly been modeled in isolation. How-
ever, this approach neglects logical con-
straints between them. We therefore ex-
ploit some pipeline systems which verify
the automatic all word sense disambigua-
tion could help the semantic role label-
ing and vice versa. We further propose a
Markov logic model that jointly labels se-
mantic roles and disambiguates all word
senses. By evaluating our model on the
OntoNotes 3.0 data, we show that this
joint approach leads to a higher perfor-
mance for word sense disambiguation and
semantic role labeling than those pipeline
approaches.

1 Introduction

Semantic role labeling (SRL) and word sense dis-
ambiguation (WSD) are two fundamental tasks in
natural language processing to find a sentence-
level semantic representation. Semantic role la-
beling aims at identifying the relations between
predicates in a sentence and their associated ar-
guments. Word sense disambiguation is the pro-
cess of identifying the correct meaning, or sense
of a word in a given context. For example, for
the sentence in Figure 1, we can find out that the
predicate token “hitting” at position 3 has sense
“cause to move by striking” and the sense label is
“hit.01”. The argument headed by the token “cat”
at position 1 with sense “feline mammal” (cat.01)
is referring to the player (AO), and the argument
headed by the token “ball” at position 5 with sense

» RN AT
The cat is hitting a ball .
(ca01)  (Chito1 ) (ballol)

Figure 1: A sample of word sense disambiguation
and semantic role labeling.

“round object that is hit in games” (ball.01) is re-
ferring to the game object (A1) being hit.

Normally, semantic role labeling and word
sense disambiguation are regarded as two inde-
pendent tasks, i.e., the word sense information
is rarely used in a semantic role labeling system
and vice versa. A few researchers have used se-
mantic roles to help the verb sense disambigua-
tion (Dang and Palmer, 2005). More people used
predicate senses in semantic role labeling (Hajic¢
et al., 2009; Surdeanu et al., 2008). However, both
of the pipeline methods ignore possible dependen-
cies between the word senses and semantic roles,
and can result in the error propagation problem.
The same problem also appears in other natural
language processing tasks.

In order to make different natural language pro-
cessing tasks be able to help each other, jointly
modeling methods become popular recently, such
as joint Chinese word segmentation and part-of-
speech tagging (Kruengkrai et al., 2009; Zhang
and Clark, 2008; Jiang et al., 2008), joint lemma-
tization and part-of-speech prediction (Toutanova
and Cherry, 2009), joint morphological segmenta-
tion and syntactic parsing (Goldberg and Tsarfaty,
2008), joint text and aspect ratings for sentiment
summarization (Titov and McDonald, 2008), and
joint parsing and named entity recognition (Finkel
and Manning, 2009). For semantic role label-
ing, Dahlmeier et al. (2009) proposed a method
to maximize the joint probability of the seman-
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tic role of preposition phrases and the preposition
sense.

In order to do better joint learning, a novel
statistical relational learning framework, Markov
logic (Domingos and Lowd, 2009) was intro-
duced to join semantic role labeling and predicate
senses (Meza-Ruiz and Riedel, 2009). Markov
logic combines the first order logic and Markov
networks, to develop a joint probability model
over all related rules. Global constraints (intro-
duced by Punyakanok et al. (2008)) among se-
mantic roles can be easily added into Markov
logic. And the more important, the jointly model-
ing can be realized using Markov logic naturally.

Besides predicates and prepositions, other word
senses are also important information for recog-
nizing semantic roles. For example, if we know
“cat” is an “agent” of the predicate “hit” in a sen-
tence, we can guess that “dog” can also be an
“agent” of “hit”, though it does not appear in the
training data. Similarly, the semantic role infor-
mation can also help to disambiguate word senses.
In addition, the predicate sense and the argument
sense can also help each other. In the sentence
“The cat is hitting a ball.”, if we know “hit” here
has a game related sense, we can guess that the
“ball” should have the sense “is a round object in
games”. In the same way, the correct “ball” sense
can help to disambiguate the sense of “hit”. The
joint probability, that they are disambiguated cor-
rectly simultaneously will be larger than other ab-
normalities.

The release of OntoNotes (Hovy et al., 2006)
provides us an opportunity to jointly model all
word senses disambiguation and semantic role la-
beling. OntoNotes is a large corpus annotated
with constituency trees (based on Penn Tree-
bank), predicate argument structures (based on
Penn PropBank), all word senses, etc. It has been
used in some natural language processing tasks,
such as joint parsing and named entity recogni-
tion (Finkel and Manning, 2009), and word sense
disambiguation (Zhong et al., 2008).

In this paper, we first propose some pipeline
systems which exploit automatic all word sense
disambiguation into semantic role labeling task
and vice versa. Then we present a Markov logic
model which can easily express useful global con-

straints and jointly disambiguate all word senses
and label semantic roles.

Experiments on the OntoNotes 3.0 corpus show
that (1) the automatic all word sense disambigua-
tion and semantic role labeling tasks can help each
other when using pipeline approaches, and more
important, (2) the joint approach using Markov
logic leads to higher accuracy for word sense dis-
ambiguation and performance (F}) for semantic
role labeling than pipeline approaches.

2 Related Work

Joint models were often used in semantic role la-
beling community. Toutanova et al. (2008) and
Punyakanok et al. (2008) presented a re-ranking
model and an integer linear programming model
respectively to jointly learn a global optimal se-
mantic roles assignment. Besides jointly learning
semantic role assignment of different constituents
for one task (semantic role labeling), their meth-
ods have been used to jointly learn for two tasks
(semantic role labeling and syntactic parsing).
However, it is easy for the re-ranking model to
loss the optimal result, if it is not included in the
top n results. In addition, the integer linear pro-
gramming model can only use hard constraints. A
lot of engineering work is also required in both
models.

Recently, Markov logic (Domingos and Lowd,
2009) became a hot framework for joint model.
It has been successfully used in temporal relations
recognition (Yoshikawa et al., 2009), co-reference
resolution (Poon and Domingos, 2008), etc. It
is very easy to do joint modeling using Markov
logic. The only work is to define relevant formu-
las. Meza-Ruiz and Riedel (2009) have joined se-
mantic role labeling and predicate senses disam-
biguation with Markov logic.

The above idea, that the predicate senses and
the semantic role labeling can help each other,
may be inspired by Haji€ et al. (2009), Surdeanu
et al. (2008), and Dang and Palmer (2005). They
have shown that semantic role features are helpful
to disambiguate verb senses and vice versa.

Besides predicate senses, Dahlmeier et al.
(2009) proposed a joint model to maximize prob-
ability of the preposition senses and the semantic
role of prepositional phrases.

162



Except for predicate and preposition senses,
Che et al. (2010) explored all word senses for se-
mantic role labeling. They showed that all word
senses can improve the semantic role labeling per-
formance significantly. However, the golden word
senses were used in their experiments. The results
are still unknown when an automatic word sense
disambiguation system is used.

In this paper, we not only use all word senses
disambiguated by an automatic system, but also
make the semantic role labeling results to help
word sense disambiguation synchronously with a
joint model.

3 Markov Logic

Markov logic can be understood as a knowledge
representation with a weight attached to a first-
order logic formula. Let us describe Markov
logic in the case of the semantic role labeling
task. We can model this task by first introduc-
ing a set of logical predicates such as role(p, a, )
and lemma(i, 1), which means that the argument
at position a has the role r with respect to the
predicate at position p and token at position ¢ has
lemma [ respectively. Then we specify a set of
weighted first order formulas that define a distri-
bution over sets of ground atoms of these predi-
cates (or so-called possible worlds).

Ideally, the distribution we define with these
weighted formulas assigns high probability to
possible worlds where semantic role labeling is
correct and a low probability to worlds where this
is not the case. For instance, for the sentence
in Figure 1, a suitable set of weighted formulas
would assign a high probability to the world:

lemma(1, cat), lemma(3, hit), lemma(5, ball)
role(3,1, A0), role(3,5, Al)

and low probabilities to other cases.

A Markov logic network (MLN) M is a set
of weighted formulas, i.e., a set of pairs (¢,w),
where ¢ is a first order formula and w is the real
weight of the formula. M defines a probability
distribution over possible worlds:

P = pen( Y w Y f)

(pw)eEM  ceC?

where each c is a binding of free variables in ¢
to constants. Each f? is a binary feature function
that returns 1 if the possible world y includes the
ground formula by replacing the free variables in
¢ with the constants in c is true, and O otherwise.
C? is the set of all bindings for the variables in ¢.
Z is a normalization constant.

4 Model

We divide our system into two stages: word sense
disambiguation and semantic role labeling. For
comparison, we can process them with pipeline
strategy, i.e., the word sense disambiguation re-
sults are used in semantic role labeling or the se-
mantic role labeling results are used in word sense
disambiguation. Of course, we can jointly process
them with Markov logic easily.

We define two hidden predicates for the two
stages respectively. For word sense disambigua-
tion, we define the predicate sense(w,s) which
indicates that the word at position w has the
sense s. For semantic role labeling, the predicate
role(p, a,r) is defined as mentioned in above.

Different from Meza-Ruiz and Riedel (2009),
which only used sense number as word sense
representation, we use a triple (lemma, part-of-
speech, sense num) to represent the word sense
s. For example, (hit, v, 01) denotes that the verb
“hit” has sense number 01. Obviously, our rep-
resentation can distinguish different word senses
which have the identical sense number. In ad-
dition, we use one argument classification stage
with predicate role to label semantic roles as Che
et al. (2009). Similarly, no argument identifica-
tion stage is used in our model. The approach can
improve the recall of the system.

In addition to the hidden predicates, we define
observable predicates to represent the information
available in the corpus. Table 1 presents these
predicates.

4.1 Local Formula

A local formula means that its groundings relate
any number of observed ground atoms to exactly
one hidden ground atom. For example

lemma(p, +l1)Nlemma(a, +1l2) = role(p, a, +r)
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Predicates
word(i,w)
pos(i, t)
lemma(i, 1)
chdpos(i, t)

Description

Token % has word w

Token ¢ has part-of-speech ¢
Token 7 has lemma [

The part-of-speech string of to-
ken 4’s all children is ¢

The dependency relation string
of token ¢’s all children is ¢
The leftmost lemma of a sub-
tree rooted by token i is [

The rightmost lemma of a sub-
tree rooted by token i is [

fr is a part-of-speech frame at
token ¢

chddep(i, d)
firstLemmal(i,1)
lastLemmal(i,1)

posFrame(i, fr)

dep(h, a,de) The dependency relation be-
tween an argument a and its
head h is de

isPredicate(p) Token p is a predicate

posPath(p,a,pa) | The part-of-speech path be-
tween a predicate p and an ar-
gument a is pa

The dependency relation path
between a predicate p and an ar-
gument a is pa

The path length between a pred-
icate p and an argument a is le
The relative position between a
predicate p and an argument a
is po

The family relation between a
predicate p and an argument a
is fa

Token ¢ is a word sense disam-
biguation candidate, here t is
“v” or “n”

For a predicate, semantic role r
can only appear once

depPath(p, a, pa)

pathLen(p, a, le)

position(p, a, po)

family(p, a, fa)

wsdCand(i, t)

unige(r)

Table 1: Observable Predicates.

means that if the predicate lemma at position p
is /1 and the argument lemma at position « is ls,
then the semantic role between the predicate and
the argument is r with some possibility.

The + notation signifies that Markov logic gen-

Features SRL | WSD
Lemma

POS
FirstwordLemma
HeadwordLemma
HeadwordPOS
LastwordLemma
POSPath
PathLength
Position
PredicateLemma
PredicatePOS
RelationPath
DepRelation
POSUpPath
POSFrame
FamilyShip
BagOfWords U
Window3OrderedWords °
Window3OrderedPOSs °

Table 2: Local Features.

the best system of the CoNLL 2009 shared task.
The final features are listed in Table 2.

What follows are some simple examples in or-
der to explain how we implement each feature as
a formula (or a set of formulas).

Consider the “Position” feature. We first intro-
duce a predicate position(p,a,po) that denotes
the relative position between predicate p and ar-
gument a is po. Then we add a formula

position(p, a,+po) = role(p, a,+r)

for all possible combinations of position and role
relations.

The “BagOfWords” feature means that the
sense of a word w is determined by all of lemmas
in a sentence. Then, we add the following formula
set:

erates a separate formula and a separate weight for wsdCand(w, +tw) Alemma(w, +1y) Alemma(l, +11) = sense(w, +s)
each constant of the appropriate type, such as each

possible pair of lemmas (I, l2, 7). This type of

wsdCand(w, +t,) Alemma(w, +l.u;j Alemma(2, +1;) = sense(w, +s)

wsdCand(w, +tw) A lemma(w, +1,,) A lemma(n, +1,) = sense(w, +s)

“template-based” formula generation can be per-
formed automatically by a Markov logic engine,
such as the thebeast' system.

The local formulas are based on features em-
ployed in the state-of-the-art systems. For word
sense disambiguation, we use the basic features
mentioned by Zhong et al. (2008). The semantic
role labeling features are from Che et al. (2009),

"http://code.google.com/p/thebeast/

where, the w is the position of current word and
t, is its part-of-speech tag, [, is its lemma. I;
is the lemma of token i. There are n tokens in a
sentence totally.

4.2 Global Formula

Global formulas relate more than one hidden
ground atoms. We use this type of formula for
two purposes:
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1. To capture the global constraints among dif-
ferent semantic roles;

2. To reflect the joint relation between word
sense disambiguation and semantic role labeling.

Punyakanok et al. (2008) proposed an integer
linear programming (ILP) model to get the global
optimization for semantic role labeling, which sat-
isfies some constraints. This approach has been
successfully transferred into dependency parse
tree based semantic role labeling system by Che
et al. (2009). The final results must satisfy two
constraints which can be described with Markov
logic formulas as follows:

C1: Each word should be labeled with one and
only one label.

role(p,a,m1) A r1 # ro = —role(p,a,r2)

The same unique constraint also happens on the
word sense disambiguation, i.e.,

sense(w, s1) A 81 # sg = —sense(w, s2)

C2: Some roles (AO~AS5) appear only once for
a predicate.

role(p, a1, r) A unige(r) A a1 # az = —role(p, az,T)

It is also easy to express the joint relation be-
tween word sense disambiguation and semantic
role labeling with Markov logic. What we need
to do is just adding some global formulas. The
relation between them can be shown in Figure 2.
Inspired by CoNLL 2008 (Surdeanu et al., 2008)
and 2009 (Hajic et al., 2009) shared tasks, where
most of successful participant systems used pred-
icate senses for semantic role labeling, we also
model that the word sense disambiguation impli-
cates the semantic role labeling.

Here, we divide the all word sense disambigua-
tion task into two subtasks: predicate sense dis-
ambiguation and argument sense disambiguation.
The advantages of the division method approach
lie in two aspects. First, it makes us distinguish
the contributions of predicate and argument word
sense disambiguation respectively. Second, as
previous discussed, the predicate and argument
sense disambiguation can help each other. There-
fore, we can reflect the help with the division and
use Markov logic to represent it.

Semantic Role
Labeling

EAd

Predicate Sense
Disambiguation

Argument Sense
Disambiguation

Figure 2: Global model between word sense dis-
ambiguation and semantic role labeling.

Finally, we use three global formulas to imple-
ment the three lines with direction in Figure 2.
They are:

sense(p,+s) = role(p,a,+r)
sense(a,+s) = role(p,a,+r)
sense(p,+s) = sense(a,+s)

5 Experiments

5.1 Experimental Setting

In our experiments, we use the OntoNotes
Release 3.0 corpus, the latest version of
OntoNotes (Hovy et al., 2006). The OntoNotes
project leaders describe it as “a large, multilingual
richly-annotated corpus constructed at 90% inter-
nanotator agreement.” The corpus has been an-
notated with multiple levels of annotation, includ-
ing constituency trees, predicate argument struc-
ture, word senses, co-reference, and named enti-
ties. For this work, we focus on the constituency
trees, word senses, and predicate argument struc-
tures. The corpus has English, Chinese, and Ara-
bic portions, and we just use the English portion,
which has been split into four sections: broad-
cast conversation (bc), broadcast news (bn), mag-
azine (mz), and newswire (nw). There are several
datasets in each section, such as cnn and voa.

We will do our experiments on all of the
OntoNotes 3.0 English datasets. For each dataset,
we aimed for roughly a 60% train / 20% develop-
ment / 20% test split. See Table 3 for the detailed
statistics. Here, we use the human annotated part-
of-speech and parse trees provided by OntoNotes.
The lemma of each word is extracted using Word-
Net tool?.

“http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?

catalogld=LDC2009T24
3http://wordnet.princeton.edu/
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Training Developing Testing
cctv 1,042 | (0000-0003) 328 | (0004-0004) 333 | (0005-0005)
be |cnn 2,927 | (0000-0004) 963 | (0005-0006) 880 | (0007-0008)
msnbc 2,472 | (0000-0003) | 1,209 | (0004-0005) | 1,315 | (0006-0007)
phoenix 590 | (0000-0001) 240 | (0002-0002) 322 | (0003-0003)
abc 594 | (0001-0040) 146 | (0041-0054) 126 | (0057-0069)
cnn 1,610 | (0001-0234) 835 | (0235-0329) | 1,068 | (0330-0437)
bn mnb 309 | (0001-0015) 111 | (0016-0020) 114 | (0021-0025)
nbc 281 | (0001-0023) 128 | (0024-0031) 78 | (0032-0039)
pri 1,104 | (0001-0068) 399 | (0069-0090) 366 | (0091-0112)
voa 1,159 | (0001-0159) 315 | (0160-0212) 315 | (0213-0265)
mz | sinorama | 5,051 | (1001-1048) | 1,262 | (1049-1063) | 1,456 | (1064-1078)
w wsj 8,138 | (0020-1446) | 2,549 | (1447-1705) | 3,133 | (1730-2454)
xinhua 2,285 | (0001-0195) 724 | (0196-0260) 670 | (0261-0325)
[ All | 27,562 | 9,209 | 10,176 ]

Table 3: Training, developing and testing set sizes for the datasets in sentences. The file ranges (in
parenthesis) refer to the numbers within the names of the original OntoNotes 3.0 files. Here, we remove
4,873 sentences without semantic role labeling annotation.

Because we used semantic role labeling sys-
tem which is based on dependence syntactic trees,
we convert the constituency trees into dependence
trees with an Constituent-to-Dependency Conver-
sion Tool*.

The thebeast system is used in our experiment
as Markov logic engine. It uses cutting planes in-
ference technique (Riedel, 2008) with integer lin-
ear programming. The weights are learned with
MIRA (Crammer and Singer, 2003) online learn-
ing algorithm.

To our knowledge, this is the first word sense
disambiguation and semantic role labeling exper-
iment on OntoNotes 3.0 corpus. In order to com-
pare our joint model with previous work, we build
several systems:

Baseline: There are two independent baseline
systems: word sense disambiguation and seman-
tic role labeling. In each of baseline systems,
we only use the local formulas (Section 4.1) and
the global formulas which only express the global
constraints (Section 4.2).

Pipeline: In a pipeline system, we use ad-
ditional features outputted by preceded stages.
Such as in semantic role labeling pipeline sys-
tem, we use word sense as features, i.e., we set
sense(w, s) as an observable predicate and add
sense(p,s) = role(p,a,r) and sense(a,s) =
role(p,a,r) formulas into semantic role label-
ing task. As for word sense disambiguation

“http://nlp.cs.lth.se/software/treebank_converter/

task, we add a set of formulas role(p,a;,r) =
sense(p, s), where a; is the " argument of
the predicate at position p, and a formula
role(p,a,r) = sense(p,s) for the argument at
position a respectively.

Jointly: We use all global formulas mentioned
in Section 4.2. With Markov logic, we can add
global constraints and get the word sense disam-
biguation and the semantic role labeling results si-
multaneously.

5.2 Results and Discussion

The performance of these systems on test set is
shown in Table 4. All of the parameters are fine
tuned on the development set.

Here, we only consider the noun and verb word
sense disambiguation, which cover most of multi-
sense words. Therefore, the word sense disam-
biguation performance means the accuracy of all
nouns and verbs in the test set. The performance
of semantic role labeling is calculated using the
semantic evaluation metric of the CoNLL 2009
shared task scorer’. It measures the precision, re-
call, and F} score of the recovered semantic de-
pendencies. The F} score is used as the final per-
formance metric. A semantic dependency is cre-
ated for each predicate and its arguments. The la-
bel of such dependency is the role of the argument.
The same with the CoNLL 2009 shared task, we
assume that the predicates have been identified

Shttp://ufal.mff.cuni.cz/conll2009-st/eval09.pl

166



WSD | SRL

Most Frequent Sense 85.58 —
Baseline 89.37 | 83.97
PS 89.53 | 84.17
Pipeline AS 89.41 | 83.94
PS + AS — 84.24
PS = SRL 89.53 | 84.27
AS = SRL 89.49 | 84.16

Jointly PS = AS 89.45 —
PS + AS=-SRL | 89.54 | 84.34
Fully 89.55 | 84.36

Table 4: The results of different systems. Here, PS
means predicate senses and AS means argument
senses.

correctly.

The first row of Table 4 gives the word sense
disambiguation result with the most frequent
sense, i.e., the #01 sense of each candidate word
which normally is the most frequent one in a bal-
ance corpus.

The second row shows the baseline perfor-
mances. Here, we note that the 89.37 word sense
disambiguation accuracy and the 83.97 semantic
role labeling F we obtained are comparable to
the state-of-the-art systems, such as the 89.1 word
sense disambiguation accuracy given by Zhong et
al. (2008) and 85.48 semantic role labeling perfor-
mance given by Che et al. (2010) on OntoNotes
2.0 respectively, although the corpus used in our
experiments is upgraded version of theirs®. Ad-
ditionally, the performance of word sense dis-
ambiguation is higher than that of the most fre-
quent sense significantly (z-test’ with p < 0.01).
Therefore, the experimental results show that the
Markov logic can achieve considerable perfor-
mances for word sense disambiguation and se-
mantic role labeling on the latest OntoNotes 3.0
corpus.

There are two kinds of pipeline systems: word
sense disambiguation (WSD) based on semantic
role labeling and semantic role labeling (SRL)
based on word sense disambiguation. For the us-
ing method of word senses, we first only exploit
predicate senses (PS) as mentioned by Surdeanu
et al. (2008) and Hajic et al. (2009). Then, in or-

8Compared with OntoNotes 2.0, the version 3.0 incorpo-
rates more corpus.

"http://www.dimensionresearch.com/resources/
calculators/ztest.html

der to examine the contribution of word senses ex-
cept for predicates, we use argument senses (AS)
in isolation. Finally, all word senses (PS + AS)
were considered.

We can see that when the predicate senses (PS)
are used to label semantic role, the performance
of semantic role labeling can be improved from
83.97 to 84.17. The conclusion, that the predi-
cate sense can improve semantic role labeling per-
formance, is similar with CoNLL 2008 (Surdeanu
et al., 2008) and 2009 (Haji¢ et al., 2009) shared
tasks. However, the improvement is not signifi-
cant (y2-test® with p < 0.1). Additionally, the
semantic role labeling can improve the predicate
sense disambiguation significantly from 89.37 to
89.53 (z-test with p < 0.1). The same conclusion
was obtained by Dang and Palmer (2005).

However, when we only use argument senses
(AS), both of the word sense disambiguation and
semantic role labeling performances are almost
unchanged (from 89.37 to 89.41 and from 83.97
to 83.94 respectively). For the semantic role la-
beling task, the reason is that the original lemma
and part-of-speech features have been able to de-
scribe the argument related information. This kind
of sense features is just reduplicate. On the other
hand, the argument senses cannot be determined
only by the semantic roles. For example, the
semantic role “Al” cannot predict the argument
sense of “ball” exactly. The predicates must be
considered simultaneously.

Therefore, we use the last strategy (PS + AS),
which combines the predicate sense and the ar-
gument sense together to predict semantic roles.
The results show that the performance can be
improved significantly (y2-test with p < 0.05)
from 83.97 to 84.24. Accordingly, the experi-
ment proves that automatic all word sense disam-
biguation can further improve the semantic role
labeling performance. Different from Che et al.
(2010), where the semantic role labeling can be
improved with correct word senses about F; = 1,
our improvement is much lower. The main reason
is that the performance of our word sense disam-
biguation with the most basic features is not high
enough. Another limitation of the pipeline strat-

8http://graphpad.com/quickcalcs/chisquared1.cfm

167



egy is that it is difficult to predict the combination
between predicate and argument senses. This is
an obvious shortcoming of the pipeline method.

With Markov logic, we can easily join different
tasks with global formulas. As shown in Table 4,
we use five joint strategies:

1. PS = SRL: means that we jointly disam-
biguate predicate senses and label semantic roles.
Compared with the pipeline PS system, word
sense disambiguation performance is unchanged.
However, the semantic role labeling performance
is improved from 84.17 to 84.27. Compared with
the baseline’s 83.97, the improvement is signifi-
cant (y2-test with p < 0.05).

2. AS = SRL: means that we jointly disam-
biguate argument senses and label semantic roles.
Compared with the pipeline AS system, both of
word sense disambiguation and semantic role la-
beling performances are improved (from 89.41 to
89.49 and from 83.94 to 84.16 respectively). Al-
though, the improvement is not significant, it is
observed that the joint model has the capacity to
improve the performance, especially for semantic
role labeling, if we could have a more accurate
word sense disambiguation.

3. PS = AS: means that we jointly dis-
ambiguate predicate word senses and argument
senses. This kind of joint model does not influ-
ence the performance of semantic role labeling.
The word sense disambiguation outperforms the
baseline system from 89.37 to 89.45. The result
verifies our assumption that the predicate and ar-
gument senses can help each other.

4. PS + AS = SRL: means that we jointly
disambiguate all word senses and label semantic
roles. Compared with the pipeline method which
uses the PS + AS strategy, the joint method can
further improve the semantic role labeling (from
84.24 to 84.34). Additionally, it can obtain the
predicate and argument senses together. The all
word sense disambiguation performance (89.54)
is higher than the baseline (89.37) significantly (z-
test with p < 0.1).

5. Fully: finally, we use all of the three global
formulas together, i.e., we jointly disambiguate
predicate senses, argument senses, and label se-
mantic roles. It fully joins all of the tasks. Both of
all word sense disambiguation and semantic role

labeling performances can be further improved.
Although the improvements are not significant
compared with the best pipeline system, they sig-
nificantly (z-test with p < 0.1 and y?-test with
p < 0.01 respectively) outperform the baseline
system. Additionally, the performance of the fully
joint system does not outperform partly joint sys-
tems significantly. The reason seems to be that
there is some overlap among the contributions of
the three joint systems.

6 Conclusion

In this paper, we presented a Markov logic model
that jointly models all word sense disambiguation
and semantic role labeling. We got the following
conclusions:

1. The baseline systems with Markov logic is
competitive to the state-of-the-art word sense dis-
ambiguation and semantic role labeling systems
on OntoNotes 3.0 corpus.

2. The predicate sense disambiguation is ben-
eficial to semantic role labeling. However, the
automatic argument sense disambiguation itself is
harmful to the task. It must be combined with the
predicate sense disambiguation.

3. The semantic role labeling not only can help
predicate sense disambiguation, but also argument
sense disambiguation (a little). In contrast, be-
cause of the limitation of the pipeline model, it
is difficult to make semantic role labeling to help
predicate and argument sense disambiguation si-
multaneously.

4. It is easy to implement the joint model of
all word sense disambiguation and semantic role
labeling with Markov logic. More important, the
joint model can further improve the performance
of the all word sense disambiguation and semantic
role labeling than pipeline systems.
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Bipolar Person Name Identification of Topic Documents Using

Principal Component Analysis

Chein Chin Chen
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Abstract

In this paper, we propose an unsuper-
vised approach for identifying bipolar
person names in a set of topic documents.
We employ principal component analysis
(PCA) to discover bipolar word usage
patterns of person names in the docu-
ments and show that the signs of the en-
tries in the principal eigenvector of PCA
partition the person names into bipolar
groups spontaneously. Empirical evalua-
tions demonstrate the efficacy of the
proposed approach in identifying bipolar
person names of topics.

1 Introduction

With the advent of Web2.0, many online colla-
borative tools, e.g., weblogs and discussion fo-
rums are being developed to allow Internet users
to express their perspectives on a wide variety of
topics via Web documents. One benefit is that
the Web has become an invaluable knowledge
base for Internet users to learn about a topic
comprehensively. Since the essence of Web2.0
is knowledge sharing, collaborative tools are
generally designed with few constraints so that
users will be motivated to contribute their know-
ledge. As a result, the number of topic docu-
ments on the Internet is growing exponentially.
Research subjects, such as topic threading and
timeline mining (Nallapati et al., 2004; Feng and
Allan, 2007; Chen and Chen, 2008), are thus
being studied to help Internet users comprehend
numerous topic documents efficiently.
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A topic consists of a sequence of related
events associated with a specific time, place, and
person(s) (Nallapati et al., 2004). Topics that
involve bipolar (or competitive) viewpoints are
often attention-getting and attract a large number
of topic documents. For such topics, identifying
the polarity of the named entities, especially per-
son names, in the topic documents would help
readers learn the topic efficiently. For instance,
for the 2008 American presidential election, In-
ternet users can find numerous Web documents
about the Democrat and Republican parties.
Identifying important people in the competing
parties would help readers form a balanced view
of the campaign.

Existing works on topic content mining focus
on extracting important themes in topics. In this
paper, we propose an unsupervised approach that
identifies bipolar person names in a set of topic
documents automatically. We employ principal
component analysis (PCA) (Smith, 2002) to dis-
cover bipolar word usage patterns of important
person names in a set of topic documents, and
show that the signs of the entries in the principal
eigenvector of PCA partition the person names
in bipolar groups spontaneously. In addition, we
present two techniques, called off-topic block
elimination and weighted correlation coefficient,
to reduce the effect of data sparseness on person
name bipolarization. The results of experiments
based on two topic document sets written in
English and Chinese respectively demonstrate
that the proposed PCA-based approach is effec-
tive in identifying bipolar person names. Fur-
thermore, the approach is language independent.

Proceedings of the 23rd International Conference on Computational Linguistics (Coling 2010), pages 170-178,
Beijing, August 2010



2 Related Work

Our research is closely related to opinion mining,
which involves identifying the polarity (or sen-
timent) of a word in order to extract positive or
negative sentences from review documents (Ga-
napathibhotla and Liu, 2008). Hatzivassiloglou
and McKeown (1997) validated that language
conjunctions, such as and, or, and but, are effec-
tive indicators for judging the polarity of con-
joined adjectives. The authors observed that
most conjoined adjectives (77.84%) have the
same orientation, while conjunctions that use but
generally connect adjectives of different orienta-
tions. They proposed a log-linear regression
model that learns the distributions of conjunction
indicators from a training corpus to predict the
polarity of conjoined adjectives. Turney and
Littman (2003) manually selected seven positive
and seven negative words as a polarity lexicon
and proposed using pointwise mutual informa-
tion (PMI) to calculate the polarity of a word. A
word has a positive orientation if it tends to co-
occur with positive words; otherwise, it has a
negative orientation. More recently, Esuli and
Sebastiani (2006) developed a lexical resource,
called SentiWordNet, which calculates the de-
grees of objective, positive, and negative senti-
ments of a synset in WordNet. The authors em-
ployed a bootstrap strategy to collect training
datasets for the sentiments and trained eight sen-
timent classifiers to assign sentiment scores to a
synset. Kanayama and Nasukawa (2006) posited
that polar clauses with the same polarity tend to
appear successively in contexts. The authors de-
rived the coherent precision and coherent density
of a word in a training corpus to predict the
word’s polarity. Ganapathibhotla and Liu (2008)
investigated comparative sentences in product
reviews. To identify the polarity of a compara-
tive word (e.g., longer) with a product feature
(e.g., battery life), the authors collected phrases
that describe the Pros and Cons of products from
Epinions.com and proposed one-side association
(OSA), which is a variant of PMI. OSA assigns a
positive (negative) orientation to the compara-
tive-feature combination if the synonyms of the
comparative word and feature tend to co-occur
in the Pros (resp. Cons) phrases.

Our research differs from existing approaches
in three respects. First, most works identify the
polarity of adjectives and adverbs because the
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syntactic constructs generally express sentimen-
tal semantics. In contrast, our method identifies
the polarity of person names. Second, to the best
of our knowledge, all existing polarity identifica-
tion methods require external information
sources (e.g., WordNet, manually selected polar-
ity words, or training corpora). However, our
method identifies bipolar person names by simp-
ly analyzing person name usage patterns in topic
documents without using external information.
Finally, our method does not require any lan-
guage constructs, such as conjunctions; hence, it
can be applied to different languages.

3 Method

3.1 Data Preprocessing

Given a set of topic documents, we first
decompose the documents into a set of non-
overlapping blocks B = {b1, by, ..., b,}. A block
can be a paragraph or a document, depending on
the granularity of PCA sampling. Let U = {u,
Us, ..., Uy} be a set of textual units in B. In this
study, a unit refers to a person name. Then, the
document set can be represented as an mxn unit-
block association matrix A. A column in A,
denoted as b, represents a decomposed block i.
It is an m-dimensional vector whose j’th entry,
denoted as b;;, is the frequency of u; in b, In
addition, a row in A4, denoted as u;, represents a
textual unit #; and it is an n-dimensional vector
whose j’th entry, denoted as u;, is the frequency
of Uu; n bj.

3.2 PCA-based Person Name Bipolarization

Principal component analysis is a well-known
statistical method that is used primarily to identi-
fy the most important feature pattern in a high-
dimensional dataset (Smith, 2002). In our re-
search, it identifies the most important unit pat-
tern in the topic blocks by first constructing an
mxm unit relation matrix R, in which the (i)-
entry (denoted as r;;) denotes the correlation
coefficient of u; and u;. The correlation is com-
puted as follows:

i(ui,k —u; ) (uyy, —uy)
\/i(%,k —u; )’ \/2 (), —u;)’

where u; =1/nY"i-ju; and u;=1/n)."j=ju; are the
average frequencies of units i and j respectively.

1, =corr(u,u;) =



The range of 7;; is within [-1,1] and the value
represents the degree of correlation between u;
and u; under the decomposed blocks. If r;; = 0,
we say that u; and u; are uncorrelated; that is,
occurrences of unit »; and unit u; in the blocks
are independent of each other. If r;; > 0, we say
that units u; and u; are positively correlated. That
is, u; and u; tend to co-occur in the blocks; oth-
erwise, both tend to be jointly-absent. If r;; < 0,
we say that u; and u; are negatively correlated;
that is, if one unit appears, the other tends not to
appear in the same block simultaneously. Note
that if 7,; # 0, |r;;| scales the strength of a positive
or negative correlation. Moreover, since the cor-
relation coefficient is commutative, r;; will be
identical to 7;; such that matrix R will be symme-
tric.

A unit pattern is represented as a vector v of
dimension m in which the i’th entry v; indicates
the weight of i’th unit in the pattern. Since ma-
trix R depicts the correlation of the units in the
topic blocks, given a constituent of v, v'Ry com-
putes the variance of the pattern to characterize
the decomposed blocks. A pattern is important if
it characterizes the variance of the blocks specif-
ically. PCA can then identify the most important
unit pattern by using the following object func-
tion:
max \_1T Ry,
st.vlv=1.

Without specifying any constraint on v, the
objective function becomes arbitrarily large with
large entry values of v. Constraint v'v = 1 limits
the search space within the set of length-
normalized vectors. Chen and Chen (2008) show
that the desired v for the above constrained op-
timization problem is the eigenvector of R with
the largest eigenvalue. Furthermore, as R is a
symmetric matrix, such an eigenvector always
exists (Spence et al., 2000) and the optimization
problem is solvable.

PCA is not the only method that identifies im-
portant textual patterns in terms of eigenvectors.
For instance, Gong and Liu (2001), Chen and
Chen (2008) utilize the eigenvectors of symme-
tric matrices to extract salient concepts and sa-
lient themes from documents respectively'. The

1 The right singular vectors of a matrix 4 used by Gong and
Liu (2001) are equivalent to the eigenvectors of a symme-
tric matrix 4”4 whose entries are the inner products of the
corresponding columns of 4.
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difference between PCA and other eigenvector-
based approaches lies in the way the unit relation
matrix is constructed. PCA calculates r;; by us-
ing the correlation coefficient, whereas the other
approaches employ the inner product or cosine
formula® (Manning et al., 2008) to derive the
relationship between textual units. Specifically,
the correlation coefficient is identical to the co-
sine formula if we normalize each unit with its
mean:

S Gy ) — )

k=1
n n
~\2 ~\2
Z(ui,k —U; ) * Z(u.j,k _uj)
k=1 k=1
n
* * *
Zui,k Ui
k=1
.2 w2
Dtk DU
k=1 k=1

= cosine(u; ,u),

corr(u;,u;) =

where w" = w; — w[1,1,...,11; gj*: w— u[1,
1,.. .,1]T; and are the mean-normalized vectors of
u; and wu;, respectively. Conceptually, the mean
normalization process is the only difference be-
tween PCA and other eigenvector-based ap-
proaches.

Since the eigenvectors of a symmetric matrix
form an orthonormal basis of R”, they may con-
tain negative entries (Spence et al., 2000). Even
though Kleinberg (1999) and Chen and Chen
(2008) have shown experimentally that negative
entries in an eigenvector are as important as pos-
itive entries for describing a certain unit pattern,
the meaning of negative entries in their ap-
proaches is unexplainable. This is because tex-
tual units (e.g., terms, sentences, and documents)
in information retrieval are usually characterized
by frequency-based metrics, e.g., term frequency,
document frequency, or TFIDF (Manning et al.,
2008), which can never be negative. In PCA,
however, the mean normalization process of the
correlation coefficient gives bipolar meaning to
positive and negative entries and that helps us
partition textual units into bipolar groups in ac-
cordance with their signs in v.

2 The inner product is equivalent to the cosine formula
when the calculated vectors are length normalized (Man-
ning et al., 2008).
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Figure 1. The effect of the mean normalization
process.

The synthesized example in Figure 1 illu-
strates the effect of the normalization process. In
this example, we are only interested in textual
units u; and u,; the corpus consists of ten blocks.
Graphically, each block can be represented as a
point in a 2-dimensional vector space. The mean
normalization process moves the origin of the 2-
dimensional vector space to the centroid of the
blocks that makes negative unit values explaina-
ble. A negative unit of a block in this normalized
vector space indicates that the number of occur-
rences of the unit in the block is less than the
unit’s average; by contrast, a positive unit means
that the number of occurrences of the unit in a
block is above the average. In the figure, the
most important unit pattern v <-0.707, 0.707>
calculated by PCA is represented by the dashed
line. The signs of v’s entries indicate that the
occurrence of u; will be lower than the average
if u, occurs frequently in a block. In addition, as
the signs of entries in an eigenvector are inverti-
ble (Spence et al., 2000), the constituent of v
also claims that if u; occurs frequently in a block,
then the probability that we will observe u, in
the same block will be lower than expected. The
instances of bipolar word usage behavior pre-
sented in v are consistent with the distribution of
the ten blocks. As mentioned in Section 2, Ka-
nayama and Nasukawa (2006) validated that po-
lar text units with the same polarity tend to ap-
pear together to make contexts coherent. Conse-
quently, we believe that the signs in PCA’s prin-
cipal eigenvector are effective in partitioning
textual units into bipolar groups.

3.3 Sparseness of Textual Units

A major problem with employing PCA to
process textual data is the sparseness of textual
units. To illustrate this problem, we collected
411 news documents about the 2009 NBA Finals
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from Google News and counted the frequency
that each person name occurred in the docu-
ments. We also evaluate the documents in the
experiment section to determine if the proposed
approach is capable of bipolarizing the person
names into the teams that played in the finals
correctly. We rank the units according to their
frequencies and list the frequencies in descend-
ing order in Figure 2. The figure shows that the
frequency distribution follows Zipf’s law (Man-
ning et al., 2008); and for most units, the distri-
bution in a block will be very sparse.

10000

1000

Term Frequency
- =]
(=] <
/

1
1 10 100 1000
Rank

Figure 2. The rank-frequency distribution of per-
son names on logarithmic scales (base 10).

We observe that a unit will not to occur in a
block in the following three scenarios. 1) The
polarity of the block is the opposite of the polari-
ty of the unit. For instance, if the unit represents
a player in one team and the block narrates in-
formation about the other team, the block’s au-
thor would not mention the unit in the block to
ensure that the block’s content is coherent. 2)
Even if the polarity of a block is identical to that
of the unit; the length of the block may not be
sufficient to contain the unit. 3) The block is off-
topic so the unit will not appear in the block. In
the last two scenarios, the absence of units will
impact the estimation of the correlation coeffi-
cient. To alleviate the problem, we propose two
techniques, the weighted correlation coefficient
and off-block elimination, which we describe in
the following sub-sections.

Weighted Correlation Coefficient

The so-called data sparseness problem in scena-
rio 2 affects many statistical information retriev-
al and language models (Manning et al., 2008).
For units with the same polarity, data sparseness
could lead to underestimation of their correla-
tions because the probability that the units will
occur together is reduced. Conversely, for uncor-
related units or units with opposite polarities,



data sparseness may lead to overestimation of
their correlations because they are frequently
jointly-absent in the decomposed blocks. While
smoothing approaches, such as Laplace’s law
(also known as adding-one smoothing), have
been developed to alleviate data sparseness in
language models (Manning et al., 2008), they are
not appropriate for PCA. This is because the cor-
relation coefficient of PCA measures the diver-
gence between units from their means, so adding
one to each block unit will not change the diver-
gence. To summarize, data sparseness could in-
fluence the correlation coefficient when units do
not co-occur. Thus, for two units »; and u;, we
separate B into co-occurring and non-co-
occurring parts and apply the following
weighted correlation coefficient:

corr, (u,.u,) =

(=) Yy, —u] ) (), —u;)+

beco(i, )

/
a Z(u,._b —u;)*(uj’,) —u?)

beB—coli, j)

(-a) X, (uy—u) +a D (u,—u)*

beco(i,j) beB-co(i,j)

(I-a) z (“/,h_“;)z‘*a Z(”/,b_u;)z,
beco(i, ) beB—co(i,))

where corr,(u;,u;) represents the weighted corre-
lation coefficient between units i and j; and co(i,))
denotes the set of blocks in which units i and j
co-occur. The range of parameter a is within
[0,1]. It weights the influence of non-co-
occurring blocks when calculating the correla-
tion coefficient. When o = 0.5, the equation is
equivalent to the standard correlation coefficient;
and when a = 0, the equation only considers the
blocks in which units 7 and j co-occur. Converse-
ly, when o = 1, only non-co-occurring blocks are
employed to calculate the units’ correlation. In
the experiment section, we will examine the ef-
fect of a on bipolar person name identification.

Off-topic Block Elimination

Including off-topic blocks in PCA will lead to
overestimation of the correlation between units.
This is because units are usually jointly-absent
from off-topic blocks that make uncorrelated or
even negatively correlated units positively corre-
lated. To eliminate the effect of off-topic blocks
on unit bipolarization, we construct a centroid of
all the decomposed blocks by averaging b;’s.
Then, blocks whose cosine similarity to the cen-
troid is lower than a predefined threshold £ are
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excluded from calculation of the correlation
coefficient.

4 Performance Evaluations

In this section, we evaluate two topics with bipo-
lar (or competitive) viewpoints to demonstrate
the efficacy of the proposed approach.

4.1 The 2009 NBA Finals

For this experiment, we collected 411 news doc-
uments about the 2009 NBA Finals from Google
News during the period of the finals (from
2009/06/04 to 2009/06/16). The matchup of the
finals was Lakers versus Orlando Magic. In this
experiment, a block is a topic document, as pa-
ragraph tags are not provided in the evaluated
documents. First, we parsed the blocks by using
Stanford Named Entity Recognizer’ to extract all
possible named entities. We observed that the
parser sometimes extracted false entities (such as
Lakers Kobe) because the words in the headlines
were capitalized and that confused the parser. To
reduce the effect of false extraction by the parser,
we examined the extracted named entities ma-
nually. After eliminating false entities, the data-
set comprised 546 unique named entities; 538
were person names and others represented or-
ganizations, such as basketball teams and bas-
ketball courts. To examine the effect of the
weighted correlation coefficient, parameter o is
set between 0 and 1, and increased in increments
of 0.1; and the threshold S used by off-topic
block elimination is set at 0.3. The frequency
distribution of the person names, shown in Fig-
ure 2, indicates that many of the person names
rarely appeared in the examined blocks, so their
distribution was too sparse for PCA. Hence, in
the following subsections, we sum the frequen-
cies of the 538 person names in the examined
blocks. We select the first & frequent person
names, whose accumulated term frequencies
reach 60% of the total frequencies, for evalua-
tion. In other words, the evaluated person names
account for 60% of the person name occurrences
in the examined blocks.

For each parameter setting, we perform prin-
cipal component analysis on the examined
blocks and the selected entities, and partition the
entities into two bipolar groups according to

3 http://nlp.stanford.edu/software/CRF-NER.shtml



their signs in the principal eigenvector. To eva-
luate the accuracy rate of bipolarization, we need
to label the team of each bipolar group. Then,
the accuracy rate is the proportion of the entities
in the groups that actually belong to the labeled
teams. Team labeling is performed by examining
the person names in the larger bipolarization
group. If the majority of the entities in the group
belong to the Lakers (Magic), we label the group
as Lakers (Magic) and the other group as Magic
(Lakers). If the two bipolar groups are the same
size, the group that contains the most Lakers
(Magic) entities is labeled as Lakers (Magic),
and the other group is labeled as Magic (Lakers).
If both groups contain the same number of Lake-
rs (Magic) entities, we randomly assign team
labels because all assignments produce the same
accuracy score. To the best of our knowledge,
there is no similar work on person name bipola-
rization; therefore, for comparison, we use a
baseline method that assigns the same polarity to
all the person names.

Magic Lakers
Dwight Howard 0.0884 Derek Fisher -0.0105
Hedo Turkoglu 0.1827 Kobe Bryant -0.2033
Jameer Nelson 0.3317 Lamar Odom -0.1372
Jeff Van Gundy ™" 0.3749  |LeBron James~  [-0.0373
Magic Johnson™ 0.3815 Mark Jackson™ -0.2336
Rafer Alston 0.3496 Pau Gasol -0.1858
Rashard Lewis 0.1861 Paul Gasol ™ -0.1645
Stan Van Gundy 0.4035 Phil Jackson -0.2553

Table 1. The bipolarization results for NBA per-
son names. (o = 0.8 and 5= 0.3)

Table 1 shows the bipolarization results for
frequent person names in the dataset. The para-
meter o is set at 0.8 because of its superior per-
formance. The left-hand column of the table lists
the person names labeled as Magic and their en-
try values in the principal eigenvector; and the
right-hand column lists the person names labeled
as Lakers. It is interesting to note that the eva-
luated entities contain person names irrelevant to
the players in the NBA finals. For instance, the
frequency of Magic Johnson, an ex-Lakers play-
er, is high because he constantly spoke in sup-
port of the Lakers during the finals. In addition,
many documents misspell Pau Gasol as Paul Ga-
sol. Even though the names refer to the same
player, the named entity recognizer parses them
as distinct entities. We propose two evaluation
strategies, called strict evaluation and non-strict
evaluation. The strict evaluation strategy treats
the person names that do not refer to the players,
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coaches in the finals as false positives. Under the
non-strict strategy, the person names that are
closely related to Lakers or Magic players, such
as a player’s relatives or misspellings, are
deemed true positives if they are bipolarized into
the correct teams. In Table 1, a person name an-
notated with the symbol * indicates that the enti-
ty is bipolarized incorrectly. For instance, Magic
Johnson is not a member of Magic. The symbol
~ indicates that the person name is neutral (or
irrelevant) to the teams in the finals. In addition,
the symbol + indicates that the person name
represents a relative of a member of the team
he/she is bipolarized to; or the name is a miss-
pelling, but it refers to a member of the bipola-
rized team. This kind of bipolarization is correct
under the non-strict evaluation strategy. As
shown in Table 1, the proposed method bipola-
rizes the important persons in the finals correctly
without using any external information source.
The accuracy rates of strict and non-strict evalu-
ation are 68.8% and 81.3% respectively. The
rates are far better than those of the baseline me-
thod, which are 37.5% and 43.8% respectively.
If we ignore the neutral entities, which are al-
ways wrong no matter what bipolarization ap-
proach is employed, the strict and non-strict ac-
curacies are 78.6% and 92.9% respectively. In
the non-strict evaluation, we only mis-
bipolarized Magic Johnson as Magic. The mis-
take also reflects a problem with person name
resolution when the person names that appear in
a document are ambiguous. In our dataset, the
word ‘Magic’ sometimes refers to Magic John-
son and sometimes to Orlando Magic. Here, we
do not consider a sophisticated person name res-
olution scheme; instead, we simply assign the
frequency of a person name to all its specific
entities (e.g., Magic to Magic Johnson, and Kobe
to Kobe Bryant) so that specific person names
are frequent enough for PCA. As a result, Magic
Johnson tends to co-occur with the members of
Magic and is incorrectly bipolarized to the Mag-
ic team. Another interesting phenomenon is that
LeBron James (a player with Cavaliers) is incor-
rectly bipolarized to Lakers. This is because
Kobe Bryant (a player with Lakers) and LeBron
James were rivals for the most valuable player
(MVP) award in the 2009 NBA season. The
documents that mentioned Kobe Bryant during
the finals often compared him with LeBron



James to attract the attention of readers. As the
names often co-occur in the documents, LeBron
James was wrongly classified as a member of
Lakers.

Figures 3 and 4 illustrate the effects of the
weighted correlation coefficient and off-topic
block elimination on NBA person name bipola-
rization. As shown in the figures, eliminating
off-topic blocks generally improves the system
performance. It is noteworthy that, when off-
topic blocks are eliminated, large a values pro-
duce good bipolarization performances. As men-
tioned in Section 3.3, a large o implies that non-
co-occurring blocks are important for calculating
the correlation between a pair of person names.
When off-topic blocks are eliminated, the set of
non-co-occurring blocks specifically reveals op-
posing or jointly-absent relationships between
entities. Therefore, the bipolarization perfor-
mance improves as a increases. Conversely,
when off-topic blocks are not eliminated, the set
of non-co-occurring blocks will contain off-topic
blocks. As both entities in a pair tend to be ab-
sent in off-topic blocks, a large a value will lead
to overestimation of the correlation between bi-
polar entities. Consequently, the bipolarization
accuracy decreases as a increases. It is also in-
teresting to note that the bipolarization perfor-
mance decreases as a decreases. We observed
that some of the topic documents are recaps of
the finals, which tend to mention Magic and
Lakers players together. As a small a value
makes co-occurrence blocks important, recap-
style documents will overestimate the correlation
between bipolar entities. Consequently, the bipo-
larization performance is inferior when a is
small.

mmmm Before off-topic block elimination
After off-topic block elimination
- - - - The baseline method

100.00%
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30.00%
20.00%
10.00%

0.00%

Accuracy

o 01

02 03 04 05 06 07 08 09 1
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Figure 3. The effects of the weighted correlation
coefficient and off-topic block elimination on
NBA person name bipolarization. (Strict)
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Figure 4. The effects of the weighted correlation
coefficient and off-topic block elimination on
NBA person name bipolarization. (Non-strict)
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4.2 Taiwan’s 2009 Legislative By-Elections

For this experiment, we evaluated Chinese news
documents about Taiwan’s 2009 legislative by-
elections, in which two major parties, the Demo-
cratic Progressive Party (DPP) and the KouMin-
Tang (KMT), campaigned for three legislative
positions. Since the by-elections were regional,
not many news documents were published dur-
ing the campaign. In total, we collected 89 news
documents that were published in The Liberty
Times * during the election period (from
2009/12/27 to 2010/01/11). Then, we used a
Chinese word processing system, called Chinese
Knowledge and Information Processing (CKIP)’,
to extract possible Chinese person names in the
documents. Once again, the names were ex-
amined manually to remove false extractions.
The dataset comprised 175 unique person names.
As many of the names only appeared once, we
selected the first £ frequent person names whose
accumulated frequency was at least 60% of the
total term frequency count of the person names
for evaluation. We calculated the accuracy of
person name bipolarization by the same method
as the NBA experiment in order to assess how
well the bipolarized groups represented the
KMT and the DPP. As none of the selected
names were misspelled, we do not show the non-
strict accuracy of bipolarization. The threshold f
is set at 0.3, and each block is a topic document.
Table 2 shows the bipolarization results for
the frequent person names of the candidates of
the respective parties, the party chair persons,
and important party staff members. The accuracy
rates of the bipolarization and the baseline me-

* http://www.libertytimes.com.tw/index.htm
> http://ckipsvr.iis.sinica.edu.tw/



thods are 70% and 50%, respectively. It is note-
worthy that the chairs of the DPP and the KMT,
who are Ing-wen Tsai and Ying-jeou Ma respec-
tively, are correctly bipolarized. We observed
that, during the campaign, the chairs repeatedly
helped their respective party’s candidates gain
support from the public. As the names of the
chairs and the candidates often co-occur in the
documents, they can be bipolarized accurately.
We also found that our approach bipolarized two
candidates incorrectly if the competition be-
tween them was fierce. For instance, Kun-cheng
Lai and Li-chen Kuang campaigned intensively
for a single legislative position. As they often
commented on each other during the campaign,
they tend to co-occur in the topic documents.
PCA therefore misclassifies them as positively
correlated and incorrectly groups Kun-cheng Lai
with the KMT party.

KMT (B 2 %)
Kun-cheng Lai (#f #¥ %)"|0.39|Wen-chin Yu (£ < 4)" |-0.56
Li-chen Kuang (% . £ ) |0.40|Den-yih Wu (% 37 %) -0.03
Li-ling Chen (f#t {.3) |0.01|Chao-tung Chien (f§ £ ##)| -0.56

Ying-jeou Ma (8 # 4 ) [0.05|Ing-wen Tsai (3F#& <) -0.17
Tseng-chang Su (# §. &) | -0.01

Jung-chung Kuo (58 % %) | -0.01
Table 2. The bipolarization results for the elec-
tion dataset. (a = 0.7)
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Figure 5. The effects of the weighted correlation
coefficient and off-topic block elimination.

Figure 5 shows that off-topic block elimina-
tion is effective in person name bipolarization.
However, the weighted correlation coefficient
only improves the bipolarization performance
slightly. We have investigated this problem and
believe that the evaluated person names in the
documents are frequent enough to prevent the
data sparseness problem. While the weighted
correlation coefficient does not improve the bi-
polarization performance significantly, the pro-
posed PCA-based approach can still identify the
bipolar parties of important persons accurately.
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Unlike the results in the last section, the accura-
cy rate in this experiment does not decrease as a
decreases. This is because the topic documents
generally report news about a single party. As
the documents rarely recap the activities of par-
ties, the co-occurrence blocks accurately reflect
the bipolar relationship between the persons.
Hence, a small o value can identify bipolar per-
son names effectively.

The evaluations of the NBA and the election
datasets demonstrate that the proposed PCA-
based approach identifies bipolar person names
in topic documents effectively. As the writing
styles of topic documents in different domains
vary, the weighted correlation coefficient may
not always improve bipolarization performance.
However, because we eliminate off-topic blocks,
a large o value always produces superior bipola-
rization performances.

5 Conclusion

In this paper, we have proposed an unsupervised
approach for identifying bipolar person names in
topic documents. We show that the signs of the
entries in the principal eigenvector of PCA can
partition person names into bipolar groups spon-
taneously. In addition, we introduce two tech-
niques, namely the weighted correlation coeffi-
cient and off-topic block elimination, to address
the data sparseness problem. The experiment
results demonstrate that the proposed approach
identifies bipolar person names of topics suc-
cessfully without using any external knowledge;
moreover, it is language independent. The re-
sults also show that off-topic block elimination
along with a large o value for the weighted cor-
relation coefficient generally produce accurate
person name bipolarization. In the future, we
will integrate text summarization techniques
with the proposed bipolarization method to pro-
vide users with polarity-based topic summaries.
We believe that summarizing important informa-
tion about different polarities would help users
gain a comprehensive knowledge of a topic.
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Abstract

This paper proposes a multi-label ap-
proach to detect emotion causes. The
multi-label model not only detects mul-
ti-clause causes, but also captures the
long-distance information to facilitate
emotion cause detection. In addition,
based on the linguistic analysis, we cre-
ate two sets of linguistic patterns during
feature extraction. Both manually gener-
alized patterns and automatically gener-
alized patterns are designed to extract
general cause expressions or specific
constructions for emotion causes. Ex-
periments show that our system
achieves a performance much higher
than a baseline model.

1 Introduction

Text-based emotion processing has been a cen-
ter of attention in the NLP field in the past few
years. Most previous researches have focused
on detecting the surface information of emo-
tions, especially emotion classes, e.g., “happi-
ness” and “anger” (Mihalcea and Liu 2006,
Strapparava and Mihalcea 2008, Abbasi et al,
2008, Tokuhisa et al. 2008). Although most
emotion theories recognize the important role of
causes in emotion analysis (Descartes, 1649;
James, 1884; Plutchik 1980, Wierzbicka 1999),
very few studies explore the interactions be-
tween emotion and causes. Emotion-cause in-
teraction is the eventive relation which poten-
tially yields the most crucial information in
terms of information extraction. For instance,
knowing the existence of an emotion is often
insufficient to predict future events or decide on
the best reaction. However, if the emotion cause
is known in addition to the type of emotion,
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prediction of future events or assessment of po-
tential implications can be done more reliably.
In other words, when emotion is treated as an
event, causal relation is the pivotal relation to
discover. In this paper, we explore one of the
crucial deep level types of information of emo-
tion, i.e. cause events.

Our study focuses on explicit emotions in
which emotions are often presented by emotion
keywords such as “shocked” in “He was
shocked after hearing the news”. Emotion caus-
es are the explicitly expressed propositions that
evoke the presence of the corresponding emo-
tions. They can be expressed by verbs, nomi-
nalizations, and nominals. Lee et al. (2010a)
explore the causes of explicit emotions by con-
structing a Chinese emotion cause corpus.
Based on this corpus, we formalize the emotion
cause detection problem through extensive data
analysis. We find that ~14% emotion causes are
complicated events containing multi-clauses, to
which previous cause detection systems can
hardly be applied directly. Most previous cause
detection systems focus on the causal relation
between a pair of small-size text units, such as
clauses or phrases. They are thus not able to
detect emotion causes that are multi-clauses. In
this paper, we formalize emotion cause detec-
tion as a multi-label classification task (i.e. each
instance may contain more than one label),
which allows us to capture long-distance infor-
mation for emotion cause detection.

In term of feature extraction, as emotion
cause detection is a case of cause detection,
some typical patterns used in existing cause de-
tection systems, e.g., “because” and “thus”, can
be adopted. In addition, various linguistic cues
are examined which potentially indicate emo-
tion causes, such as causative verbs and epis-
temic markers (Lee at al. 2010a). Then some
linguistic patterns of emotion causes are manu-
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ally generalized by examining the linguistic
context of the empirical data (Lee et al., 2010b).
It is expected that these manually generalized
patterns often yield a low-coverage problem.
Thus, we extracted features which enable us to
automatically capture more emotion-specific
constructions. Experiments show that such an
integrated system with various linguistic fea-
tures performs promisingly well. We believe
that the present study should provide the foun-
dation for future research on emotion analysis,
such as the detection of implicit emotion or
cause.

The paper is organized as follows. Section 2
discusses the related work on cause-effect de-
tection. Section 3 briefly describes the emotion
cause corpus, and then presents our data analy-
sis. Section 4 introduces the multi-label classifi-
cation system for emotion cause detection. Sec-
tion 5 describes the two kinds of features for our
system, one is based on hand-coded patterns and
the other is the generalized features. Section 6
presents the evaluation and performance of our
system. Section 7 highlights our main contribu-
tions and the possible future work.

2 Related Work

Most previous studies on textual emotion proc-
essing focus on emotion recognition or classifi-
cation given a known emotion context (Mihal-
cea and Liu 2006, Strapparava and Mihalcea
2008, Abbasi et al, 2008, Tokuhisa et al. 2008).
However, the performance is far from satisfac-
tory. One crucial problem in these works is that
they limit the emotion analysis to a simple clas-
sification and do not explore the underlying in-
formation regarding emotions. Most theories
conclude that emotions are often invoked by the
perception of external events. An effective emo-
tion recognition model should thus take this into
account.

To the best of our knowledge, little research
has been done with respect to emotion cause
detection. Lee et al. (2010a) first investigate the
interactions between emotions and the corre-
sponding causes from a linguistic perspective.
They annotate a small-scale emotion cause cor-
pus, and identify six groups of linguistic cues
facilitating emotion cause detection. Based on
these findings, they develop a rule-based system
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for automatic emotion cause detection (Lee et
al., 2010b).

Emotion cause detection can be considered as
a kind of causal relation detection, which has
been intensively studied for years. Most previ-
ous cause detection studies focus on a specific
domain, such as aviation (Persing and Ng, 2009)
and finance (Low, et al., 2001). Few works
(Marcu and Echihabi, 2002; Girju, 2003; Chang
and Choi, 2005) examine causal relation for
open domains.

In recognizing causal relations, most existing
systems involve two steps: 1) cause candidate
identification; 2) causal relation detection. To
simplify the task, most systems omit the step of
identifying cause candidates. Instead, they often
predefine or filter out possible causes based on
domain knowledge, e.g., 14 kinds of cause types
are identified for aviation incidents (Persing and
Ng, 2009). For events without specific domain
information, open-domain systems choose to
limit their cause candidate. For example, the
cause-effect pairs are limited to two noun
phrases (Chang and Choi, 2005; Girju, 2003), or
two clauses connected with fixed conjunction
words (Marcu and Echihabi, 2002).

Given pairs of cause-effect candidates, causal
relation detection is considered as a binary clas-
sification problem, i.e. “causal” vs. “non-
causal”. In general, there are two kinds of in-
formation extracted to identify the causal rela-
tion. One is patterns or constructions expressing
a cause-effect relation (Chang and Choi, 2005;
Girju, 2003), and the other is semantic informa-
tion underlying in a text (Marcu and Echihabi,
2002; Persing and Ng, 2009), such as word pair
probability. Undoubtedly, the two kinds of in-
formation usually interact with each other in a
real cause detection system.

In the literature, the three common classifica-
tion methods, i.e. unsupervised, semi-supervised,
and supervised, have all been used for cause
detection systems. Marcu and Echihabi (2002)
first collected a cause corpus using an unsuper-
vised approach with the help of several conjunc-
tion words, such as “because” and “thus”, and
determined the causal relation for a clause pair
using the word pair probability. Chang and Choi
(2005) used a semi-supervised method to recur-
sively learn lexical patterns for cause recogni-
tion based on syntactic trees. Bethard and Mar-
tin (2008) put various causal information in a



supervised classifier, such as the temporal in-
formation and syntactic information.

For our emotion cause detection, several
practical issues need to be investigated and re-
solved. First, for the identification of cause can-
didates, we need to define a reasonable span of
a cause. Based on our data analysis, we find that
emotion causes often appear across phrases or
even clauses. Second, although in emotion
cause detection the effect is fixed, the cause is
open-domain. We also notice that besides the
common patterns, emotion causes have their
own expression patterns. An effective emotion
cause detection system should take them into
account.

3 Corpus Analysis

In this section, we briefly introduce the Chinese
emotion cause corpus (Lee et al., 2010a), and
discuss emotion cause distribution.
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Lee at al. (2010a) made the first attempt to ex-

plore the correlation between emotions and

causes, and annotate a Chinese emotion cause
corpus. The emotion cause corpus focuses on
five primary emotions, namely “happiness”,

“sadness”, “fear”, “anger”, and “surprise”. The

emotions are explicitly expressed by emotion

keywords, e.g., gaolxing4 “happy”, shanglxinl

“sad”, etc. The corpus is created as follows.

1. 6,058 entries of Chinese sentences are ex-
tracted from the Academia Sinica Balanced
Corpus of Mandarin Chinese (Sinica Cor-
pus) with the pattern-match method as well
as the list of 91 Chinese primary emotion
keywords (Chen et al., 2009). Each entry
contains the focus sentence with the emo-
tion keyword “<FocusSentence>" plus the
sentence before “<PrefixSentence>" and
after “<SuffixSentence>" it. For each entry,
the emotion keywords are indexed since
more than one emotion may be presented in
an entry;

2. Some preprocessing, such as balancing the
number of entry among emotions, is done
to remove some entries. Finally, 5,629 en-
tries remain;

3. Each emotion keyword is annotated with
its corresponding causes if existing. An
emotion keyword can sometimes be associ-

Emotion Cause corpus
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ated with more than one cause, in such a
case, both causes are marked. Moreover,
the cause type is also identified, which is
either a nominal event or a verbal event (a
verb or a nominalization).
Lee at al. (2010a) notice that 72% of the ex-
tracted entries express emotions, and 80% of the
emotional entries have a cause.

3.2 The Analysis of Emotion Causes

To have a deeper understanding of emotion
cause detection, we take a closer look at the
emotion cause distribution, including the distri-
bution of emotion cause occurrence and the dis-
tribution of emotion cause text.

The occurrence of emotion causes: According
to most emotion theories, an emotion is gener-
ally invoked by an external event. The corpus
shows that, however, 20% of the emotional en-
tries have no cause. Entries without causes ex-
plicitly expressed are mainly due to the follow-
ing reasons:

i) There is not enough contextual information,
for instance the previous or the suffix sentence
is interjections, e.g., en heng “aha’”;

ii) When the focus sentence is the beginning
or the ending of a paragraph, no prefix sentence
or suffix sentence can be extracted as the con-
text. In this case, the cause may be beyond the
context;

iii) The cause is obscure, which can be very
abstract or even unknown reasons.

The emotion cause text: A cause is considered
as a proposition. It is generally assumed that a
proposition has a verb which optionally takes a
noun occurring before it as the subject and a
noun after it as the object. However, a cause can
also be expressed as a nominal. In other words,
both the predicate and the two arguments are
optional provided that at least one of them is
present. Thus, the fundamental issue in design-
ing a cause detection system is the definition of
the span of a cause text. As mentioned, most
previous studies on causal relations choose to
ignore the identification of cause candidates. In
this paper, we first analyze the distribution of
cause text and then determine the cause candi-
dates for an emotion.

Based on the emotion cause corpus, we find
that emotion causes are more likely to be ex-



pressed by verbal events than nominal events
(85% vs. 15%). Although a nominalization (a
kind of verbal events) is usually a noun phrase,
a proposition containing a verb plays a salient
role in the expressions of emotion causes, and
thus a cause candidate are more likely to be a
clause-based unit.

In addition, the actual cause can sometimes
be too long and complicated, which involves
several events. In order to explore the span of a
cause text, we do the following analysis.

Table 1: The clause distribution of cause texts

Position Cause (%) Position Cause (%)
Left 0 12.90 Right _0 15.54
Left_1 31.37 Right _1 9.55
Left_2 13.31 Right_n 9.18

(n>1)
Left_n 10.15
(n>2)
Total 67.73 32.27

Table 2: The multi-clause distribution of cause

text
Same clause % Cross-clauses %
Left_0 16.80 Left 2.1.0 0.25
Left_1 31.82 Left_2_1 10.84
Left_2 7.33 Left_1_0 0.62
Right _0 18.97 Right_0_1 2.55
Right _1 10.59
Total 85.75 14.25

Firstly, for each emotion keyword, an entry is
segmented into clauses with four punctuations
(i.e. commas, periods, question marks and ex-
clamation marks), and thus an entry becomes a
list of cause candidates. For example, when an
entry has four clauses, its corresponding list of
cause candidates contains five text units, i.e.
<left_2, left_1, left_O, right_0, right_I>. If we
assume the clause where emotion keyword lo-
cates 1s a focus clause, ‘left_ 2’ and ‘left_1° are
previous two clauses, and ‘right_1" is the fol-
lowing one. ‘left_0’ and ‘right_0’ are the partial
texts of the focus clause, which locate in the left
side of and the right side of the emotion key-
word, respectively. Moreover, a cause candidate
must contain either a noun or a verb because a
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cause is either a verbal event or a nominal event;
otherwise, it will be removed from the list.

Secondly, we calculate whether a cause can-
didate overlaps with the real cause, as shown in
Table 1. We find that emotion causes are more
likely to occur in the left of emotion keyword.
This observation is consistent with the fact that
an emotion is often trigged by an external hap-
pened event. Thirdly, for all causes occurring
between ‘left_2’ and ‘right_1°, we calculate
whether a cause occurs across clauses, as in Ta-
ble 2. We observe that most causes locate
within the same clause of the representation of
the emotion (85.57%). This suggests that a
clause may be the most appropriate unit to de-
tect a cause.

4 Emotion Cause Detection Based on
Multi-label Classification

A cause detection system is to identify the caus-
al relation between a pair of two text units. For
emotion cause detection, one of the two text
units is fixed (i.e. the emotion keyword), and
therefore the remaining two unresolved issues
are the identification of the other text unit and
the causal relation.

From the above data analysis, there are two
observations. First, most emotion causes are
verbal events, which are often expressed by a
proposition (or a clause). Thus, we define an-
other text unit as a clause, namely a cause can-
didate. Second, as most emotion causes occur
between ‘left_2’ and ‘right_1’ (~80%), we de-
fine the cause candidates for an emotion as
<left_2, left_1, left_0, right_0, right_1>.

Differing from the existing cause systems, we
formalize emotion cause detection as a multi-
label problem. In other words, given an emotion
keyword and its context, its label is the loca-
tions of its causes, such as “left_1, left_0. This
multi-label-based formalization of the cause
detection task has two advantages. First, it is an
integrated system detecting causes for an emo-
tion from the contextual information. In most
previous cause detection systems, a causal rela-
tion is identified based on the information be-
tween two small text units, i.e. a pair of clauses
or noun phrases, and therefore it is often the
case that long-distance information is missed.
Second, the multi-label-based tagging is able to



capture the relationship between two cause can-
didates. For example, “left_2” and “left_1" are
often combined as a complicated event as a
cause.

As a multi-label classification task, every
multi-label classifier is applicable. In this study,
we use a simple strategy: we treat each possible
combination of labels appearing in the training
data as a unique label. Note that an emotion
without causes is labeled as “None”. This con-
verts multi-label classification to single-label
classification, which is suitable for any multi-
class classification technologies. In particular,
we choose a Max Entropy tool, Mallet', to per-
form the classification.

5 Linguistic Features

As explained, there are basically two kinds of
features for cause detection, namely pattern-
based features and semantic-based features. In
this study, we develop two sets of patterns
based on linguistic analysis: one is a set of ma-
nually generalized patterns, and the other con-
tains automatically generalized patterns. All of
these patterns explore causal constructions ei-
ther for general causal relations or for specific
emotion cause relations.

5.1 Linguistic Cues

Based on the linguistic analysis, Lee et al.
(2010a) identify six groups of linguistic cue
words that are highly collocated with emotion
causes, as shown in Table 3. Each group of the
linguistic cues serves as an indicator marking
the causes in different emotional constructions.
In this paper, these groups of linguistic cues are
reinterpreted from the computational perspec-
tive, and are used to develop pattern-based fea-
tures for the emotion cause detection system.

Table 3: Linguistic cue words for emotion
cause detection (Lee et al. 2010a)

Group Cue Words
‘for’ as in ‘I will do this for you’: wei4,
I weidle
F;repositions ‘for’ as in ‘He is too old for the job’:
dui4, duidyu?
‘as’: yi3

" http://mallet.cs.umass.edu/
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e ‘because’: yinl, yinlwei4, you2yu2
C;)njunctions ‘s0’: yulshi4, suo3yi3, yinler2
‘but’: ke3shi4
III: “ ” . .
Light Verbs to make”: rang4, ling4, shi3
‘to  think  about’:  xiang3dao4,
V- xiang3qi3, yilxiang3, xiang3 lai2
Re.porte d ‘to talk about’: shuoldao4, shuolqi3,
Verbs vilshuol,  jiang3dao4,  jiang3qi3,
viljiang3, tan2dao4, tan2qi3, yiltan2,
ti2dao4, ti2qi3, yilti2
‘to hear’: tingl, tingldao4, tinglshuol
V- ‘to see’: kan4, kanddao4, kandjiand,
El')is temic Jianddao4, jian4, yan3kan4, qiao2jian4
Markers ‘to know’: zhildao4, de2zhil, de2xil,
huo4zhil, huo4xil, falxian4, faljue2
‘to exist’: you3
‘is’: deshi4
VI: ‘say’: deshuol
Others ‘at’: yu2
‘can’: neng2

For emotion cause processing, Group I and II
contain cues which are for general cause detec-
tion, and while Group III, IV and V include
cues specifically for emotion cause detection.
Group VI includes other linguistic cues that do
not fall into any of the five groups.

Group I covers some prepositions which all
roughly mean ‘for’, and Group II contains the
conjunctions that explicitly mark the emotion
cause. Group I is expected to capture the prepo-
sitions constructions in the focus clause where
the emotion keyword locates. Group II tends to
capture the rhetorical relation expressed by con-
junction words so as to infer causal relation
among multi-clauses. These two groups are typ-
ical features for general cause detection.

Group III includes three common light verbs
which correspond to the English equivalents “to
make” or “to cause”. Although these light verbs
themselves do not convey any concrete meaning,
they are often associated with several construc-
tions to express emotions and at the same time
indicate the position of emotion causes. For ex-
ample, “The birthday party made her happy”.

One apparent difference between emotion
causes and general causes is that emotions are
often triggered by human activities or the per-
ception of such activities, e.g., “glad to say” or
“glad to hear”. Those human activities are often
strong indicators for the location of emotion



causes. Group IV and V are used to capture this
kind of information. Group IV is a list of verbs
of thinking and talking, and Group V includes
four types of epistemic markers which are usu-
ally verbs marking the cognitive awareness of
emotions in the complement position. The epis-
temic markers include verbs of seeing, hearing,
knowing, and existing.

5.2 Linguistic Patterns

With the six groups of linguistic cues, we gen-
eralize 14 rules used in Lee et al. (2010b) to
locate the clause positions of an emotion cause,
as shown in Table 4. The abbreviations used in
the rules are given as follows:

C = Cause

K = Emotion keyword

B = Clauses before the focus clause

F = Focus clause/the clause containing the emotion
verb

A = Clauses after the focus clause

Table 4: Linguistic rules for emotion cause de-
tection (Lee et al. 2010b)

No. | Rules

1 i) C(B/F) + LII(F) + K(F)
ii) C = the nearest N/V before I in F/B

2 i) IV/V/III(B/F) + C(B/F) + K(F)
ii) C = the nearest N/V before K in F

3 i) VI/IV/V (B) + C(B) + K(F)
ii) C = the nearest N/V after I/II/IV/V in B

4 i) K(F) + V/VI(F) + C(F/A)
ii) C = the nearest N/V after V/VIin F/A

5 i) K(E)+I(A)+C(A)
ii) C = the nearest N/V after Il in A

6 i) II(E) + K(F) + C(F/A)
ii) C = the nearest N/V after K in F or A

7 i) yue4 Cyue4 K “the more C the more K” (F)
ii) C =the V in between the two yue4’s in F

8 ) K(F) + C(F)
ii) C = the nearest N/V after K in F
9 ) V(F) + K(F)

ii) C = V+(an aspectual marker) in F

10 i) K(F) + de “possession”(F) + C(F)
ii) C = the nearest N/V +[J+N after de in F

12 |1 K®B)+IV(B)+CF)
ii) C = the nearest N/V after IV in F

13 | i) IV(B)+C(B)+K(F)
ii) C = the nearest N/V after IV in B

14 |1 C®B)+ KF)
ii) C = the nearest N/V before K in B

For illustration, an example of the rule descrip-
tion is given in Rule 1.
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Rule 1:
i) C(B/F) + III(F) + K(F)
ii) C = the nearest N/V before III in F/B

Rule 1 indicates that the cause (C) comes before
Group III cue words. Theoretically, in identify-
ing C, we look for the nearest verb/noun occur-
ring before Group III cue words in the focus
clause (F) or the clauses before the focus clause
(B), and consider the clause containing this
verb/noun as a cause. Practically, for each cause
candidate, i.e. ‘left_1°, if it contains this
verb/noun, we create a feature with
“left_1_rule_1=1".

5.3 Generalized Patterns

Rule-based patterns usually achieve a rather
high accuracy, but suffer from low coverage. To
avoid this shortcoming, we extract a generalized
feature automatically according to the rules in
Table 4. The features are able to detect two
kinds of constructions, namely functional con-
structions, i.e. rhetorical constructions, and spe-
cific constructions for emotion causes.

Local functional constructions: a cause occur-
ring in the focus clause is often expressed with
certain functional words, such as “because of”,
“due to”. In order to capture the various expres-
sions of these functional constructions, we iden-
tify all functional words around the given emo-
tion keyword. For an emotion keyword, we
search ‘left_0’ from the right until a noun or a
verb is found. Next, all unigrams and bigrams
between the noun or the verb and the emotion
keyword are extracted. The same applies to
‘right_0’.

Long-distance conjunction constructions:
Group II enumerates only some typical conjunc-
tion words. To capture more general rhetorical
relations, according to the given POS tags, the
conjunction word is extracted for each cause
candidate, if it occurs at the beginning of the
candidate.

Generalized action and epistemic verbs:
Group IV and V cover only partial action and
epistemic verbs. To capture possible related ex-
pressions, we take the advantage of Chinese
characters. In Chinese, each character itself usu-
ally has a meaning and some characters have a
strong capability to create words with extended
meaning. For example, the character “tingl-
listen” combines with other characters to create



words expressing “listening”, such as ting ljian4,
tinglwen5. With the selected characters regard-
ing reported verbs and epistemic markers, each
cause candidate is checked to see whether it
contains the predefined characters.

6 Experiments

For the emotion cause corpus, we reserve 80%
as the training data, 10% as the development
data, and 10% as the test data. During evalua-
tion, we first convert the multi-label tag output-
ted from our system into a binary tag (‘Y’
means the presence of a causal relation; ‘N’ in-
dicates the absence of a causal relation) between
the emotion keyword and each candidate in its
corresponding cause candidates. Thus, the
evaluation scores for binary classification based
on three common measures, i.e. precision, recall
and F-score, are chosen.

6.1 Linguistic Feature Analysis

According to the distribution in Table 1, we de-
sign a naive baseline to allow feature analysis.
The baseline searches for the cause candidates
in the order of <left_1, right_O, left_2, left_0,
right_1>. If the candidate contains a noun or
verb, consider this clause as a cause and stop.

We run the multi-label system with different
groups of features and the performances are
shown in Table 5. The feature set begins with
linguistic patterns (LP), and is then incorporated
with local functional constructions (LFC), long-
distance conjunction constructions (LCC), and
generalized action and epistemic verbs (GAE),
one by one. Since the ‘N’ tag is overwhelming,
we report only the Mac average scores for both
‘Y’ and ‘N’ tags.

In Table 5, we first notice that the perform-
ances achieve significant improvement from the
baseline to the final system (~17%). This indi-
cates that our linguistic features are effective for
emotion cause detection. In addition, we ob-
serve that LP and LFC are the best two effective
features, whereas LCC and GAE have slight
contributions. This shows that our feature ex-
traction has a strong capability to detect local
causal constructions, and is yet unable to detect
the long-distance or semantic causal informa-
tion. Here, ‘local’ refers to the information in
the focus clause. We also find that incorporating
LFC, which is a pure local feature, generally
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improves the performances of all cause candi-
dates, i.e. ~5% improvement for ‘left_1’. This
indicates that our multi-label integrated system
is able to convey information among cause can-
didates.

Table 5: The overall performance with different
feature sets of the multi-label system

Precision Recall | F-score
Baseline 56.64 57.70 56.96
LP 74.92 66.70 69.21
+ LFC 72.80 71.94 72.35
+LCC 73.60 72.50 73.02
+ GAE 73.90 72.70 73.26

Table 6: The separate performances for ‘Y’ and
‘N’ tags of the multi-label system

Y N
Baseline 33.06 80.85
LP 48.32 90.11
+ LFC 55.45 89.24
+ LCC 56.48 89.57
+ GPE 56.84 89.68

Table 6 shows the performances (F-scores)
for ‘Y’ and ‘N’ tags separately. First, we notice
that the performances of the ‘N’ tag are much
better than the ones of ‘Y’ tag. Second, it is sur-
prising that incorporating the linguistic features
significantly improves only the ‘Y’ tag (from
33% to 56%), but does not affect ‘N’ tag. This
suggests that our linguistic features are effective
to detect the presence of causal relation, and yet
do not hurt the detection of ‘non_causal’ rela-
tion. For the ‘Y’ tag, the features LP and LFC
achieve ~15% and ~7% improvements respec-
tively. LCC and GPE, on the other hand, show
slight improvements only.

Finally, Table 7 shows the detailed perform-
ances of our multi-label system with all features.
The last row shows the overall performances of
‘Y’ and ‘N’ tags. For the ‘Y’ tag, the closer the
cause candidates are to the emotion keyword,
the better performances the system achieves.
This proves that the features we propose effec-
tively detect local emotion causes, more effort,



Table 7: The detailed performance for the multi-label system including all features

‘Y’ tag Precision Recall F-score | ‘N’ tag Precision Recall F-score
Left O 68.92 68.92 68.92 Left O 93.72 93.72 93.72
Left 1 57.63 63.35 60.36 Left 1 82.90 79.22 81.02
Left 2 29.27 20.69 24.24 Left 2 89.23 92.93 91.04
Right 0 67.78 64.89 66.30 Right 0 82.63 84.41 83.51
Right 1 54.84 30.91 39.54 Right 1 92.00 96.90 94.38
Total 58.84 54.98 56.84 Total 88.96 90.42 89.68

Table 8: The detailed performance for the single-label system including all features

‘Y’ tag Precision Recall F-score | ‘N’ tag Precision Recall F-score
Left 0 65.39 68.92 67.11 Left 0 93.65 92.62 93.13
Left_1 61.19 50.93 55.59 Left_1 79.64 85.60 82.51
Left 2 28.57 20.69 24.00 Left 2 89.20 92.68 90.91
Right 0 70.13 57.45 63.16 Right 0 80.30 87.63 83.81
Right_1 33.33 40.00 36.36 Right_1 92.50 90.24 91.36
Total 55.67 50.00 52.68 Total 87.85 90.08 88.95

however, should be put on the detection of
long-distance causes. In addition, we find that
the detection of long-distance causes usually

relies on two kinds of information for inference:

rhetorical relation and deep semantic informa-
tion.

6.2 Modeling Analysis

To compare our multi-label model with single-
label models, we create a single-label system as
follows. The single-label model is a binary
classification for a pair comprising the emotion
keyword and a candidate in its corresponding
cause candidates. For each pair, all linguistic
features are extracted only from the focus
clause and its corresponding cause candidate.
Note that we only use the features in the focus
clause for “left_0” and “right_0". The perform-
ances are shown in Table 8.

Comparing Tables 7 and 8, all F-scores of
the ‘Y’ tag increase and the performances of
the ‘N’ tag remain almost the same for both the
single-label model and our multi-label model.
We also find that the multi-label model takes
more advantage of local information, and im-
proves the performances, particularly for
“left_1".

To take an in-depth analysis of the cause de-
tection capability of the multi-label model, an
evaluation is designed that the label is treated
as a tag from the multi-label classifier. Due to
the tag sparseness problem (as in Table 2), only

the “left_2, left_1” tag is detected in the test
data, and its performance is 21% precision,
26% recall and 23% F-score. Furthermore, we
notice that ~18% of the “left_1" tags are de-
tected through this combination tag. This
shows that some causes need to take into ac-
count the mutual information between clauses.
Although the scores are low, it still shows that
our multi-label model provides an effective
way of detecting some of the multi-clauses
causes.

7  Conclusion

We treat emotion cause detection as a multi-
label task, and develop two sets of linguistic
features for emotion cause detection based on
linguistic cues. The experiments on the small-
scale corpus show that both the multi-label
model and the linguistic features are able to
effectively detect emotion causes. The auto-
matic detection of emotion cause will in turn
allow us to extract directly relevant information
for public opinion mining and event prediction.
It can also be used to improve emotion detec-
tion and classification. In the future, we will
attempt to improve our system from two as-
pects. On the one hand, we will explore more
powerful multi-label classification models for
our system. On the other hand, we will investi-
gate more linguistic patterns or semantic in-
formation to further help emotion cause detec-
tion.
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Abstract

Event Anaphora Resolution is an important
task for cascaded event template extraction
and other NLP study. In this paper, we provide
a first systematic study of resolving pronouns
to their event verb antecedents for general
purpose. First, we explore various positional,
lexical and syntactic features useful for the
event pronoun resolution. We further explore
tree kernel to model structural information
embedded in syntactic parses. A composite
kernel is then used to combine the above di-
verse information. In addition, we employed a
twin-candidate based preferences learning
model to capture the pair wise candidates’ pre-
ference knowledge. Besides we also look into
the incorporation of the negative training in-
stances with anaphoric pronouns whose ante-
cedents are not verbs. Although these negative
training instances are not used in previous
study on anaphora resolution, our study shows
that they are very useful for the final resolu-
tion through random sampling strategy. Our
experiments demonstrate that it’s meaningful
to keep certain training data as development
data to help SVM select a more accurate hyper
plane which provides significant improvement
over the default setting with all training data.

1 Introduction
Anaphora resolution, the task of resolving a giv-
en text expression to its referred expression in
prior texts, is important for intelligent text
processing systems. Most previous works on
anaphora resolution mainly aims at object ana-
phora in which both the anaphor and its antece-
dent are mentions of the same real world objects
In contrast, an event anaphora as first defined
in (Asher, 1993) is an anaphoric reference to an
event, fact, and proposition which is representa-
tive of eventuality and abstract entity. Consider
the following example:
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This was an all-white, all-Christian community
that all the sudden was taken over -- not taken
over, that's a very bad choice of words, but [in-
vaded]; by, perhaps different groups.

[1t], began when a Hasidic Jewish family bought
one of the town's two meat-packing plants 13
years ago.

The anaphor [It], in the above example refers
back to an event, “all-white and all-Christian city
of Postville is diluted by different ethnic groups.”
Here, we take the main verb of the event, [in-
vaded]; as the representation of this event and
the antecedent for pronoun [It],.

According to (Asher, 1993), antecedents of
event pronoun include both gerunds (e.g. de-
struction) and inflectional verbs (e.g. destroying).
In our study, we focus on the inflectional verb
representation, as the gerund representation is
studied in the conventional anaphora resolution.
For the rest of this paper, “event pronouns” are
pronouns whose antecedents are event verbs
while “non-event anaphoric pronouns” are those
with antecedents other than event verbs.

Entity anaphora resolution provides critical
links for cascaded event template extraction. It
also provides useful information for further infe-
rence needed in other natural language
processing tasks such as discourse relation and
entailment. Event anaphora (both pronouns and
noun phrases) contributes a significant propor-
tion in anaphora corpora, such as OntoNotes.
19.97% of its total number of entity chains con-
tains event verb mentions.

In (Asher, 1993) chapter 6, a method to re-
solve references to abstract entities using dis-
course representation theory is discussed. How-
ever, no computation system was proposed for
entity anaphora resolution. (Byron, 2002) pro-
posed semantic filtering as a complement to sa-
lience calculations to resolve event pronoun tar-
geted by us. This knowledge deep approach only
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works for much focused domain like trains spo-
ken dialogue with handcraft knowledge of rele-
vant events for only limited number of verbs in-
volved. Clearly, this approach is not suitable for
general event pronoun resolution say in news
articles. Besides, there’s also no specific perfor-
mance report on event pronoun resolution, thus
it’s not clear how effective their approach is.
(Mdler, 2007) proposed pronoun resolution sys-
tem using a set of hand-crafted constraints such
as “argumenthood” and “right-frontier condition”
together with logistic regression model based on
corpus counts. The event pronouns are resolved
together with object pronouns. This explorative
work produced an 11.94% F-score for event pro-
noun resolution which demonstrated the difficul-
ty of event anaphora resolution. In (Pradhan,
et.al, 2007), a general anaphora resolution sys-
tem is applied to OntoNotes corpus. However,
their set of features is designed for object ana-
phora resolution. There is no specific perfor-
mance reported on event anaphora. We suspect
the event pronouns are not correctly resolved in
general as most of these features are irrelevant to
event pronoun resolution.

In this paper, we provide the first systematic
study on pronominal references to event antece-
dents. First, we explore various positional, lexi-
cal and syntactic features useful for event pro-
noun resolution, which turns out quite different
from conventional pronoun resolution except
sentence distance information. These have been
used together with syntactic structural informa-
tion using a composite kernel. Furthermore, we
also consider candidates’ preferences informa-
tion using twin-candidate model.

Besides we further look into the incorporation
of negative instances from non-event anaphoric
pronoun, although these instances are not used in
previous study on co-reference or anaphora reso-
lution as they make training instances extremely
unbalanced. Our study shows that they can be
very useful for the final resolution after random
sampling strategy.

We further demonstrate that it’s meaningful to
keep certain training data as development data to
help SVM select a more accurate hyper-plane
which provide significant improvement over the
default setting with all training data.

The rest of this paper is organized as follows.
Section 2 introduces the framework for event
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pronoun resolution, the considerations on train-
ing instance, the various features useful for event
pronoun resolution and SVM classifier with ad-
justment of hyper-plane. Twin-candidate model
is further introduced to capture the preferences
among candidates. Section 3 presents in details
the structural syntactic feature and the kernel
functions to incorporate such a feature in the res-
olution. Section 4 presents the experiment results
and some discussion. Section 5 concludes the

paper.

2 The Resolution Framework

Our event-anaphora resolution system adopts the
common learning-based model for object ana-
phora resolution, as employed by (Soon et al.,
2001) and (Ng and Cardie, 2002a).

2.1 Training and Testing instance

In the learning framework, training or testing
instance of the resolution system has a form of
fv(candi;, ana) where candi; is the i" candi-
date of the antecedent of anaphor ana. An in-
stance is labeled as positive if candi; is the ante-
cedent of ana, or negative if candi; is not the
antecedent of ana. An instance is associated
with a feature vector which records different
properties and relations between ana and candi;.
The features used in our system will be discussed
later in this paper.

During training, for each event pronoun, we
consider the preceding verbs in its current and
previous two sentences as its antecedent candi-
dates. A positive instance is formed by pairing an
anaphor with its correct antecedent. And a set of
negative instances is formed by pairing an ana-
phor with its candidates other than the correct
antecedent. In addition, more negative instances
are generated from non-event anaphoric pro-
nouns. Such an instance is created by pairing up
a non-event anaphoric pronoun with each of the
verbs within the pronoun’s sentence and previous
two sentences. This set of instances from non-
event anaphoric pronouns is employed to provide
extra power on ruling out non-event anaphoric
pronouns during resolution. This is inspired by
the fact that event pronouns are only 14.7% of all
the pronouns in the OntoNotes corpus. Based on
these generated training instances, we can train a
binary classifier using any discriminative learn-
ing algorithm.



The natural distribution of textual data is of-
ten imbalanced. Classes with fewer examples are
under-represented and classifiers often perform
far below satisfactory. In our study, this becomes
a significant issue as positive class (event ana-
phoric) is the minority class in pronoun resolu-
tion task. Thus we utilize a random down sam-
pling method to reduce majority class samples to
an equivalent level with the minority class sam-
ples which is described in (Kubat and Matwin,
1997) and (Estabrooks et al, 2004). In (Ng and
Cardie, 2002b), they proposed a negative sample
selection scheme which included only negative
instances found in between an anaphor and its
antecedent. However, in our event pronoun reso-
lution, we are distinguishing the event-anaphoric
from non-event anaphoric which is different
from (Ng and Cardie, 2002b).

2.2 Feature Space

In a conventional pronoun resolution, a set of
syntactic and semantic knowledge has been re-
ported as in (Strube and MUler, 2003; Yang et al,
2004;2005a;2006). These features include num-
ber agreement, gender agreement and many oth-
ers. However, most of these features are not use-
ful for our task, as our antecedents are inflection-
al verbs instead of noun phrases. Thus we have
conducted a study on effectiveness of potential
positional, lexical and syntactic features. The
lexical knowledge is mainly collected from cor-
pus statistics. The syntactic features are mainly
from intuitions. These features are purposely en-
gineered to be highly correlated with positive
instances. Therefore such kind of features will
contribute to a high precision classifier.

e Sentence Distance

This feature measures the sentence distance be-
tween an anaphor and its antecedent candidate
under the assumptions that a candidate in the
closer sentence to the anaphor is preferred to be
the antecedent.

e Word Distance

This feature measures the word distance between
an anaphor and its antecedent candidate. It is
mainly to distinguish verbs from the same sen-
tence.

e Surrounding Words and POS Tags

The intuition behind this set of features is to find
potential surface words that occur most frequent-
ly with the positive instances. Since most of
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verbs occurred in front of pronoun, we have built
a frequency table from the preceding 5 words of
the verb to succeeding 5 surface words of the
pronoun. After the frequency table is built, we
select those words with confidence® > 70% as
features. Similar to Surrounding Words, we have
built a frequency table to select indicative sur-
rounding POS tags which occurs most frequently
with positive instances.

e Co-occurrences of Surrounding Words

The intuition behind this set of features is to cap-
ture potential surface patterns such as “It
caused...” and “It leads to”. These patterns are
associated with strong indication that pronoun
“it” is an event pronoun. The range for the co-
occurrences is from preceding 5 words to suc-
ceeding 5 words. All possible combinations of
word positions are used for a co-occurrence
words pattern. For example “it leads to” will
generate a pattern as “S1_S2_lead_to” where S1
and S2 mean succeeding position 1 and 2. Simi-
lar to previous surrounding words, we will con-
duct corpus statistics analysis and select co-
occurrence patterns with a confidence greater
than 70%. Following the same process, we have
examined co-occurrence patterns for surrounding
POS tags.

e Subject/Object Features

This set of features aims to capture the relative
position of the pronoun in a sentence. It denotes
the preference of pronoun’s position at the clause
level. There are 4 features in this category as
listed below.

Subiject of Main Clause

This feature indicates whether a pronoun is at the
subject position of a main clause.

Subiject of Sub-clause

This feature indicates whether a pronoun is at the
subject position of a sub-clause.

Object of Main Clause

This feature indicates whether a pronoun is at the
object position of a main clause.

Object of Sub-clause

This feature indicates whether a pronoun is at the
object position of a sub-clause.

o Verb of Main/Sub Clause
Similar to the Subject/Object features of pro-
noun, the following two features capture the rela-

#of word;occurred with positive instance
# of word;occurrences

! Confidence =



tive position of a verb in a sentence. It encodes
the preference of verb position between main
verbs in main/sub clauses.

Main Verb in Main Clause

This feature indicates whether a verb is a main
verb in a main clause.

Main Verb in Sub-clause

This feature indicates whether a verb is a main
verb in a sub-clause.

2.3 Support Vector Machine

In theory, any discriminative learning algorithm
is applicable to learn a classifier for pronoun res-
olution. In our study, we use Support Vector Ma-
chine (Vapnik, 1995) to allow the use of kernels
to incorporate the structure feature. One advan-
tage of SVM is that we can use tree kernel ap-
proach to capture syntactic parse tree information
in a particular high-dimension space.

Suppose a training set S consists of labeled
vectors {(x;, y;)}, where x; is the feature vector
of a training instance and y; is its class label. The
classifier learned by SVM is:

f(x) = sign (Z yia;x - x; + b)

i=1
where a; is the learned parameter for a support
vector x;. An instance x is classified as positive
if f(x) = 0. Otherwise, x is negative.

¢ Adjust Hyper-plane with Development Data
Previous works on pronoun resolution such as
(Yang et al, 2006) used the default setting for
hyper-plane which sets f(x) =0. And an in-
stance is positive if f(x) = 0 and negative oth-
erwise. In our study, we look into a method of
adjusting the hyper-plane’s position using devel-
opment data to improve the classifier’s perfor-
mance.

Considering a default model setting for SVM
as shown in Figure 2(for illustration purpose, we
use a 2-D example).
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Figure 2: 2-D SVM lllustration '
The objective of SVM learning process is to find
a set of weight vector w which maximizes the
margin (defined as 2.) with constraints defined

liwll
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by support vectors. The separating hyper-plane is
given by w - x + b = 0 as bold line in the center.
The margin is the region between the two dotted
lines (bounded by w-x+b=1 and w-x +
b = —1). The margin is a space without any in-
formation from training instances. The actual
hyper-plane may fall in any place within the
margin. It does not necessarily occur in the.
However, the hyper-plane is used to separate
positive and negative instances during classifica-
tion process without consideration of the margin.
Thus if an instance falls in the margin, SVM can
only decide class label from hyper-plane which
may cause misclassification in the margin.

Based on the previous discussion, we propose
an adjustment of the hyper-plane using develop-
ment data. For simplicity, we adjust the hyper-
plane function value instead of modeling the
function itself. The hyper-plane function value
will be further referred as a threshold 6. The fol-
lowing is a modified version of a learned SVM

classifier.
1 if(Z yiaix-xi+b)29
i=1

f(x,0) =
-1 if( yiaix-xi+b) <60
i=1

where 6 is the threshold, a; is the learned para-
meter for a feature x; and y; is its class label. A
set of development data is used to adjust the hy-
per-plane function threshold 6 in order to max-
imize the accuracy of the learned SVM classifier
on development data. The adjustment of hyper-
plane is defined as:

Opese = argmaxgeo() 1(v,£(x,0))

XEX
where I(y, f) is an indicator function which out-

put 1 if f(x, 8)is same sign as y and O otherwise.
Thereafter, the learned threshold 6 is applied to
the testing set.

3 Incorporating Structural Syntactic In-
formation
A parse tree that covers a pronoun and its ante-
cedent candidate could provide us much syntac-
tic information related to the pair which is expli-
citly or implicitly represented in the tree. There-
fore, by comparing the common sub-structures
between two trees we can find out to what degree
two trees contain similar syntactic information,
which can be done using a convolution tree ker-
nel. The value returned from tree kernel reflects
similarity between two instances in syntax. Such



syntactic similarity can be further combined with
other knowledge to compute overall similarity
between two instances, through a composite ker-
nel. Normally, parsing is done at sentence level.
However, in many cases a pronoun and its ante-
cedent candidate do not occur in the same sen-
tence. To present their syntactic properties and
relations in a single tree structure, we construct a
syntax tree for an entire text, by attaching the
parse trees of all its sentences to an upper node.
Having obtained the parse tree of a text, we shall
consider how to select the appropriate portion of
the tree as the structured feature for a given in-
stance. As each instance is related to a pronoun
and a candidate, the structured feature at least
should be able to cover both of these two expres-
sions.

3.1 Structural Syntactic Feature

Generally, the more substructure of the tree is
included, the more syntactic information would
be provided, but at the same time the more noisy
information that comes from parsing errors
would likely be introduced. In our study, we ex-
amine three possible structured features that con-
tain different substructures of the parse tree:

¢ Minimum Expansion Tree

This feature records the minimal structure cover-
ing both pronoun and its candidate in parse tree.
It only includes the nodes occurring in the short-
est path connecting the pronoun and its candidate,
via the nearest commonly commanding node.
When the pronoun and candidate are from differ-
ent sentences, we will find a path through pseudo
“TOP” node which links all the parse trees. Con-
sidering the example given in section 1,

This was an all-white, all-Christian community
that all the sudden was taken over -- not taken
over, that's a very bad choice of words, but [in-
vaded]; by, perhaps different groups.

[1t], began when a Hasidic Jewish family bought
one of the town's two meat-packing plants 13
years ago.

The minimum expansion structural feature of the
instance {invaded, it} is annotated with bold
lines and shaded nodes in figure 1.

e Simple Expansion Tree

Minimum-Expansion could, to some degree, de-
scribe the syntactic relationships between the
candidate and pronoun. However, it is incapable
of capturing the syntactic properties of the can-
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didate or the pronoun, because the tree structure
surrounding the expression is not taken into con-
sideration. To incorporate such information, fea-
ture Simple-Expansion not only contains all the
nodes in Minimum-Expansion, but also includes
the first-level children of these nodes® except the
punctuations. The simple-expansion structural
feature of instance {invaded, it} is annotated in
figure 2. In the left sentence’s tree, the node “NP”
for “perhaps different groups” is terminated to
provide a clue that we have a noun phrase at the
object position of the candidate verb.

[This[was] ---... [ but |[iavaded]by] . [ perhaps ] diferent [ groups .| [0t]

Figure 1: Minimum-Expansion Tree

Figure 3: Full-Expansion Tree

Full Expansion Tree
This feature focuses on the whole tree structure
between the candidate and pronoun. It not only
includes all the nodes in Simple-Expansion, but
also the nodes (beneath the nearest commanding
parent) that cover the words between the candi-

2| the pronoun and the candidate are not in the same sen-
tence, we will not include the nodes denoting the sentences
before the candidate or after the pronoun.



date and the pronoun®. Such a feature keeps the
most information related to the pronoun and can-
didate pair. Figure 3 shows the structure for fea-
ture full-expansion for instance {invaded, it}. As
illustrated, the “NP” node for “perhaps different
groups” is further expanded to the POS level. All
its child nodes are included in the full-expansion
tree except the surface words.

3.2 Convolution Parse Tree Kernel and Com-
posite Kernel
To calculate the similarity between two struc-
tured features, we use the convolution tree kernel
that is defined by Collins and Duffy (2002) and
Moschitti (2004). Given two trees, the kernel
will enumerate all their sub-trees and use the
number of common sub-trees as the measure of
similarity between two trees. The above tree ker-
nel only aims for the structured feature. We also
need a composite kernel to combine the struc-
tured feature and the flat features from section
2.2. In our study we define the composite kernel
as follows:
Kiree (X1, %2) Kriat (1, x2)
|Ktree(x1'x2)| |Kflat(x1' x2)|
where K., is the convolution tree kernel de-
fined for the structured feature, and Kyq, is the
kernel applied on the flat features. Both kernels
are divided by their respective length* for norma-
lization. The new composite kernel K¢y, de-
fined as the sum of normalized K¢, and Ky g,
will return a value close to 1 only if both the
structured features and the flat features have high
similarity under their respective kernels.

Kcomp (x1,x3) =

3.3 Twin-Candidate Framework using Rank-
ing SVM Model
In a ranking SVM kernel as described in (Mo-
schitti et al, 2006) for Semantic Role Labeling,
two argument annotations (as argument trees) are
presented to the ranking SVM model to decide
which one is better. In our case, we present two
syntactic trees from two candidates to the rank-
ing SVM model. The idea is inspired by (Yang,
et.al, 2005b;2008). The intuition behind the
twin-candidate model is to capture the informa-
tion of how much one candidate is more pre-

¥ We will not expand the nodes denoting the sentences other
than where the pronoun and the candidate occur.
* The length of a kernel K is defined as |K(x;,x;)| =

VK (x1,x1) - K (x2,x3)
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ferred than another. The candidate wins most of
the pair wise comparisons is selected as antece-
dent.

The feature vector for each training instance
has a form of fv = (candi;, candi;). An in-
stance is positive if cand; is a better antecedent
choice than candi;. Otherwise, it is a negative
instance. For each feature vector, both tree struc-
tural features and flat features are used. Thus
each feature vector has a form of fv=
(ti, tj, v, vj) Where t; and ¢; are trees of candi-
date i and j respectively, v; and v; are flat feature
vectors of candidate i and j respectively.

In the training instances generation, we only
generate those instances with one candidate is
the correct antecedent. This follows the same
strategy used in (Yang et al, 2008) for object
anaphora resolution.

In the resolution process, a list of m candi-
dates is extracted from a three sentences window.
A total of (') instances are generated by pairing-

up the m candidates pair-wisely. We used a
Round-Robin scoring scheme for antecedent se-
lection. Suppose a SVM output for an instance
fv = (candi;, candi;) is 1, we will give a score
1 for candi; and -1 for candi; and vice versa. At
last, the candidate with the highest score is se-
lected as antecedent. In order to handle a non-
event anaphoric pronoun, we have set a threshold
to distinguish event anaphoric from non-event
anaphoric. A pronoun is considered as event
anaphoric if its score is above the threshold. In
our experiments, we kept a set of development
data to find out the threshold in an empirical way.

4 Experiments and Discussions

4.1 Experimental Setup

OntoNotes Release 2.0 English corpus as in
(Hovy et al, 2006) is used in our study, which
contains 300k words of English newswire data
(from the Wall Street Journal) and 200k words of
English broadcast news data (from ABC, CNN,
NBC, Public Radio International and Voice of
America). Table 1 shows the distribution of var-
ious entities. We focused on the resolution of
502 event pronouns encountered in the corpus.
The resolution system has to handle both the
event pronoun identification and antecedent se-
lection tasks. To illustrate the difficulty of event
pronoun resolution, 14.7% of all pronoun men-
tions are event anaphoric and only 31.5% of



event pronoun can be resolved using “most re-
cent verb” heuristics. Therefore a most-recent-
verb baseline will yield an f-score 4.63%.

To conduct event pronoun resolution, an input
raw text was preprocessed automatically by a
pipeline of NLP components. The noun phrase
identification and the predicate-argument extrac-
tion were done based on Stanford Parser (Klein
and Manning, 2003a;b) with F-score of 86.32%
on Penn Treebank corpus.

Precision Recall F-score
Flat 0.406 0.406 0.406
Min-Exp 0.355 0.596 0.444
Simple-Exp 0.347 0.512 0.414
Full-Exp 0.323 0.476 0.385

Non-Event Anaphora: 4952 80.03%
Event Event NP: 733 59.35%
Anaphora: | Event It: 29.0%
1235 Pronoun: This: 16.9%
19.97% 502 40.65% That: 54.1%

Table 1: The distribution of various types of 6187
anaphora in OntoNotes 2.0

For each pronoun encountered during resolu-
tion, all the inflectional verbs within the current
and previous two sentences are taken as candi-
dates. For the current sentence, we take only
those verbs in front of the pronoun. On average,
each event pronoun has 6.93 candidates. Non-
event anaphoric pronouns will generate 7.3 nega-
tive instances on average.

4.2 Experiment Results and Discussion

In this section, we will present our experimental
results with discussions. The performance meas-
ures we used are precision, recall and F-score.
All the experiments are done with a 10-folds
cross validation. In each fold of experiments, the
whole corpus is divided into 10 equal sized por-
tions. One of them is selected as testing corpus
while the remaining 9 are used for training. In
experiments with development data, 1 of the 9

training portions is kept for development purpose.

In case of statistical significance test for differ-
ences is needed, a two-tailed, paired-sample Stu-
dent’s t-Test is performed at 0.05 level of signi-
ficance.

In the first set of experiments, we are aiming
to investigate the effectiveness of each single
knowledge source. Table 2 reports the perfor-
mance of each individual experiment. The flat
feature set yields a baseline system with 40.6% f-
score. By using each tree structure along, we can
only achieve a performance of 44.4% f-score
using the minimum-expansion tree. Therefore,
we will further investigate the different ways of
combining flat and syntactic structure knowledge
to improve resolution performances.
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Table 2: Contribution from Single Knowledge Source

The second set of experiments is conducted to
verify the performances of various tree structures
combined with flat features. The performances
are reported in table 3. Each experiment is re-
ported with two performances. The upper one is
done with default hyper-plane setting. The lower
one is done using the hyper-plane adjustment as
we discussed in section 2.3.

Precision  Recall F-score
Min-Exp + 0.433 0.512 0.469
Flat (0.727) (0.446) (0.553)
Simple-Exp 0.423 0.534 0.472
+Flat (0.652) (0.492) (0.561)
Full-Exp + 0.416 0.526 0.465
Flat (0.638) (0.496) (0.558)

Table 3: Comparison of Different Tree Structure +Flat

As table 3 shows, minimum-expansion gives
highest precision in both experiment settings.
Minimum-expansion emphasizes syntactic struc-
tures linking the anaphor and antecedent. Al-
though using only the syntactic path may lose the
contextual information, but it also prune out the
potential noise within the contextual structures.
In contrast, the full-expansion gives the highest
recall. This is probably due to the widest know-
ledge coverage provides by the full-expansion
syntactic tree. As a trade-off, the precision of
full-expansion is the lowest in the experiments.
One reason for this may be due to OntoNotes
corpus is from broadcasting news domain. Its
texts are less-formally structured. Another type
of noise is that a narrator of news may read an
abnormally long sentence. It should appear as
several separate sentences in a news article.
However, in broadcasting news, these sentences
maybe simply joined by conjunction word “and”.
Thus a very nasty and noisy structure is created
from it. Comparing the three knowledge source,
simple-expansion achieves moderate precision
and recall which results in the highest f-score.
From this, we can draw a conclusion that simple-
expansion achieves a balance between the indica-
tive structural information and introduced noises.

In the next set of experiments, we will com-
pare different setting for training instances gen-
eration. A typical setting contains no negative



instances generated from non-event anaphoric
pronoun. This is not an issue for object pronoun
resolution as majority of pronouns in an article is
anaphoric. However in our case, the event pro-
noun consists of only 14.7% of the total pro-
nouns in OntoNotes. Thus we incorporate the
instances from non-event pronouns to improve
the precision of the classifier. However, if we
include all the negative instances from non-event
anaphoric pronouns, the positive instances will
be overwhelmed by the negative instances. A
down sampling is applied to the training in-
stances to create a more balanced class distribu-
tion. Table 4 reports various training settings
using simple-expansion tree structure.

showed in table 4. This is probably due to our
random sampling strategy over the negative in-
stances near to the event anaphoric instances. It
empowers the system with more discriminative
power. The best performance is given by the hy-
per-plane adaptation model. Although the num-
ber of training instances is further reduced for
development data, we can have an adjustment of
the hyper-plane which is more fit to dataset.

In the last set of experiments, we will present
the performance from the twin-candidates based
approach in table 5. The first line is the best per-
formance from single candidate system with hy-
per-plane adaptation. The second line is perfor-
mance using the twin-candidates approach.

Simple-Exp Tree  Precision  Recall F-score Simple-Exp Tree  Precision  Recall F-score
Without Non- Single Candidate 0.652 0.492 0.561
event Negative 0.423 0.534 0.472 Twin-Candidates 0.626 0.540 0.579

Incl. All Negative 0.733 0.410 0.526 Table 5: Single vs. Twin Candidates, Simple-Exp

Balanced Negative 0599 0.506  0.549 Comparing to the single candidate model, the

Development Data 0.652 0.492 0.561

Table 4: Comparison of Training Setup, Simple-Exp

In table 4, the first line is experiment without
any negative instances from non-event pronouns.
The second line is the performance with all nega-
tive instances from non-event pronouns. Third
line is performance using a balanced training set
using down sampling. The last line is experiment
using hyper-plane adjustment. The first line
gives the highest recall measure because it has no
discriminative knowledge on non-event anaphor-
ic pronoun. The second line yields the highest
precision which complies with our claim that
including negative instances from non-event
pronouns will improve precision of the classifier
because more discriminative power is given by
non-event pronoun instances. The balanced train-
ing set achieves a better f-score comparing to
models with no/all negative instances. This is
because balanced training set provides a better
weighted positive/negative instances which im-
plies a balanced positive/negative knowledge
representation. As a result of that, we achieve a
better balanced f-score. In (Ng and Cardie,
2002b), they concluded that only the negative
instances in between the anaphor and antecedent
are useful in the resolution. It is same as our
strategy without negative instances from non-
event anaphoric pronouns. However, our study
showed an improvement by adding in negative
instances from non-event anaphoric pronouns as
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recall is significantly improved with a small
trade-off in precision. The difference in results is
statistically significant using t-test at 5% level of
significance. It reinforced our intuition that pre-
ferences between two candidates are contributive
information sources in co-reference resolution.

5 Conclusion and Future Work
The purpose of this paper is to conduct a syste-
matic study of the event pronoun resolution. We
propose a resolution system utilizing a set of flat
positional, lexical and syntactic feature and
structural syntactic feature. The state-of-arts
convolution tree kernel is used to extract indica-
tive structural syntactic knowledge. A twin-
candidates preference learning based approach is
incorporated to reinforce the resolution system
with candidates’ preferences knowledge. Last but
not least, we also proposed a study of the various
incorporations of negative training instances,
specially using random sampling to handle the
imbalanced data. Development data is also used
to select more accurate hyper-plane in SVM for
better determination.

To further our research work, we plan to em-
ploy more semantic information into the system
such as semantic role labels and verb frames.
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Unsupervised Synthesis of Multilingual Wikipedia Articles

Chen Yuncong
The Human Language Technology Center
The Hong Kong University of Science and
Technology
ee_cyxab@stu.ust.hk

Abstract
In this paper, we propose an
unsupervised approach to automatically
synthesize  Wikipedia articles in

multiple languages. Taking an existing
high-quality version of any entry as
content guideline, we extract keywords
from it and use the translated keywords
to query the monolingual web of the
target language. Candidate excerpts or
sentences are selected based on an
iterative  ranking  function  and
eventually synthesized into a complete
article that resembles the reference
version closely. 16 English and Chinese
articles across 5 domains are evaluated
to show that our algorithm is domain-
independent. Both subjective
evaluations by native Chinese readers
and ROUGE-L scores computed with
respect to standard reference articles
demonstrate that synthesized articles
outperform existing Chinese versions or
MT texts in both content richness and
readability. In practice our method can
generate prototype texts for Wikipedia
that facilitate later human authoring.

1 Introduction

Wikipedia has over 260 versions in different
languages, but the great disparity in their scope
and quality is hindering the effective spread of
knowledge. The English version is currently the
dominant one with over 3 million articles while
the Chinese version, for example, has only one
tenth the amount. Most Chinese articles suffer
from content incoherence and lack of details
compared to their English counterparts. Some
of these articles are human-authored translation
of the English version with varying degrees of
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accuracy and completeness, and others are ill-
arranged combinations of excerpts directly
adapted from external sources. The former
takes considerable human effort and the latter
tends to produce fragmented and incomplete
texts. The intuitive solution of machine
translation is also not feasible because it hardly
provides satisfactory readability.

These problems call for a synthesis approach.
In order to present the information conveyed by
an English article in Chinese, instead of
literally translate it, we build a topic-template
expressed by the keywords extracted from the
English article. Machine-translation of these
keywords helps to yield the topic-template in
Chinese. Using the topic-template in Chinese,
we form a pool of candidate excerpts by
retrieving Chinese documents from the Internet.
These online documents are usually human-
authored and have optimal readability and
coherence. Candidate excerpts are further split
into segments as synthesis unit. For segment
selection, we propose an iterative ranking
function that aims to maximize textual
similarity, keywords coverage, and content
coherence, while penalizes information
redundancy.

A feature of our approach is the use of bi-
lingual resources throughout the synthesis
process. We calculate similarity scores of two
texts based on both English and Chinese
versions of them, which forms a more precise
measure than using either version alone.

For the sake of clarity, we will use English and
Chinese as examples of source and target
language respectively when describing the
methodology. Nonetheless, our approach is not
constrained to any specific language pair and
supports both direction of synthesis.

Proceedings of the 23rd International Conference on Computational Linguistics (Coling 2010), pages 197-205,
Beijing, August 2010



2 Related Work

Much work has been done to explore the
multilingualism of Wikipedia. (Adafre et al.
2006) investigated two approaches to identify
similarity between articles in different
languages for automatic generation of parallel
corpus, including a machine-translation based
approach and one using a bilingual lexicon
derived from the hyperlink structure underlying
Wikipedia articles. Both methods rely on pair-
wise comparisons made at the sentential level,
which hardly account for similarity or
coherence in the paragraph scope. Besides it is
not a generative algorithm and thus
inapplicable to our problem where comparable
sentences in Chinese are simply not available.

A generative approach was proposed by
(Sauper and Barzilay, 2009) to create highly-
structured Wikipedia articles (e.g. descriptions
of diseases) composed of information drawn
from the Internet. It uses an automatically-
induced domain-specific template, and the
perceptron algorithm augmented with a global
integer linear programming (ILP) formulation
to optimize both local fit of information into
each section and global coherence across the
entire article. This method works only for
specific domains where articles have obviously
separable sections (e.g. Causes and Symptoms)
and it requires a training corpus for each
domain to induce the template. Moreover, the
synthesis units they use are complete excerpts
rather than individual sentences as in our
approach. Their choice is based on the
assumption that texts on the Internet appear in
complete paragraphs, with structure strictly
adhere to the fixed training templates, which
may be true for specific domains they test on,
but fails to hold for domain-independent
application. Instead, our algorithm aims to
synthesize the article in the sentential level. We
select sentences to fit the source content at run
time, regardless to whether a pre-determined
structural template exists or not. Therefore the
requirement on the structures of source articles
becomes very flexible, enabling our system to
work for arbitrary domain. In a sense, rather
than being a structure-aware approach, our
algorithm performs in a content-aware manner.
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This also makes maintaining coherence
throughout article a lot more challenging.

Works on monolingual extractive text
summarization also lend insights into our
problem. (Goldstein et al.,, 2000) used

sequential sentence selection based on Maximal
Marginal Relevance Multi-Document (MMR-
MD) score to form summarizations for multiple
documents, with the constraint of sentence
count. Since our problem does not have this
constraint, we employ a variant of MMR-MD
and introduced new terms specific to this task.
(Takamura and Okumura, 2009) formulated a
text summarization task as a maximum
coverage problem with knapsack constraint and
proposed a variety of combinatorial
mathematics-based algorithms for solving the
optimization problem.

For multi-lingual summarization, (Evans, 2005)
applied the concept of multi-lingual text
similarity to summarization and improved
readability of English summaries of Arabic text
by replacing machine translated Arabic
sentences with highly similar English sentences
whenever possible.

3  Methodology

Figure 1 describes the high-level algorithm of
our approach. The system takes as input the
English Wikipedia page and outputs an article
in Chinese.

First, the structured English article is extracted
from the Wikipedia page. Due to the relative
independence of contents in different sections
in typical Wikipedia articles (e.g. childhood,
early writings), a separate synthesis task is
performed on each section and all synthesized
sections are eventually combined in the original
order to form the Chinese article.

For each section, keywords are extracted from
the English text using both tf-idf and the graph-
based TextRank algorithm. Named entities,
time indicators, and terms with Wikipedia
hyperlinks are also included. These keywords
express the topics of the current section and are
regarded as the content guideline. We then use
Google Translate and Google Dictionary to



Input:

English version of an entry
Output:

Synthesized Chinese version
Algorithm:

2: For each section:
2.1: Extract keywords.

1: Parse the English Wikipedia page to extract the structured texts.

2.2: Use Chinese translation of keywords to search online Chinese texts.

2.3: Filter retrieved Chinese texts and split them into segments.

2.4: Synthesize the current section using candidate segments.
3: Generate the Chinese Wikipedia page by combining synthesized sections according
to the original structure of English version.

Figure 1. High-level algorithm of the synthesis approach

obtain the Chinese translations of these
keywords and thereby convert the content
guideline into Chinese. The Chinese keywords
are then combined with the translated subject
term and section title to form queries that are
used to retrieve online Chinese documents by
Google search. The returned Chinese
documents are clustered and filtered based on
both their format and content. The remaining
candidate excerpts are further split using the
TextTiling algorithm (Hearst, 1997) into
segments that constitutes the text units for
synthesis. This unit size ensures both semantic
completeness within each unit and flexibility of
combining multiple units into coherent
paragraphs. Segments are chosen according to
scores computed iteratively by a variant of the
MMR-MD scoring function that considers not
only the relevance of an individual segment to
the source section but also its impact on the
provisional synthesized section as a whole.

3.1 Wikipedia Page Preprocessing

The source Wikipedia page is parsed to remove
non-textual page elements (e.g. images, info-
boxes and side-bars). Only texts and headings
are extracted and their structures are maintained
as templates for final integration of synthesized
sections.

3.2 Keyword Extraction

The keyword set K for a section is the union of
6 categories of content-bearing terms.
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K =UK,

K : set of terms with high tf-idf score (top 5%)
K,: set of terms with high TextRank score (top
5%)

K: set of named entities

K ,: set of temporal indicators (e.g. June, 1860)
K s: set of terms with Wikipedia links

K: section title

For K, tf-idf scores are computed by:
. N
tfidf; = \[tf; x log (a_n +1)

where tf; is the term frequency of term i in the
section and df; is the document frequency of
term i in a corpus consists of 2725 high-quality
English Wikipedia articles * , which well
represent the language style of Wikipedia.

For K, , we compute TextRank scores
according to (Mihalcea and Tarau, 2004). It is a
graph-based model where words as vertices
recursively vote for the weights of their linked
neighbors (e.g. words appear in the same
sentence as them) using the formula:

wsW) =
1-d)+d= Zvjem(v

L —ws(v;)

2 zvkeom(vj) Wik

! http://evanjones.ca/software/wikipedia2text.html



Where In(V;) is the set of vertices with forward
links to i, Out(V;) is the set of vertices
receiving links from i, wj; is the weight of edge
between V; and V;. In the case of a word graph,
we simplify this formula by assuming the graph
to be undirected and unweighted. Each pair of
words occurring in the same sentence share an
edge between them and all word vertices have
initial weights of 1.

Unlike tf-idf which considers only word-
specific values and tends to give higher weights
for rare words, TextRank wuses global
information about how a word is used in its
context to induce its importance and has the
advantage of highlighting keywords that are
relatively common but highly relevant. In this
sense, these two measures complement each
other. Named entities are recognized using the
named entity chunker provided by the NLTK
(Natural Language ToolKit) package®.

3.3 Keyword Translation

Keywords are then translated using Google
Dictionary to form Chinese queries. Usually
one English keyword has several translations
and they will be used jointly when forming the
search query.

Google Dictionary often fails to generate
correct transliteration for rare names, so we
augment it with a function of parenthesized
phrase translation. We basically seeks named-
entity strings from online documents that are in
the format of ‘CHINESE (ENGLISH)’ and
extracts the Chinese transliteration from the
pattern using regular expression combined with
a Pinyin (Chinese Romanization)  /English
pronunciation lookup table. Since Chinese
words are not spaced in documents, the
Pinyin/English lookup is helpful to determine
the boundary of the Chinese transliteration
based on the fact that most Chinese
transliterations start with characters pronounced
similar to the initial syllables in corresponding
English names. This function is relatively
simple but works surprisingly well as many

% The package is available at http:/www.nltk.org
% Pinyin information is obtained from Unicode Han
Database at http://www.unicode.org/reports/tr38/
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rare named entities are available in this pattern
on the Web.

3.4 Web Search

Keywords in Chinese alternatively form query
pairs with the Wikipedia subject term. Each
pair is used to retrieve a set of (16 in our
experiments) Chinese documents containing
both words with Google Search. If a keyword
has multiple translations, they are joined by the
string ‘OR’ in the query which is the way to
specify alternatives in Google logic. If a
keyword is a named entity, its English version
is also used as an alternative in order to acquire
documents in which the subject is referred to by
its English name instead of transliterations. For
the subject “Chekhov/#2i7 2K, a keyword with
two transliterations “Taganrog/ H &' #4 /845 T
% K~ and another keyword with two
transliterations “father/$Z 21/ 5> will result
in two query pairs: “Chekhov OR # i1 k&
Taganrog OR B H #'#% OR T %4 and
“Chekhov OR #iK 45 OR &5

3.5 Candidate Filtering

The retrieved excerpts are filtered first by
criteria on format include text length and the
percentage of white-space and non-Chinese
characters.  Pair-wise similarity is then
computed among all the remaining excerpts and
those above a certain threshold are clustered.
Within a cluster only the centroid excerpt with
maximum similarity with the source section
will be selected. This stage typically eliminates
% of the documents that are either not
sufficiently relevant or redundant. The
similarity measure we use is a combination of
both English and Chinese versions of cosine
similarity and Jaccard index.

SIM(a,b) = 0.3 x COSgy(a,b) + 0.3 x COSc(a,b) +
0.2 X ]ACEN(a, b) +0.2 % ]ACCH(H, b)

For Chinese excerpts, English similarity is
computed by first translating them into English
by Google Translate and taking tf-idf as token
weights.  Similar  procedure  works for
computing Chinese similarity for English
excerpts, except that Chinese texts need to be



segmented” first and weights are based on tf
only. These machine translations do not require
grammatical correctness since they are
essentially used as bags of words in both cosine
similarity and Jaccard index. During this stage,
every excerpt acquires bi-lingual versions,
which is important for the extended similarity
measure in the iterative ranking function.

Filtered excerpts are further split into segments
using the TextTiling algorithm. After clustering
the remaining segments form the candidate
units for synthesis of the current section.

3.6 Iterative Scoring Function

Based on the idea that the ‘goodness’ of a
segment should be evaluated both on its
individual relevance to the source and the
overall impact on the synthesized section, we
summarize four factors for scoring a segment:
(2) Intuitively a segment scores higher if it has
higher similarity to the source section; (2) A
segment makes positive contribution to
synthesized section if it introduces some
keywords mentioned in the source; (3) A
segment tends to improve the coherence of
synthesized section if it comes from the same
excerpts as the other segments in synthesized
section; (4) A sentence should be penalized if
its content is redundant with the synthesized
section.

Integrating the four factors above, we propose
that for source text r, the score of the ith
candidate segment s; in the nth iteration is
formulated as:

Qr,n(si) = ws X 5.(s;) + wy X Kr,n(si) +
We X Cn(si) — Wg X Rn(si)

This formula is composed of 4 terms
corresponding to the ‘goodness’ factors: S,.(s;)
for similarity, K, ,,(s;) for keyword coverage,
C,(s;) for coherence, and R, (s;) for
redundancy. The corresponding weights are
tuned in a large number of experiments as to

* The segmentation tool using forward maximum
matching is obtained at
http://technology.chtsai.org/mmseg
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achieve optimal performance. This function is a
variant of the original MMR-MD score tailored
for our application.

S, (s;) is a comprehensive similarity measure of
segment s; to the reference text r.

Sy(s;) = wy X SIM(s;, 1) +w, X SIM(s;,p) +
ws X SIM(e;, 1) + w, X SIM(e;, p)

where p is the parent section of r and e; is the
parent excerpt of s;. Similarities between parent
excerpts are also examined because sometimes
two segments, especially short segments,
despite their textual similarity actually come
from wvery different contexts and exhibit
different focuses. In this case, the latter three
terms will suppress the score between these two
segments  which  would otherwise be
erroneously high and therefore produce a more
precise measure of similarity.

Ky n(s;) measures the contribution of s; in
terms of uncovered keywords.

Kr,n(si) = idf(k)
keUy
k#subject
Urp = Kp — U K;
sj€Dn

where D,, is the winner set in the nth iteration.
K, is the set of keywords in the reference text
and K; is the set of keywords in the selected
segment s;. Uy, ,, represents the set of keywords
in the reference that are not yet been covered
by the provisional synthesized text in the nth
iteration. K, ,(s;) quantifies the keyword
contribution as the sum of idf values of
uncovered keywords. The subject term is
excluded because it as a keyword does not
reflect any topic bias and is therefore not a
good indicator for coverage.

C,(s;) is a term that reflects the coherence and
readability in the synthesized text.

Cn(si) = |{s]|e] = €j, S]' € Dn}l



where e; is the parent excerpt of s; and e; is the
parent excerpt of s;. Segments from the same
excerpts tend to be less redundant and more
coherent. Therefore candidates that share the
same parent excerpts as segments in winner set
are more favorable and rewarded by this term.
This is a major difference from the original
MMR-MD function in which sentences from
different documents are favored. This is
because their formula is targeted for automatic
summarization where more emphasis is put on
diversity rather than coherence.

R,(s;) measures the redundancy of the
synthesized text if s; is included. It is quantified
as the maximum similarity of s; with all
selected segments.

R,(s) = max S(si,s7)
j€Dn

3.7 Segment Selection Algorithm

Figure 2 describes the segment selection
algorithm. Starting with a candidate set and an
empty winner set, we iteratively rank the
candidates by Q and in each iteration the top-
ranked segment is examined. There are two
circumstances a segment would be selected for
the winner set:

(1) if the segment scores sufficiently high

(2) the segment does not score high enough for
an unconditional selection, but as long as it
introduces uncovered keywords, its
contribution to the overall content quality
may still overweigh the compromised
similarity

In the second circumstance however, since we
are only interested in the uncovered keywords,
it may not be necessary for the entire segment
to be included in the synthesized text. Instead,
we only include the sentences in this segment
that contain those keywords. Therefore we
propose two conditions:

e Cqelsegment: CONdition for selecting a segment
Qr,n(stop) > 0.8 Qmax

o Cqrsentence- CONdition for selecting sentences

Qr,n(sstop) > 0.6 * Qmax and Kr,n(sstop) >
0 and S,(Stop) > 0.3 * Spax

Thresholds in both conditions are not static but
dependent on the highest score of all candidates
in order to accommodate diversity in score
range for different texts. Finally if no more
candidates are able to meet the lowered score
threshold, even if they might carry new
keywords, we assume they are not suitable for
synthesis and return the current winner set. This
break condition is formulated as Cpeax:

e Cpreak: condition to finish selection
Qr,n(stop) < 0.6 * Qmax

Input:
S, candidate set in iteration n
r: the reference text
Define:
n: iteration index
Dp: winner set in iteration n

QT,TL(SL‘OZJ) > 08 * Qmax
Qrn(Stop) > 0.6 * Quax
and K, ,(s;0p) > 0
and S, (S¢op) > 0.3 * Spay
Qr,n(stop) < 0.6 * Qmax

Csel-segment:

Csel—sentence .

Cbreak:
Algorithm:
D,< 0, n<0
while S, # ©:
stop < arg maxsiesn Qr,n(si)
if Cbreak:
return D,
else if Csel-segment:
D, < D, + Stop
else if Csel-sentence:
D,, < D, + sentences in s;,, with
the uncovered keywords
sn < sn - Stop
nen+1
Output:
Synthesized text for the reference r

Figure 2. Segment selection algorithm

4 Evaluation
4.1 Experiment Setup

We evaluate our system on 16 Wikipedia
subjects across 5 different domains as listed in
Table 1.
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Category
Person

Subjects

Anton Chekhov
Abu Nuwas

Joseph Haydn

Li Bai

HKUST

IMF

WTO

Woodstock Festival
Invasion of Normandy
Decembrist Revolt
El Nino

Gamma Ray
Stingray

Ceramic Art
Spiderman
Terrorism

Organization

Events

Science

Culture

Table 1. Subjects used for evaluation

The subjects are selected from “the List of
Articles Every Wikipedia Should Have” ®
published by Wikimedia. These subjects are
especially appropriate for our evaluation
because we can (1) use a subset of such articles
that have high quality in both English and
Chinese as standard reference for evaluation; (2)
safely assume Chinese information about these
subjects is widely available on the Internet; (3)
take subjects currently without satisfactory
versions in Chinese as our challenge.

Human Evaluation

We presented the synthesized articles of these
subjects to 5 native Chinese readers who
compare synthesized articles with MT results
and existing Chinese versions on Wikipedia
which range from translated stubs to human-
authored segments. We asked the reviewers to
score them on a 5-point scale in terms of four
quality indicators: structural similarity to the
English version, keyword coverage, fluency,
and conciseness.

Automatic Evaluation

In addition to human evaluation, we also
compare synthesized articles to several high-
quality Chinese Wikipedia articles using
ROUGE-L (C.Y. Lin, 2004). We assume these

*http://meta.wikimedia.org/wiki/List_of_articles_every W
ikipedia_should_have/Version_1.2
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Chinese versions are the goals for our synthesis
system and greater resemblance with these
standard references indicates better synthesis.
ROUGE-L measures the longest common
subsequence (LCS) similarity between two
documents, rather than simply word overlap so
it to some degree reflects fluency.

4.2 Result Analysis
Human Evaluation

Human evaluator feedbacks for articles in
different categories are shown in Table 2.
Machine-translated versions are judged to have
the highest score for structural similarity, but
erroneous grammar and word choices make
their readability so poor even within sentences
and therefore of no practical use.

Generally, articles synthesized by our system
outperform most existing Chinese versions in
terms of both structural and content similarity.
Many existing Chinese versions completely
ignore important sections that appear in English
versions, while our system tries to offer
information with as much fidelity to the
English version as possible and is usually able
to produce information for every section.
Synthesized articles however, tend to be less
fluent and more redundant than human-
authored versions.

Performance varies in different domains.
Synthesis works better for subjects in Person
category, because the biographical structure
provides a specific and fairly unrelated content
in each section, making the synthesis less
redundancy-prone. On the other hand, there is
arbitrariness when organizing articles in Event
and Culture category. This makes it difficult to
find online text organized in the same way as
the English Wikipedia version, therefore
introducing a greater challenge in sentence

selection for each section. Articles in the
Science category wusually include rare
terminologies, and formatted texts like

diagrams and formula, which impede correct
translation and successful extraction of
keywords.



Cat. | Structural Similarity Coverage Fluency Conciseness
Synt. | Orig. MT | Synt. | Orig. | MT | Synt. | Orig. | MT | Synt. | Orig. | MT
Psn. | 2.85 1.49 5 294 | 184 | 451 | 271 | 458 | 083 | 1.74 | 447 | nla
Org. | 1.96 1.22 5 251 | 210 | 446 | 210 | 442 | 1.06 | 0.99 | 453 | n/a
Evt. | 1.37 1.13 5 256 | 1.94 | 440 | 245 | 446 | 081 | 0.80 | 4.40 | n/a
Sci. | 243 1.30 5 268 | 214 | 442 | 253 | 451 | 1.02 | 1.05 | 450 | n/a
Cul. | 1.39 1.35 5 2.2 221 | 454 | 232 | 454 | 094 | 1.34 | 459 | n/a
Avg. | 2.02 1.30 5 258 | 2.05 | 447 | 242 | 450 | 093 | 1.22 | 450 | n/a

Table 2. Result of human evaluation against English source articles (out of 5 points; Synt:
synthesized articles; Orig: the existing human-authored Chinese Wikipedia versions; MT: Chinese

versions generated by Google Translate)

Automatic Evaluation

Using ROUGE-L to measure the quality of
both synthesized and MT articles against
human-authored standard references, we find
synthesized articles generally score higher than
MT versions. The results are shown in Table 3.

Category | Recall Precision F-score
Synt. | MT | Synt. | MT | Synt. | MT
Psn. 0.48 | 0.30 | 0.20 | 0.16 | 0.28 | 0.22
Org. 040 | 0.29 | 0.16 | 0.13 | 0.23 | 0.18
Evt. 0.36 | 0.26 | 0.13 | 0.15 | 0.19 | 0.19
Sci. 031 | 022|014 | 011 0.19 | 0.15
Cul. 0.37 | 027|013 | 012 | 0.24 | 0.17
Avg. 0.38 | 0.27 | 0.15 | 0.13 | 0.23 | 0.18
Table 3. Results of automatic evaluation

against gold Chinese reference articles (Synt:
synthesized articles; MT: Chinese versions
generated by Google Translate)

The synthesized articles, extracted from high
quality human-authored monolingual texts, are
generally better in precision than the MT
articles because there is less erroneous word
choice or grammatical mistakes. Most
synthesized articles also have higher recall than
MT versions because usually a substantial
portion of the high-quality Chinese excerpts,
after being retrieved by search engine, will be
judged by our system as good candidate texts
and included into the synthesized article. This
naturally increases the resemblance of
synthesized articles to standard references, and
thus the F-scores. Note that since our method is
unsupervised, the inclusion of the standard
Chinese articles underscores the precision and
recall of our method.
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5 Conclusion

In this paper, we proposed an unsupervised
approach of synthesizing Wikipedia articles in
multiple languages based on an existing high-
quality version of any entry. By extracting
keywords from the source article and retrieving
relevant texts from the monolingual Web in a
target language, we generate new articles using
an iterative scoring function.

Synthesis results for several subjects across
various domains confirmed that our method is
able to produce satisfactory articles with high
resemblance to the source English article. For
many of the testing subjects that are in ‘stub’
status, our synthesized articles can act as either
replacement or supplement to existing Chinese
versions. For other relatively well-written ones,
our system can help provide content prototypes
for missing sections and missing topics,
bootstrapping later human editing.

A weakness of our system is the insufficient
control over coherence and fluency in
paragraph synthesis within each section, new
methods are being developed to determine the
proper order of chosen segments and optimize
the readability.

We are working to extend our work to a system
that supports conversion between major
languages such as German, French and Spanish.
The employment of mostly statistical methods
in our approach facilitates the extension. We
have also released a downloadable desktop
application and a web application based on this
system to assist Wikipedia users.
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