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Abstract

This paper presents research on Semantic Per-
manence of subtitles that translate audiovisual
content between two different languages (En-
glish and Portuguese). The analysis was made
through the semantic annotation of an audio
transcription and comparison of the resulting
annotation sets with those resulting from the
annotation of the subtitles captured from the
same video. Our findings indicate that frame
semantic cosine similarity between subtitles
and audio of the same video can capture the se-
mantic differences between the original spoken
sentence and the choices made by the translator
to make it possible for the message to fit within
the limitations set by the subtitling industry.

1 Introduction

Subtitling is a mode of audiovisual translation af-
fected by a series of restrictions imposed by the
industry in which it is inserted. Factors such as
spacial/temporal restrictions, and synchrony are
expected to create some sort of variation in the
semantic pole of the translated sentences that are
generated in discourse.

This paper aims to use Frames Semantics (Fill-
more, 1982), implemented as an enriched multi-
lingual FrameNet (Torrent et al., 2022), to analyse
the semantic permanence of subtitles based on the
Primacy of Frame Model (Czulo, 2017). We an-
notate both the transcriptions of the original audio
spoken in English during interview sequences of a
TV Travel Series – Pedro Pelo Mundo – aired in
Brazil by cable TV channel GNT, and their Brazil-
ian Portuguese subtitles. We then calculate the
cosine similarity between the semantic representa-
tion which is the result of the annotation tasks for
both corpora. We also compare our findings with
the ones compiled by Viridiano et al. (2022), which
contrasted semantic representations of image cap-
tions in English and Brazilian Portuguese (original
and the translation from English to Portuguese) be-

tween them, as well as with that of the images they
describe in terms of cosine similarity.

Figure 1: The Ingestion frame

This paper contributes to the computational pro-
cessing of the Portuguese language to the extent
that it presents a methodology for calculating the
impact of subtitling techniques on the semantics
of multimodal data. It also contributes to Frame
Semantics by annotating semantic information in
multimodal corpora based on two different data
sources (audio and subtitles), and analyzing these
annotated data in a qualitative way, considering
different translation strategies used by professional
translators, which also contributes to to the field of
Translation Studies.



2 Frame Semantics and FrameNet

Frame Semantics and, consequently, its implemen-
tation as a FrameNet, is an approach to linguistics
studies that, to some extent, emerged in opposi-
tion to the then current truth-condition based ap-
proaches to meaning (Fillmore, 1985). According
to Fillmore (1982), only knowing a word and its
definition is similar to having a plethora of utensils
at one’s disposal, and not knowing what they are
used for. As the author goes on about the issue, he
affirms that human beings build knowledge from
their experiences with the world around them.

Based on this work, Berkeley FrameNet was
built as a frame-based lexicon to cover the English
language. The database records the following for
each frame in it (see Figure 1):

• Frame Name: The name that identifies the
frame in the database.

• Frame Definition: A short definition of the
frame, aimed at allowing annotators to iden-
tify the main features of the frame in question,
as well as the relations between its elements.

• Frame Elements: A list of elements that con-
stitute a Frame. Frame elements can be core,
or not. For example, in the Ingestion
frame, the core elements are the INGESTIBLE,
the substance that is being consumed, and the
INGESTOR, the entity which is consuming the
INGESTIBLE. Non-core elements would in-
clude, for example, the INSTRUMENT used.

• Lexical Units: A list of categorized words that
evoke the frame in question. For the frame
above, two examples would be the verbs eat
and devour .

• Frame Relations: Since FrameNet is, in its
core, a network of frames, Ingestion,
is connected to other frames such as
Manipulation and Cause_motion by
a series of relations that include inheritance,
using, perspective, subframe, among others.

Other FrameNet project have been created for
different languages around the world, such as Ger-
man (Burchardt et al., 2009), Japanese (Ohara et al.,
2004), and Brazilian Portuguese (Salomao, 2009).
In the last years, research in multimodality has
been a topic of growing interest among researchers
working with FrameNet (Belcavello et al., 2022;

Viridiano et al., 2022; Torrent et al., 2022; Ciroku
et al., 2024). Such is the case of this study, which
compares audio and subtitles in two different lan-
guages for one audiovisual piece.

2.1 The Primacy of Frame Model

As per Czulo (2013), the Primacy of Frame Model
approximates Frame Semantics and Translation.
According to the author, the translator’s job is to
find the maximally comparable frames that must re-
fer to the same scenarios and share core properties
in both languages so they can get to the translation
of a text.

Czulo (2017) gives an example using the frame
for Marriage in different cultures: in some, it
contemplates a legal stable union between people
of different sex. In these cultures, some other frame,
like "Partnership", could be applied for a mar-
riage between people of the same sex, since, in
the context of that society in particular, the stable
legal union between people of the same sex is not
legalized or accepted.

2.2 Semantic Permanence

While discussing the Primacy of Frame Model,
Czulo (2017) claims that the model is based on
the concept that states that when a frame is evoked
by a Lexical Unit in a text, all other frames are
activated by it, and due to the connection between
all frames that form FrameNet, it is possible to see
a variation in the frames evoked when a speaker is
asked to recreate what they just read or heard.

As in the example given by Petruck (1996),
the Commercial_transaction frame is as-
sociated with different frames, all of them fo-
cused on different points of view of it, such as
Commerce_buy, Commerce_sell, or Cost.
All of these frames are available to the speaker
when recreating an experience, and this can lead to
variation in the frames evoked by the sentences.

When this variation (or permanence) occurs in
different languages, it is called Semantic Perma-
nence. This concept is present in the data analysis
of this paper, and it plays a central role in this pa-
per’s discussion.

3 Subtitling

Among other reasons, the object of study in this
paper - subtitling - was chosen for the limitations
imposed by the market to this mode of audiovisual
translation.



According to Cintas and Ramael (2020), subti-
tles are one of the most popular modes of audiovi-
sual translation, and one of its key characteristics
is the fact of being added to a final product. This
attribute of subtitling creates limitations imposed
by the market on the professionals of the area. Ac-
cording to Cintas and Ramael (2007, p.145):

[...]subtitles are limited to two lines, each
allowing for a maximum number of char-
acters that cannot be exceeded, depend-
ing on the time the subtitle remains on
screen[...]. This is why traditional com-
mercial subtitling has developed a style
of its own that has an impact on gram-
mar and register, as well as on the interac-
tional and other oral features of dialogue.

The limitations of subtitling are threefold, and
can be categorized as follows:

• Spatial limitations: A subtitle must not be
longer than two lines, and cannot be bigger
than 1/12 of the screen, this measure is es-
timated to accommodate approximately 42
characters.

• Temporal limitations: subtitles must not stay
on display for longer than six seconds. Fol-
lowing the information above, a subtitle with
two lines of 42 characters, that must stay in
display for no longer than six seconds has a
limitation of about 14 characters per second.
However, evolving conventions on the indus-
try have turn this number to 17 characters per
second, calculating that this makes an average
of 200 words per minute.

• Synchrony: Synchrony is one of the most im-
portant characteristics of subtitling. It dictates
that the subtitles must not speed up or down
any information of the audiovisual piece so as
not to impact the viewer’s perception of the
video.

As a result of the limitations above, it is safe to
affirm that the product of subtitling tends to be a
reduction of the original text present in the audio
of the translated information.

The question of what information must be re-
duced or maintained in a text is determined by the
situation. Depending on the context, translators
may decide to keep some information or reduce
it in some way, and the strategies used to reduce

information may vary from a simplification of the
discourse to complete omission of the information
in question (see also Cintas and Ramael (2020) for
a more detailed discussion on the subject).

4 Materials and methods

As we aim to capture the differences between audio
and subtitles in a multimodal dataset, we worked
with a dataset of 951 comparison sets1 of origi-
nal English audio transcription and Brazilian Por-
tuguese subtitles for the experiment reported on in
this paper.

The comparison sets were extracted from the
Pedro Pelo Mundo corpus2. This corpus comprises
ten episodes of a TV travel series in which the host
travels to different countries and interviews locals.
When the person being interviewed does not speak
Portuguese, English is used, and there are subtitles
to translate the interview into Brazilian Portuguese.

While creating the Pedro Pelo Mundo corpus, all
ten episodes of the documentary series were treated
by the Charon pipeline (Belcavello et al., 2022), in
which the video files pass through a speech-to-text
algorithm in which all the spoken data present in
the video is transcribed, and further revised by hu-
man annotators. Also, a text recognition program
captures the subtitles present on screen. Subtitles
are also revised by human annotators.

The product of this process was two subcorpora
– one for original English audio and one for Brazil-
ian Portuguese subtitles – whose statistics are pre-
sented in Table 1:

En audio Br-Pt subs
Tokens 13,052 9,366
Words 10,916 7,907
Sentences 1,717 1,743
Documents 1 1

Table 1: Subcorpora statistics

Once all text data is captured by the pipeline, all
the data was proofread by native and fluent speak-
ers of the languages present in the subcorpora. Sub-
sequently to these processes, the sentences are an-
notated following the full-text annotation method-

1The term comparison set was chosen because there are
cases where one sentence from the audio is broken into two or
more different subtitles after the corpora were aligned.

2The Pedro Pelo Mundo corpus is also being used in other
researches carried out in FrameNet Brasil at this moment, so
the experiments done here can also cooperate with further
findings on the works previously quoted.



ology devised by FrameNet (Ruppenhofer et al.,
2016).

Figure 2: Annotated sentence in Brazilian Portuguese

Figure 2 presents an example of a fully-
annotated sentence in Brazilian Portuguese. The an-
notation process tags semantic and syntactic prop-
erties of the sentences, which is a fundamental part
of our analysis, as the annotation sets are the main
information that are compared between languages.

Once fully annotated, the subcorpora are ready
to go through an application of a spread activation
technique that calculates similarities based on soft
cosine similarity. The spread activation algorithm
is a program that allows for measuring the differ-
ences or similarities in frames evoked by two or
more different sentences. Viridiano et al. (2022)
use the same method to make comparisons between
sentences, and elucidate how the process works:

The SA algorithm models an itera-
tive energy propagation process from
one or more nodes to other nodes
in a graph in three stages: (i) pre-
adjustment, (ii)spreading, and (iii) post-
adjustment[...]. Before the spreading
stage, the energy value for each node
was calculated during the pre-adjustment
stage. Energy decay was calculated for
the value of the node so that this value is
within the [0,1] interval. The calculated
value was then output to the neighbor-
ing nodes. Post-adjustment was not used,
since the FN graph is acyclic and the FN
hierarchies do not comprise many levels.
(Viridiano et al., 2022, p.111)

This method assigns higher scores of cosine sim-
ilarity to more similar annotation sets, and lower

scores to less similar annotation sets, based on the
distance which the algorithm had to go through to
get from a frame (in the original text) to another
frame (in the translated text).

As an example, consider the sentence pair in
(1a) and (1b). Although (1b) is a translation of (1a),
the frames evoked in the two sentences are not
exactly the same. The words crisis.n and crise.n,
in English and Portuguese, respectively, evoke the
Catastrophe frame, which is the main one for
both sentences. However, the fact that big.a evokes
the Size frame in the English original does not
find a correspondence in the translation.

(1) a. There was a big crisis on Denmark in the
time.

b. A Dinamarca estava em crise naquela
época.

The variation between the sentences can be de-
picted by means of a graph showing the relations
between the frames evoked and as well as other
frames in the network (Figure 3).

Figure 3: Graph representing the frames evoked by the
sentences in (1a-1b)

5 Quantitative Data Analysis

As previously mentioned, the experiment reported
here gathered 951 comparison sets that are a re-
sult of the alignment of the corpora. We separated
the data collected into two groups: original, and
translation. The first method of analysis of cor-
pora chosen for this paper was the Student’s t-test,
since it is able to compare datasets with two distinct
origins (Lopes et al., 2015).

5.1 Student’s t-test
We conducted two separated tests: the first one
took into consideration all the data, including sen-
tences from the audio which were erased during the



translation, while the second one only took into ac-
count the sentences that had received a translation
in the subtitles. This separation in two tests aims
to analyze if there was semantic information in the
sentences erased in the translation. The results are
presented on Figures 4 and 5.

Figure 4: Student’s t-test result for all sentences

Figure 5: Student’s t-test result comprising only the
sentences that have subtitles

For the first comparison set (Figure 4), the cosine
similarity score is 0.43, and the standard deviation
rate is 0.32. For the second comparison set (Figure
5), the cosine similarity rose to 0.46 and the stan-
dard deviation rate fell to 0.31. Beyond that, other
information must be taken into account here. The t-
test statistics was (892) = 2665 and p-value = 0.007.
It is possible to affirm, by analyzing the data ob-
tained by the Student’s t-test, that the sentences that
were not subtitled had semantic information, and
thus, the absence of this information in the compar-
ison set featuring all of the sentences resulted in
lower semantic similarity, indicating less semantic
permanence between original and subtitle.

5.2 Comparison with Previous Research

Viridiano et al. (2022) conducted a study compar-
ing the frame-based annotation of images and de-
scriptions in the Flickr30k (Young et al., 2014)
dataset and its extensions: Multi30k (Elliot et al.,
2016) and Flickr30k Entities (Plummer et al.,
2015).

The authors analyze the difference between (i)

frames evoked by static images and descriptions of
those images in English, (ii) the original English
descriptions and their translations to Brazilian Por-
tuguese, and (iii) the original English descriptions
for the images and original Brazilian Portuguese de-
scriptions produced for the same images Viridiano
et al. (2022).

The results found by Viridiano et al. (2022) show
a cosine similarity of 0.51 by comparing the orig-
inal English descriptions to their respective trans-
lations in Brazilian Portuguese. When the com-
parison took into account the original descriptions
produced for a given image in both languages, the
cosine similarity between semantic annotations was
0.33. Finally, while comparing the original descrip-
tions in English with the frames evoked by the
image annotation, the cosine similarity received a
score of 0,43. This result is similar with the score
found in this research for the comparison between
the annotated corpus based on all the sentences
(translated, or not) and the subtitle corpus.

A possible framing of these results points to the
conclusion that the frame permanence of subtitles
is similar to that of intermodal translation. In other
words, the cosine similarity found taking into con-
sideration the whole set of audio sentences and
the subtitles is similar to the one found between
the frame annotation of images (visual mode) and
the descriptions (verbal language mode) accom-
panying them in contrast to the translation of the
descriptions and the frames evoked by the images
themselves.

6 Qualitative Data Analysis

After the corpora were created, annotated, ana-
lyzed, and compared for cosine similarity, it was
possible to further improve our analysis in a quali-
tative approach. For this section of the paper, we
focus on emblematic cases which help translate
cosine similarity values into real data examples.

6.1 Full Semantic Similarity

The first case is that of complete semantic similarity
between original and translation. In the compari-
son dataset, there were a total of 60 cases of full
semantic similarity. These cases are representative
of translations in which there is a convergence of
the frames evoked by both original – e.g. (2a) –
and translation – e.g. (2b).



(2) a. How many records do you have here?

b. Quantos discos você tem aqui?

In both sentences, the frames evoked were
Records, by the Lexical Units (LUs) records.n
and discos.n, Possession by the LUs ter.v and
have.v, and Relative_relation by the LUs
here.adv and aqui.adv.

As it is possible to observe here, any divergences
or alterations that may be present as an outcome of
the translation between languages, or from the au-
dio to the subtitle, do not affect the frames evoked
by both sentences. The translation respects the Pri-
macy of Frame Model, by maintaining the same
frames evoked in both sentences.

6.2 Null Semantic Similarity
At the opposite end of our spectrum, we have cases
where the cosine similarity between the semantic
annotations of sentences is 0,00. These cases rep-
resent 217 cases of our total of 951 comparison
sets. It was possible to further divide those cases
into three different subcases: (i) total divergence of
evoked frames (38 cases); (ii) sentences erased by
the translator (54 cases); and (iii) sentences that do
not evoke frames (125 cases).

6.2.1 Lack of Shared or Related Frames
This is the case in which one of the sentences spo-
ken by a participant of the show has been translated
as two different lines of subtitles that had no shared
or related frames, as seen in (3a-3b).

(3) a. That’s a good point, so I will have the
whale.

b. Tem razão. Vou querer uma então.3

The frame-evoking LUs in the English sentence
are: good.a, evoking the Desirability frame;
point.n, evoking the Topic frame; have.v, evoking
the Ingestion frame, and whale.n, evoking the
Ingredients frame.

On the other hand, the sentences in Brazilian
Portuguese comprise fewer LUs and, consequently,
fewer frames, due to the subtitling strategy used in
this case. The LUs that evoke frames are razão.n,
evoking the Reason frame, and querer.v, evoking
the Desiring frame.

The decisions made by the translator have altered
the sentences in a way that no frame convergence

3You have reason So will have one (literal translation of
the sentence in Brazilian Portuguese)

can be found between them, therefore leading to a
score of 0 for this example.

6.2.2 Sentences that do not Evoke Frames
This is the case where a sentence does not evoke a
frame in one or both languages. For this case, we
chose an example of sentence that does not evoke
frames for any of the languages.

(4) a. You have to taste first, and then smell it.
Okay.
Allright.

b. Coma antes de cheirar4.
Está bem.
Vamos lá.

For the example (4a), the second and third sen-
tences do not evoke any frames, since they have a
more pragmatic function in the fragment.5 There-
fore, it is impossible to have a convergence of
frames for the comparison set.

6.2.3 Sentences Erased by the Translator
In this case, the translator chose not to include
some sentence in the subtitles as a strategy to cope
with time and space limitations.

(5) a. That’s bad?
No, it’s delicious.
Delicious? Okay.
You’re pretty sure that
It’s kind of like how they named Iceland.

b. É ruim?
Não, é delicioso.
Delicioso? Está bem.

É parecido com o jeito que nomearam a
Islândia6.

In this fragment - (5a) -, comprised by two ques-
tions made by the interviewer and the respective
answers given by the interviewee, the fourth sen-
tence does not have a correspondent translation in
(5b). Therefore, the similarity found in this case is
0.

4Eat before you smell it (literal translation of the sentence
in Brazilian Portuguese)

5The current implementations of FrameNet do not cover
pragmatic phenomena extensively. For a discussion see Czulo
et al. (2020).

6It is kind of like how they named Iceland (literal transla-
tion of the sentence in Brazilian Portuguese)



6.3 Average Semantic Similarity
The comparison sets showing average semantic
similarity correspond to a total of 324 pairs, whose
cosine similarity scores ranged from 0.41 to 0.69.

A qualitative analysis of those sets allows us
to find all the strategies compiled by Cintas and
Ramael (2020) which indicates choices translators
have to make to overcome time and space limita-
tions imposed to subtitling. In some of the cases,
depending on the context, the translator used up
to two strategies at the same time. For this paper,
we chose three different cases of average cosine
semantic similarity as examples.

6.3.1 Omission and Generalization of
Enumerations

In (6a-6b), it is possible to see the use of two strate-
gies by the translator when a sentence has too much
information to be accommodated in the subtitles,
given the limitations imposed by the industry.

(6) a. They are really peaceful until you try
to make a road through their elf city, or
build a house.

b. Eles são pacíficos até você tentar con-
struir algo em suas terras 7.

The linguistic choices made by the translator in
their strategy were the omission of the intensifier re-
ally.adv and the generalization of enumerations, by
replacing “make a road” and “build a house” with
“construir algo” (’to build something’) . These
choices made a substantial difference in the frames
evoked in both sentences.

The English sentence evokes the following
frames: Degree, Personality_traits,
Time_vector, Attempt, Roadways,
Traverssing, Locale_by_use,
Building, Buildings. In Brazilian
Portuguese, the frames evoked by the
sentence are: Personality_traits,
Attempt, Building, Entity and
Political_locales.

Although the choices made by the translator rep-
resent a substantial difference between the sen-
tences, it is possible to see a concern in using
frames that are close to each other. Since FrameNet
frames are interrelated (Figure 6), it is possible
to use the network structure to compare the two

7They are peaceful until you try to build something in
their land (literal translation of the sentence in Brazilian Por-
tuguese)

sentences, showing that their differences are not
enough to give a score of 0 to the comparison set.

Figure 6: Graph representing the frames evoked by the
sentences in (6a-6b)

6.3.2 Simplification and Alteration at the
Sentence Level

In (7a–7b) we have an example of a sentence pair
in which the translator used two of the strategies
compiled by Cintas and Ramael (2020): the sim-
plification of the sentence and the alteration at the
sentence level.

(7) a. We have, in our mind, always to help the
people.

b. Nossa cultura sempre foi muito
solidária8.

The first aspect of this translation that can be
highlighted is the alteration of “We have in our
mind” to “Nossa cultura (Our culture)”. Also, the
verb phrase "to help the people" was substituted by
the simpler noun phrase structure "muito solidária
(very solidary)". In this context, the interviewer
asks the interviewee a series of questions about
Myanmar’s opening to the world. The main in-
formation is on how the people reacts to tourists
coming to the country.

In the Frame Semantics pole of our anal-
ysis, we can see that the frames in English
are Possession, Body_parts, Frequency,
Assistance and People. In the subti-
tle, the frames are Fields, Frequency and

8Our culture was always very solidary (literal translation
of the sentence in Brazilian Portuguese)



Attributes. These changes in the frames
evoked by the translated sentence were enough to
give the comparison set a total score of 0.5.

6.3.3 Simplification of Verb Tenses
In the excerpt in (8a–8b), it is possible to see yet
another strategy a translator can use while creat-
ing subtitles for audiovisual translation (Cintas and
Ramael, 2020): the use of simpler verb tenses.

(8) a. What would you say is the best thing
about Singapore?

b. O que há de melhor em Singapura?9

The original sentence evokes the frames
Statement, Desirability, and Entity.
However, the translated text evokes another set of
frames: Existence and Desirability. This
is a consequence of the simplification of the condi-
tional structure to an existential one in the present
tense.

Even though the difference in semantics and syn-
tax is considerable, it is not able to give a score of
0 to the comparison sets, assigning a score of 0.5 to
it, given the existence of relations between frames.

7 Discussion

As per the examples analyzed in the previous sec-
tion, it is possible to find the semantic differences
in the translation caused by the strategies listed by
Cintas and Ramael (2020), which were used by
translators in response to the limitations imposed
to subtitling by the industry. Such limitations im-
pact the frame semantic cosine similarity between
the original sentence and the translation. The use
of the frame-based cosine similarity score allows
for keeping track of and classifying the different
impacts of translators’ choices mathematically.

The proposed metric allows for the comparison
between original audio and subtitle translation even
when the frames evoked by each sentence are com-
pletely different. This is so because the implemen-
tation of the metric relies on a spreading activa-
tion technique on the FrameNet network of frames.
Therefore, we believe that this research contributes
to the Primacy of Frame Model as postulated by
Czulo (2017), by providing a means to measure the
notion of Maximal Comparability.

It was also possible to show, based on the data
analyzed in this paper, that the differences between

9What is best in Singapore?(literal translation of the sen-
tence in Brazilian Portuguese)

the original and the translation are not caused only
by the systemic differences between languages, but
also by the strategies used by the translator during
the adaptations needed to respect the spatial and
temporal limitations imposed by the industry onto
subtitling.

8 Conclusion

This paper presents a metric for analysing the max-
imal comparability between source and translated
texts (Czulo, 2017) based on Frame Semantics (Fill-
more, 1982).

The application of this metric to a corpus featur-
ing original English audio and Brazilian Portuguese
subtitles showed that subtitles are closer to an in-
termodal translation (Viridiano et al., 2022) than to
a translation of a written text to a different written
text in another language, not just by the difference
caused due to the adaptation from spoken speech
to written text, but also because of the adaptations
necessary to reach the standards created by the in-
dustry (Cintas and Ramael, 2007) not to undermine
the understanding of the original.

The technique chosen for the metric, namely
spread activation, was able to capture the differ-
ences in the semantic pole of the data, leading to
relevant conclusions on subtitling as a modality of
audiovisual translation, allowing for an analysis on
the comparison level of both, corpora and sentence
with results comparable to previous research on the
area (Viridiano et al., 2022).
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