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Abstract

With the rising popularity of LLMs in the pub-
lic sphere, they have become more and more
attractive as a tool for doing one’s own research
without having to rely on search engines or spe-
cialized knowledge of a scientific field. But
using LLMs as a source for factual information
can lead one to fall prey to misinformation or
hallucinations dreamed up by the model. In
this paper we examine the gpt-4 LLM by sim-
ulating a large number of potential research
queries and evaluate how many of the gener-
ated references are factually correct as well as
existent.

1 Introduction

One of the main functions of the system of mass
media, according to Niklas Luhmann, consists in
constituting a sort of short-term memory for soci-
ety by providing and processing information about
the world (Luhmann, 1995). To fulfill this function
and to perpetuate its own existence, the mass media
constantly generates and communicates informa-
tion. However, the truth of this information is not
the most important factor, even when it comes to
news. Truth is only relevant insofar as it empha-
sizes the sensational value of any given message
and averts the risk of being accused of deception
(Luhmann, 1995).

But this is in contrast to how we use news in
our everyday lives where we rely on them for their
accuracy.

With the advent of LLMs in the larger public
sphere (Yang et al., 2023; Thirunavukarasu et al.,
2023; Baidoo-Anu and Ansah, 2023; Dwivedi et al.,
2023) , this tension between the individual’s desire
for factually correct information and the mass me-
dia’s preference for mere communication grows
more pronounced. When ordinary users utilize
LLMs as more advanced internet search engines
to answer questions that are not easily answered

by sites like Wikipedia, they expect a truthful re-
sponse. But the model’s primary function lies in
communication. It might be dissatisfying for users
when an LLM hallucinates instead of providing
correct answers to a query, but this is not an error
on a technical level. A technical error would mean
a complete failure to communicate (i.e. a blank out-
put or an incomprehensible non-sequitur). To coun-
teract this discrepancy, filters and fact-checking
processes have been implemented, but these are
additional mechanisms added on top of the base
model to steer the result in the desired direction.
The issue of communication being valued more
highly than truth still remains. While this might
not be a problem on a larger systemic level, it is
an issue when individuals expect information to be
factual. This is why we need to examine the quan-
titative and qualitative nature of false information
produced by LLMs.

Hypothesis
Our hypothesis is that LLMs are more focused on

facilitating communication than factual accuracy.
This means that we expect the model to generate
relevant-sounding answers in significantly more
cases than it generates answers that are actually
supported by the facts.

2 Related Work

Despite recent developments in artificial intelli-
gence and the emergence of different LLMs such
as PaLM (Chowdhery et al., 2023), OpenAI’s Chat-
GPT (OpenAI, 2022), and GPT-4 (OpenAI, 2023),
Google’s Bard (Manyika, 2023), Meta’s LLaMa
(Touvron et al., 2023) all of the established LLMs
are infamous for hallucinations (Dziri et al., 2022;
Ji et al., 2023) . This fact prompted research to ex-
amine the ways of how we can facilitate the “made
up” nature of some of the outputs of the models.
As well as overall analysis of whether the LLMs
can be trusted. Workshops such as Workshop on
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Large Language Models’ Interpretability and Trust-
worthiness (Saha et al., 2023) or TrustNLP: Work-
shop on Trustworthy Natural Language Processing
(Ovalle et al., 2023) nudge the scientific community
to investigate explainability and trustworthiness of
different predictive models and LLMs.

Most of the research on the trustworthiness of
the LLMs is either based on surveys and analysis
of different requirements (such as fairness, explain-
ability, accountability, reliability to name a few)
that can be used to asses the output of a model in
general (Kaur et al., 2022; Liu et al., 2023) or in spe-
cific fields, for instance in Healthcare (Ahmad et al.,
2023). Other studies cover general guidelines for
establishing a trustworthy model (Litschko et al.,
2023) or provide an overview of methods available
to detect the fairness of the output of the model
based on their toxicity, bias and value-alignment
(Huang et al., 2023).

Though there are several studies that are focused
on investigating how factually correct the output of
the models is (Zhao et al., 2023; Min et al., 2023),
the usual methods of testing factual correctness is
to check the facts present in the output. Only very
few researchers studied the references that were
provided by a model for the generated output, i.e.
checked the validity of the source that the output
was based on (Shi et al., 2023).

This positional paper is designed to make it more
apparent if we should trust the output of the LLMs
just because they provide us with official looking
sources.

3 Methodology

To test our hypothesis that Large Language Mod-
els are in their nature trained to be a conversa-
tional partner first and a "fact provider" second,
we have conducted a series of experiments that
were designed to examine how much LLMs can
be trusted as a source of information. For the first
part of the experiment we automatically generated
scientific questions from different branches. Over-
all, 985 questions were generated for 231 scien-
tific branches. The most questions were generated
for the fields of Medicine (40), Computer Science
(38), Environmental Science (37), Earth Science
(35), Physics (35), Mathematics (35) and Chem-
istry (34).

The generated questions were then used as a
query for the gpt-4 LLM with a task of further gen-
erating a corresponding concise explanation which

was to be based on real scientific references (in
form of a list of links). For example, the query
“How do children acquire syntactic knowledge in
their native language?” received the explanation
“Children acquire syntactic knowledge in their na-
tive language through a combination of innate abil-
ities and environmental input <. . . >” and a list of
4 links to different scientific journals. The query
“How can we model complex systems with math-
ematics?” received the explanation “Complex sys-
tems can be modeled mathematically using various
approaches, depending on the nature of the sys-
tem and the phenomena being studied. Here are
some of the common mathematical frameworks
and methods used to model complex systems <...>”
based on 10 different links.

Previous research has shown that mapping back
to the original documents or providing sources to
the generated texts can potentially invoke a feeling
of trust from a user towards a model (Bohnet et al.,
2022). Therefore the generated references were
investigated for their relevance. In order to do that,
we counted how many of the generated references
actually exist at the moment of the experiment, and
how many of the links provided the information
that was relevant to the question.

The workflow of the experiment is given in Fig-
ure 1.

Figure 1: Automated Workflow for testing the hypothe-
sis

LangChain (Harrison, 2022) was used for gener-
ating both questions and explanations.

Though our experiments resemble the study per-
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formed by Shi et al., 2023, our approach focuses
more on generating specific questions within the
scientific domain to simulate the workflow and the
research process of a human.

4 Evaluation

To further investigate whether our hypothesis holds
we have conducted a quantitative (statistical) anal-
ysis of the results.

Overall, for 985 different questions we generated
985 explanations with 4434 references (with an
average of 5 references per explanation).

Out of the 4434 references 2967 links led to
pages that did not exist anymore at the time the
experiments were conducted (middle of December
2023). One of the reasons could be that the sub-
mitted paper that existed at the time the LLM was
trained, was retracted, deleted or moved to another
website (so-called illusions (Shi et al., 2023)). An-
other reason could be that the link was hallucinated
by the model and did not exist in the first place.

Out of the 1467 references that led to real ex-
isting scientific sources 1376 were relevant to the
question. Table 1 gives a short overview of the
findings.

We also examined the scientific branches that
suffered most from the sources that were not fully
available. Out of 40 questions and explanations for
the field of Medicine, 37 had missing references.
37 out of 37 explanations for questions from the
field of Environmental Science had incomplete ref-
erences. 2 out of 2 questions and explanations from
the area of Zymology had referenced non-existing
sources. In general, only approximately 25% of ex-
planations were covered by the references that were
marked as existing at the moment of the experiment.
After the relevance check 88% of explanations had
not only verifiable but also related sources.

5 Discussion

Our findings show that a large number of the gen-
erated sources are relevant to the question that was
asked, but do not exist. This is either because the
model hallucinated these citations or because its
data was outdated, thus providing a dead link.

It is not entirely clear if this supports our hypoth-
esis. If the citations are indeed real, but have been
deleted or retracted since the model was trained,
this finding may only be a reflection of the model’s
outdated training data. But if the model did in-
deed hallucinate these sources, this finding would

support our hypothesis that the model puts greater
value on communication and providing answers
that are superficially satisfactory than on factually
correct information.

However, many of the generated sources were
irrelevant to the query. These were generated by
the model to fulfill the demand for sources in the
query, but the sources provided were selected with
little regard for relevancy. This supports our hy-
pothesis that the model puts greater emphasis on
communicating successfully than on responding to
the query correctly.

6 Limitations

A limitation of this paper is that we only tested the
gpt-4 LLM. Our findings might only be relevant
to models similar to this one, but not for models
that are very different from it or those that have a
greater focus on factual accuracy.

We were also not able to clearly differentiate
between sources that did not exist anymore because
they were removed or retracted and those that were
hallucinated entirely.

7 Ethical Considerations

As far as ethical considerations go, our findings
illustrate that only in 88% of cases the cited sources
were relevant as well as existent. This suggests that
LLMs are not primarily concerned with providing
accurate and up-to-date information. Individual
users that seek to use LLMs as a tool for an in-depth
net search that search engines can’t provide should
be very cautious to double check the information
they receive.

8 Future work

We strongly believe that further investigation into
the phenomenon of illusions, hallucinations and
unrelated sources is needed. Understanding why
the model outputs references that are not indeed
relevant to the generated answers as well as a way
of identifying types of illusions and hallucinations
is crucial for building reliable, personalized and
trustworthy LLMs.
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Sources Does not Exists Exists
Exist irrelevant relevant

4434 2967 91 1376

Table 1: Overall number of sources given as references
to the generated explanation and their distribution based
on relevance
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