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Abstract

In order to enhance the security of society, there
is rising interest in artificial intelligence (AI) to
help detect and classify in advanced violence
in daily life. The field of violence detection has
introduced various datasets, yet context-based
violence detection predominantly focuses on
vision data, with a notable lack of NLP datasets.
To overcome this, this paper presents the first
Korean dialogue dataset for classifying vio-
lence that occurs in online settings: the Ko-
rean Crime Dialogue Dataset (KCDD). KCDD
contains 22,249 dialogues created by crowd
workers assuming offline scenarios. It has
four criminal classes that meet international
legal standards and one clean class (Serious
Threats, Extortion or Blackmail, Harassment in
the Workplace, Other Harassment, and Clean
Dialogue). Plus, we propose a strong base-
line for the proposed dataset, Relationship-
Aware BERT. The model shows that under-
standing varying relationships among interlocu-
tors improves the performance of crime dia-
logue classification. We hope that the pro-
posed dataset will be used to detect cases of
violence and aid people in danger. The KCDD
dataset and corresponding baseline implemen-
tations can be found at the following link:
https://sites.google.com/view/kcdd.

1 Introduction

In the pursuit of bolstering societal security, an
increasingly prominent focus has emerged on har-
nessing the potential of artificial intelligence (AI)
for the identification and categorization of sophis-
ticated forms of aggression in everyday scenarios
(Blanes i Vidal and Kirchmaier, 2017). In partic-
ular, AI is effective in discovering and preventing
various forms of harm, as it can automate violence
detection, allowing for early-stage awareness and
prompt action (Aremu et al., 2022). However, these

*These authors contributed equally to this work.
†Corresponding Author.

Figure 1: An example from the KCDD dataset. Our
dataset was created by crowd workers, featuring conver-
sational scenarios that could occur offline. The example
data meets the criteria of the Serious Threat class ac-
cording to the International Classification of Crime for
Statistical Purposes (ICCS).

techniques require high-quality datasets, which are
currently in short supply.

Currently, there are three main branches of appli-
cation of violence detection, including surveillance
of potential threats in offline situation (Moham-
madi et al., 2016; Kamijo et al., 2000; Gao et al.,
2016; Kooij et al., 2016; Datta et al., 2002), auto-
matic prevention of harmful media (Vasconcelos
and Lippman, 1997; Nam et al., 1998; Dai et al.,
2015; Martinez et al., 2019; Singh et al., 2019;
Martinez et al., 2020), and monitoring of language
toxicity (Blodgett et al., 2020; Nangia et al., 2020;
Wallace et al., 2019) to prevent its use in online
forums or Large Language Models (LLM) (Brown
et al., 2020; OpenAI, 2023; Narang and Chowdh-
ery, 2022; Kim et al., 2021) generation. However,
currently, the publicly available datasets are con-
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Dataset Lang. # Inst. Data Source Criteria Context Toxicity Labels
TCCC (AI, 2018) Eng 310,387 Wikipedia comments regional No Hate speech, Offensive
Implicit Hate (ElSherief et al., 2021) Eng 22,584 Twitter regional No Hate speech, Biased
BEEP! (Moon et al., 2020) Kor 9,341 News comments regional No Hate speech, Biased

HateScore, Unsmile (Kang et al., 2022) Kor 31,195
News,
online community comments

regional No Hate speech, Profanity

APEACH (Yang et al., 2022) Kor 3,770 Human-written regional No Offensive
KoSBI (Lee et al., 2023) Kor 34,214 LM-generated regional Yes Biased, Other
KCDD (Ours) Kor 22,249 Human-written global Yes Offensive, Biased, other

Table 1: Comparison of NLP toxicity datasets

centrated on vision datasets, and the publicly avail-
able NLP datasets rarely contain contextualized
conversations, especially in offline settings. There-
fore, there is a need for publicly available datasets
for context-based violence detection.

We present the Korean Crime Dialogue
Dataset(KCDD) to enhance violence detection.
KCDD was manuscript by crowd workers, assum-
ing potential real-world offline contexts. Figure 1
shows an example. The dataset includes 22,249
conversational scenarios of four classes of threat-
ening situations that comply with the International
Classification of Crime for Statistical Purposes
(ICCS) (Bisogno et al., 2015) and one class of
general conversations, enabling the detection of
violence in dialogue situations. To ensure data col-
lection and review is based on strict quality control,
we provide a protocol for data gathering and control
guarantees for generative datasets, which requires
detailed data analysis and collaboration with legal
experts. Moreover, we release Relationship-aware
BERT, a robust baseline model for our dataset,
which presents a methodology to enhance perfor-
mance by comprehending the characteristics of con-
versations. Our main contributions are summarized
as follows :

• We present KCDD, an NLP dataset that can be
utilized in context-based violence detection.
This dataset can complement areas not cov-
ered in the existing violence detection datasets
and be used for international statistics as it ad-
heres to the ICCS international standards. It
consists of 22k conversations categorized into
five classes.

• Rather than a simple annotation process, we
propose a protocol for generating data named
Legal Expert Collaborative Data Building
Process. This protocol elaborates on the col-
lection and legal-expert review of data.

• We also present the Relationship-Aware

BERT. It is a speaker type-reflective model,
which not only improves the performance
on KCDD but also aids in understanding
conversation-based data.

2 Related Work

This study bridges two categories of datasets: vio-
lence detection datasets and dialogue comprehen-
sion datasets. It is necessary to understand both
aspects of these datasets because the primary ob-
jective of our dataset is to comprehend and detect
violence in conversations. In this paper, violence
encompasses a range of phenomena including acts
of physical violence and expressions of hate.

2.1 Violence Detection Dataset
There are previous datasets designed to detect and
prevent real-world violence, automatically detect
harmfulness in media content, and predict toxicity
in language usage. While there are image datasets
and technologies for detecting anomalies like abuse
in surveillance videos using CCTV data (Sultani
et al., 2018; Boekhoudt et al., 2021). Addition-
ally, for detecting harmful content, including those
that annotate harmful situations or biases in im-
age datasets or movie scripts (Edstedt et al., 2022;
Singh et al., 2022). However, no publicly released
language-based datasets exist for similar purposes.
Also, existing datasets for detecting harmful media
have not been annotated at the conversational level,
reflecting the context.

Other NLP violence detection datasets are
mostly publicly available to measure text toxicity
in language usage (AI, 2018; ElSherief et al., 2021;
Moon et al., 2020; Kang et al., 2022; Yang et al.,
2022; Bourgeade et al., 2023; Lee et al., 2023).
Table 1 summarizes NLP datasets related to vio-
lence detection. As shown in Table 1, existing
datasets related to violence or hate speech often
overlook the context. They tend to focus on iden-
tifying expressions of hate in isolated lines of text
rather than in a conversational setting. Additionally,
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Figure 2: Diagram of the Legal Expert Collaborative Data Building Process for KCDD.

these datasets follow regional criteria and primarily
concentrate on toxic situations occurring in online
environments. This observation underscores the
need for datasets that encompass a broader range
of scenarios, including offline contexts and global
perspectives. Therefore, we introduce KCDD, a
dataset that meets these criteria. Our dataset is man-
ually curated by crowd workers and legal expert,
adheres to international standards, and incorporates
conversational contexts, filling a significant gap in
current data resources.

2.2 Dialogue Comprehension Dataset

Dialogue comprehension encompasses tasks such
as reading comprehension, classification, and sum-
marization of conversation content. Due to the
distinct characteristics of conversational text com-
pared to general text, specialized datasets for per-
forming such conversation-based tasks have been
released (Sun et al., 2019; Cui et al., 2020; Zhao
et al., 2022; Chen et al., 2021). As shown in these
datasets, dialogue data has structural and content
differences from general text, requiring consider-
ation of speaker turns, discourse structure, com-
mon sense, and colloquial language. Therefore,
additional dialogue datasets are needed, especially
for PLMs, which are primarily trained on formal
written text and may not understand colloquial lan-
guage well. Our dataset was created in response to
the need for dialogue datasets, particularly in the
context of toxicity classification, and the lack of
dialogue-based datasets reflecting discourse struc-
ture or conversational context in Korean.

3 The KCDD Dataset

In this section, we describe the data construction
protocol named Legal Expert Collaborative Data
Building Process. The entire process can be seen
in Figure 2. Furthermore, we examine the statistics,
and characteristics of the constructed data.

3.1 Legal Expert Collaborative Data Building
Process

3.1.1 Critieria Estabilishment

Firstly, we define data classification criteria follow-
ing ICCS, the international criteria published by the
United Nations Office on Drugs and Crime (UN-
ODC) to obtain international consistency of crime
statistics. KCDD’s crime-related classes adhere to
the ICCS, and along with one general conversation
class, comprise a total of five classes. The specific
crime class definitions are as follows:

• Serious Threats with the ICCS code 020121
is when a person threatens someone with the
intention of inflicting death or serious harm.

• Extortion or Blackmail with the ICCS code
02051 signifies acts that demand certain be-
havior through a written or verbal threat. Here,
certain behavior should involve, at a mini-
mum, deprivation of property or money and
provision of services or benefits.

• Harassment in the Workplace with the ICCS
code of 020811 means harassment by a col-
league, supervisor, or other co-workers in a
work environment or related to employment.

• Other Harassment with the ICCS code of
020819 means harassment, not in a work en-
vironment and unrelated to employment. The
dataset includes a variety of harassment cases,
containing physical or verbal violence, bully-
ing, belittling of looks, personal offense, abuse
of power by a customer, etc.

Among several categories of ICCS, we collected
data that narrowed down to four crime categories
that are relatively probable in daily life and deemed
necessary for prevention, in consultation with legal
experts.
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3.1.2 Annotation Guidelines

As it is not a simple tagging task, but rather a com-
plex task that requires crowd workers to create text
scenarios themselves, careful efforts were made
to make detailed guidelines. We provided crowd
workers with class names and instructed them to
write fictional conversational scenarios that could
occur in offline situations, corresponding to those
classes. First, We explained five class definitions
that fit the ICCS criteria. For each class, more than
10 specific example situations and two example
dialogues in the same format as the ones crowd
workers have to write were given to help workers
understand. Provided example elaborates to clarify
some of the more confusing points of data creation
in line with the legal standard. Appendix A gives
examples of guideline for crowd workers.

3.1.3 Crowd Sourcing

We crowdsourced for the creation of our dataset,
where crowd workers developed scenarios for five
conversation types. Each type had an equal num-
ber of conversations written. To better manage

First
round

Second
round

# of workers
participated

50 55

Total submitted
dialogues by workers

9,749 12,500

Average # of dialogues
by one worker

194.98 227.27

Max # of dialogues
written by one worker

500 600

Table 2: Statics for crowdsourcing KCDD dataset.

Figure 3: Demographic Composition of the Crowd
Workers.

this process, the data collection through crowd-
sourcing was conducted in two stages. The first
stage involved university students, while the sec-
ond stage was outsourced to corporations special-
izing in crowdsourcing. Table 2 presents statistics
on crowdsourcing and figure 3 shows the demo-
graphic composition of the crowd workers. The
first round targeted university students, resulting in
a higher representation of individuals in their twen-
ties, while the second round recruited a broader
age range of workers. In both rounds, there were
more male than female participants. Efforts were
made to balance the gender ratio of crowd workers;
however, some imbalance was inevitable due to the
recruitment of participants who were fully aware
and consented to the context of producing violent
conversations. Crowd workers were compensated
1, 000 KRW, approximately equal to 1 US dollar,
for creating each dialogue data. Additionally, to
ensure the psychological safety of workers creat-
ing the violent conversation dataset, we limited the
number of dialogues that could be created daily
to 30 and established a process for psychological
counseling in association with schools. The process
of establishing the guidelines and crowd-sourcing
the data, including the first and second rounds, took
about six months.

3.1.4 Data Balancing
Quantitative Balance : To balance the number of
data across all classes, we instructed crowd workers
to submit an even number of entries for each class
from the onset. For instance, if a crowd worker
created 100 pieces of data, they created 20 exam-
ples for each of class. After all data was submit-
ted, it underwent a review process by legal experts
as outlined in §Section 3.1.5, involving data re-
view, re-annotation, and removal of irrelevant data.
The resulting data statistics, as shown in the Table
3, demonstrate that the data was collected almost
equally across all classes.
Qualitative Balance : We asked crowd work-
ers to write at least 10% of adversarial data, that
intentionally contains words frequently appearing
in other classes. This is to prevent certain words
from appearing too frequently in only a few classes.
For example, “kill” in the Serious Threats class,
property-related words in the Extortion or Black-
mail class, and words denoting the workplace in
the Harassment in the Workplace class appeared
particularly often. In this case, the model may over-
fit certain words when performing the classification
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Class # of dialogue
Serious Threats 4,024
Extortion or Blackmail 4,219
Harassment in the Workplace 4,562
Other Harassment 4,566
Clean Dialogue 4,878
Total 22,249
Percentage of Std per class 1.34

Table 3: Class distribution of the dataset.

# of utterance 178,991
# of words 1,307,678
Min turns per dialogue 3
Max turns per dialogue 32
Avg turns per dialogue 8
Avg words per utterance 7,3

Table 4: Statics for the entire dataset.

task rather than the context itself. Therefore, we
deliberately put dialogues like "you are killing it!"
in Clean Dialogue so that the word "kill" can be
distributed to other classes besides Serious Threats
class. The generated adversarial data to prevent
this is shown in Appendix E.

3.1.5 Legal Experts Agreement
After creation of data by crowd-socured workers,
the legal team exmanied every created samples.
Four legal team members reviewed each class-
annotated conversation written by the crowd work-
ers to examine if the data needed to be re-annotated,
modified, or deleted. During this process, they
decided final label by majority vote. Also, they
removed data that could cause bias or personal
information infringement based on the law. This
process aimed to generate data aligned to the ICCS
code and proactively review ethical issues that may
arise in crowdsourcing.

3.1.6 Speaker Type Annotation
Following the completion of dialogue data creation
and review, we annotated the speaker type with the
goal of better reflecting the characteristics of the
dialogues in our dataset. This process, conducted
by the authors, involved tagging speakers as per-
petrator, victim, or normal person, based on the
predominance of violent situations in the dialogues.
This was the final step in the data collection pro-
cess, taking a total of one year, and as a result, our
dataset now includes both conversation level and
speaker type annotations.

# of speakers who start dialogue
Perpetrator Victim Normal person

17,057 1,731 3,461
# of speakers who close dialogue

Perpetrator Victim Normal person
12,297 6,237 3,715

Table 5: The number of speakers who start and close
the dialogue

Class # of dialogue
(interlocutors >2)

Serious Threats 534
Extortion or Blackmail 409
Harassment in the Workplace 656
Other Harassment 832
Clean Dialogue 510

Table 6: The number of dialogues where the number of
interlocutors is greater than two.

Class P&V P P&V&N
Serious Threats 3,687 147 102
Extortion or Blackmail 3,967 32 42
Harassment in the Workplace 3,909 273 174
Other Harassment 3.637 479 109
Clean Dialogue 448 73 20

Table 7: The number of dialogues with relationship
combinations; P is for the perpetrator, V is for the victim,
and N is for the normal person.

3.2 Dataset Analysis

3.2.1 Statistics
KCDD is a dataset containing dialogues that belong
to one of five classes: Serious Threats, Extortion
or Blackmail, Harassment in the Workplace, Other
Harassment and Clean Dialogue. The dataset con-
sists of a total of 22,249 dialogues and train/dev/test
data is split into 17,799/2,225/2,225. The distribu-
tion of data by class can be seen in Table 3. Ad-
ditionally, the statistics for the entire dataset are
shown in Table 4.

3.2.2 Analysis of Relationships between
Speakers in Dialogues

Our dataset contains conversations about criminal
situations. Therefore, the dialogue features char-
acters such as the perpetrator, the victim, or a nor-
mal person. Moreover, the relationship between
these characters significantly influences the over-
all context of the conversation. For instance, the
perpetrator leads the dialogue by uttering threats
or harassing, so that the conversation openers and
closers mostly come from perpetrators as described
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Figure 4: Relationship-Aware BERT for KCDD.

in table 5. Each class shows slightly different types
of speakers, along with the relationships between
them. In Table 6, there are more participants in the
Harassment in the Workplace class and Other Ha-
rassment class than others. Additionally, in these
classes, a more diverse combination of relation-
ships appears compared to other classes. In other
words, among the participants in the conversation,
the combinations of perpetrator, victim, and nor-
mal person are more varied. (Table 7). This is
because circumstances revolving around the work-
place, school, or conversations between friends
include more people and a greater probability of
having a normal person who is not directly related.

3.2.3 Analysis of Dialogue Structure

The dialogues within our dataset are meticulously
crafted to have well-structured plots, as described
by (Egan, 1978). Each dialogue has a central inci-
dent corresponds to the designated class label. For
instance, in the Extortion or Blackmail category,
the narrative starts with the perpetrator intimidat-
ing the victim, followed by the victim’s response,
culminating in the act of extortion and the victim’s
subsequent loss. This well-structured plot distinctly
sets KCDD apart from traditional conversational
datasets and those aimed at detecting toxicity with-
out defined context, commonly found in the NLP
community. The dialogues in KCDD are character-
ized by their clearly articulated story arcs, revolv-
ing around pivotal incidents in each conversation.
Further elaboration on this distinction is available
in Appendix C.

4 Relationship-Aware BERT for KCDD

We propose the strong baseline for KCDD to clas-
sify dialogues according to the crime situation. We
consider this task not simply text classification but
a dialogue comprehension task that requires under-
standing context. Therefore, we exploit methods
for models to learn the characteristics of the dia-
logue format.

To this end, we introduce Relationship-Aware
BERT, a multi-task Transformer model (Radford
et al., 2018) that is jointly trained for crime dia-
logue classification, as well as classifying types of
interlocutors. We used KLUE-BERT (Park et al.,
2021b) a model that was further pretrained in Ko-
rean using BERT as a backbone. Figure 4 shows
the proposed model. We use two types of spe-
cial tokens to learn two tasks jointly: [CLS ] to-
ken of BERT (Devlin et al., 2018) for classifying
crime dialogue situation, and predefined special
[S PEAKER] token for classifying the type of in-
terlocutors (perpetrator, victim, normal person).

Consider the entire dialogue data D =

{d0, d1, . . . , dt} where t represents the total num-
ber of dialogue, and each dialogue data d =
{u0, u1, . . . , un} comprises individual utterances u.
For constructing the input of the proposed model,
[CLS ] token and [S EP] token are appended at
the beginning and end of each dialogue d re-
spectively. The special token [S PEAKER] is
prepended to each utterance to identify the type
of speaker for each utterance. Therefore, the input
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of Relationship-Aware BERT is as follows:

x ={[CLS ], [S PEAKER], u0, [S PEAKER],

u1, . . . , [S PEAKER], un, [S EP]}

The number of [SPEAKER] tokens is equal to the
number of utterances. To distinguish the speaker
type, each [S PEAKER] token goes through ran-
domly initialized a multi-layer perceptron (MLP)
layer. Next, followed by a softmax function
(Goodfellow and Courville, 2016), the probabil-
ity of a speaker type (perpetrator, victim, normal)
i ŝpp,

i ŝpv,
i ŝpn ∈ R is predicted for each utterance.

To classify the crime situation, the [CLS ] token
is sequentially passed through the MLP layer and
softmax function. Finally, the probability of five
classes (Serious Threat, Extortion or Blackmail,
Harassment in the Workplace, Other Harassment,
Clean Dialogue) ŷS , ŷE , ŷH , ŷO, ŷC ∈ R is predicted
for a dialogue.

For loss of classifying the type of speaker, we
employ cross-entropy loss between the predicted
probability i ŝp and the ground truth isp according
to each [S PEAKER] token. Adding all the values
of the loss on each [S PEAKER] token, the final ℓ
in a dialogue is obtained.

ℓrelationship = −
∑

i

isp log i ŝp (1)

Similarly, the loss for crime situation classification
is obtained by taking the cross-entropy loss be-
tween the predicted probability ŷ and ground truth
y on [CLS ] token in the data.

ℓcrime = −
∑

y log ŷ (2)

Finally, the multi-task loss is composed as Equation
3. λ is a hyper-parameter, controlling the ratio of
two losses.

L = ℓcrime + λ · ℓrelationship (3)

Basically, λwas set to 1 so that both losses could be
appropriately reflected. The effect of λ is described
in Appendix ??.

Exploiting multi-task learning, performance is
improved for both tasks. This is because the classi-
fication tasks exchange signals with each other to
comprehend the whole context of a dialogue during
model training.

5 Experiments

Considering the characteristics of KCDD, we ex-
plored several methodologies to properly reflect the
conversational context in classifying crime situa-
tions. Therefore, we compared the proposed model,
Relationship-Aware BERT, with other methods.

5.1 Baselines
We compre the proposed method to five linear clas-
sification models and one multi-task classification
model.

• LSTM : Applying a multi-layer long short-
term memory RNN (Luan and Lin, 2019;
Hochreiter and Schmidhuber, 1997) to an in-
put sequence with bag-of-words vocab.

• Dialogue TF-IDF+SVM : A dialogue-level
multi-class linear Support Vector Machine
(Hearst et al., 1998) with vectorized Tf-IDF
bag-of-words.

• KLUE-BERT : KLUE BERT base is a pre-
trained BERT Model on Korean Language.
The developers of KLUE BERT base devel-
oped the model in the context of the develop-
ment of the Korean Language Understanding
Evaluation (KLUE) Benchmark (Park et al.,
2021a). Inputs are composed of sequentially
concatenated all the utterances in a dialogue.

• KLUE -BERT with Speaker embedding : A
fine-tuned KLUE-BERT model with speaker
embeddings, exploiting proposed method (Gu
et al., 2020). When the speaker changed in
a dialogue text, the model distinguishes the
speaker’s turn by 0 and 1 with speaker embed-
dings added to model input sequences. This
model, unlike the one we propose, reflects
only turn changing between speakers.

• KLUE-BERT with supervised attention :
A fine-tuned KLUE-BERT model trained by
supervising the model’s attention values, uti-
lizing proposed method (Stacey et al., 2022).
The methodology described involves enhanc-
ing classification performance by supervising
the attention values of tokens defined as impor-
tant during the training of the model. We su-
pervised the model for higher attention value
on the perpetrator’s utterance.

• AT-BMC : A joint classification and rationale
extraction model proposed by Li et al. (2022).
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Crime Classification Model (Single Task)

Method Metric
ACC F1

LSTM 63.6 64.0
Dialogue TF-IDF 79.6 79.6
KLUE-BERT 84.3 82.1
KLUE-BERT w/SE 86.3 86.2
KLUE-BERT w/SMA 86.5 86.8

Multi-task Learning Model

Method Metric
ACC F1 Token F1

AT-BMC 79.7 79.7 74.6
Ours 88.0 88.0 74.6

Table 8: Results of Crime Classification Model (Single
Task) and Multi-task Learning Model. In multi-task
learning, accuracy and macro f1 score are adapted for
the crime classification task, and speaker type classifica-
tion of speaker type task is measured as token f1.

It can yield accurate predictions and provide
closely-related extractive rationales as poten-
tial reasons for predictions. In this experiment,
the model is jointly trained to classify criminal
situations and extract utterances of perpetra-
tors as the rationale. We also adapted the same
pretrained model.

5.2 Experiment Settings
Metrics We measure accuracy and the macro f1-
score to compare the crime dialogue classification
performances of different models. For the speaker
type classification task, we measure the token f1
score. For fair comparision, we evalute all models
in four different seeds and reported averaged result.

Hyper-parameters We used PyTorch (Paszke
et al., 2019) for the model implementation. We set
the AdamW optimizer (Kingma and Ba, 2014) as
the optimizer, 32 as the train batch size, 5e-5 as the
learning rate, and 256 as the max sequence length.
The GPU used for training is a single NVIDIA
RTX A5000 24G.

Results Table 8 shows the performance of
Relationship-Aware BERT and other baseline mod-
els. Relationship-Aware BERT scored the best in
the crime dialogue classification task. The result
represents that understanding relationships among
interlocutors helps detecting and classifying crim-
inal situations. Comparing among models only
leant crime classification, adding speaker embed-
ding improves the model performance compared
to the vanilla KLUE-BERT model. Also, super-
vising the model to get a higher attention value

Method
Crime Speaker type

classification classification
Acc F1 Token F1

(a) grouping
utterances by
the speaker

86.8 86.8 84.3

(b) each
utterance

88.0 88.0 74.3

Table 9: Comparison of two input methods.

on the perpetrator’s utterance contributes better to
improving performance than simply distinguishing
the speaker. AT-BMC can solve two tasks simulta-
neously but has decreased performance. For crime
classification, it seems that detecting the perpetra-
tor’s utterance on just a token is not very useful.
In contrast, Relationship-Aware BERT, which clas-
sifies the speaker’s type, has the highest score. It
represents identifying speaker type based on an
utterance helps to increase performance on crime
classification.

6 Discussion

Influence of Input Format for Learning Speaker
Relationships We experimented with various
input formats to find the most efficient way to pre-
dict the relationship between speakers. We com-
pared two methods: (a) grouping utterances by the
speaker and adding [S PEAKER] tokens in front of
the group so that tokens appear equal to the num-
ber of speakers. (b) adding [S PEAKER] in front
of each utterance. Appendix F gives examples of
the input (a) and (b) and the results of the crime
classification task. Table 9 shows a higher score
with method (b). When utterances are grouped by
the speaker as method (a), the story structure in
dialogue is broken, resulting in performance degra-
dation. However, since utterance is concatenated
for each speaker, the speaker type classification
becomes easier, and speaker classification perfor-
mance is improved. In summary, since the entire
context is considered during the multi-task learn-
ing, method (b) seems to have been learned more
effectively. Thus, the Relationship-Aware BERT
ultimately reported its performance using method
(b).

Analysis of LLM’s Violence Detection Ability on
Contextual Data We experimented with having
LLM classify whether a conversation in our dataset
is violent or not. Then, we sample 50 dialogues that
LLM misclassified and analyzed them. 50 sample
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Figure 5: Examples of Prompts for LLM’s Violence
Detection Ability Experiment. The part in bold is the
template for the prompt, the part highlighted in green is
the respective input, and the output is either yes or no.

Figure 6: Pie chart of violence detection at the utter-
ance level for a dialogue labeled as violence class but
classified as non-violent (left) and a Clean Dialogue but
classified as violent (right).

dialogues consists of 40 dialogues labeled as crime
class but LLM classified as non-violent and 10 dia-
logues labeled as a Clean Dialogue class but clas-
sified as violent. The analysis involved assessing
violence detection utterance level using OpenAI’s
GPT-3.5-turbo1. We construct prompts accord-
ingly using the Entailment-oriented Instruction ap-
proach mentioned in the (Lou et al., 2023; Yin et al.,
2019). The prompts used to guide LLM in clas-
sifying violence are presented in Figure 5. Also,

1https://platform.openai.com/docs/models/
gpt-3-5

as shown in Figure 6, the distribution of violent
utterances in both dialogues, which are violence
label and Clean Dialogue class, was similar. These
findings imply that while the LLM excels at detect-
ing overt harm within individual utterances (Dixon
et al., 2018; Gehman et al., 2020; Zhang et al.,
2022; Li et al., 2023; Hartvigsen et al., 2022), but
it demonstrates limitations in capturing harm that
is context-dependent. We hope future research will
address violence classification considering factors
like the relationship between participants, offline
violence, and situation-based violence.

7 Conclusion

In this paper, we introduced the Korean Crime
Dialogue Dataset (KCDD), comprising 22,249 di-
alogues adhering to the International Classifica-
tion of Crime for Statistical Purposes (ICCS). We
also developed the Legal Expert Collaborative
Data Building Process for crowd-sourced data cre-
ation, ensuring quality through expert collabora-
tion. Moreover, we proposed the Relationship-
Aware BERT, demonstrating superior performance
on KCDD dataset. We hope that our dataset can be
utilized for various context-based violence detec-
tion studies.

8 Limitations

International Criteria-based Classification of Vi-
olence This dataset is built to classify crimes in
the real world according to the International Clas-
sification of Crime for Statistical Purposes (ICCS)
code. However, it does not encompass all types
of crimes that exist in practice. Legal experts we
collaborated with selected the five most frequent
classes in real life. While the current dataset is
limited to these classes, we believe there is poten-
tial for expansion using methodologies involving
Large Language Models (LLMs). Utilizing LLMs
to augment the dataset with examples from other
classification codes presents an exciting area of
exploration. Therefore, we consider researching
methodologies to expand beyond the current lim-
ited classes as an intriguing future research topic.
We hope future research and datasets will extend
to cases that follow other ICCS codes, potentially
leveraging LLM capabilities for this expansion.

User Diversity The collected dataset was created
by Korean worker and written in Korean, so it has
the limitation of potentially reflecting the social cul-
ture of Korea more prominently. However, since it
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was built based on the definition of ICCS codes, we
anticipate it can be similarly expanded in diverse
countries.

Annotation Complexity The ambiguity in the
data was partially addressed through the Legal
Experts Agreement process. Specifically, cases
that either encapsulate all four predefined violence
classes or contain violent elements outside these
classes were generally excluded. However, it’s
important to note that instances might still be in-
cluded if there is a consensus among the major-
ity by legal experts. Consequently, this approach
may introduce limitations in interpretation, varying
depending on individual legal expert perspectives.
This highlights the inherent complexity in annotat-
ing data that straddles multiple violence classes or
ambiguous situations.

9 Ethics

Managing the Potential Violence in the Dataset
Our legal team rigorously reviewed all datasets to
identify and rectify any biases. The dataset has
been constructed using hypothetical scenarios, en-
suring there is no risk of compromising anonymity
or leaking personal information. However, it’s pos-
sible that some discriminatory language remains
undiscovered; we are committed to continuously
updating and refining our dataset to eliminate such
content upon its detection. Note that, due to the
inclusion of violent scenarios in the dataset, its
use is strictly limited to research purposes related
to violence detection and is strictly prohibited for
any other application. The KCDD is available for
non-commercial use under the custom license CC-
BY-NC 4.0.2

Managing the Psychological Safety of Crowd
Workers We collected our dataset through crowd-
sourcing, which involved crowd workers creating
the dataset directly, including writing scenarios
involving violent situations. Recognizing the po-
tential psychological stress this could cause, we
implemented safety measures to manage it. Firstly,
we limited the submission to a maximum of 30
dialogues per day to prevent excessive psychologi-
cal stress. Since our research was conducted by a
university research team, we established a process
in conjunction with the university’s psychologi-
cal counseling center to provide support for crowd

2https://creativecommons.org/licenses/by-nc/4.
0/

workers in case of any issues. Lastly, we ensured
that only those who had received a thorough ex-
planation of the dataset creation and consented to
participate were engaged, and we allowed crowd
workers to discontinue their participation at any
time if they chose to do so. By implementing these
measures, we aimed to safeguard the psychological
well-being of the crowd workers. We hope that
such safety protocols will be considered in future
research involving violent situations.
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A Example of Guidelines

Figure 7: An example of guideline for the Extortion and
Blackmail class.

Figure 7 represents a guideline for the Extortion
and Blackmail class that was offered to crowd work-
ers. The guideline includes representative cases and
examples of criminal situations according to the
class. Also, we provide conditions for data creation.
Referring to various examples in the guidelines,
crowd workers created virtual criminal situation
dialogue data.

B Crowdsourcing Statistics and Data
Annotating Tools UI/UX

Figure 8 gives screenshot of the data annotation
tool given to crowd workers. The first round of
crowd workers were university students, and the
second round was outsourced to a crowdsourcing
company so that individuals of all genders and
ages could complete the data. We selected crowd-
sourcing company3 with convenient UI/UX data
annotation tools, because it is a crucial factor af-
fecting data quality.

3https://metworks.co.kr/home/main/

Figure 8: UI/UX of Data Authoring Tools

The process of creating data using this annota-
tion tool by crowd workers is as follows. 1) Check-
ing class name of the data. 2) Writing dialogue
data according to the class, assuming a criminal sit-
uation or a clean conversation. The data is created
in accordance with the format (i.e. A: utterance 1,
B: utterance 2, A: utterance 3. . . ), assigning differ-
ent alphabets to each speaker. 3) After finishing
writing a dialogue, workers checked the number of
sentences, so that the data was not too short or too
long. 4) Through the spelling checker, it was possi-
ble to correct the spelling error. 5) When data was
submitted, it was automatically changed to excel
format so that it could be provided to the examinee.

C Comparison with Dialogue Data and
Online Toxic Data

KCDD has a face-to-face dialogic structure and se-
mantically contains a toxic situation that may occur
in an offline situation. To demonstrate these char-
acteristics, we compare our dataset with Korean
dialogue data and online toxic data. For compari-
son, we choose a free conversation voice dataset4

published by AI Hub and Korean Unsmile dataset.5

A free conversation voice dataset published by AI
Hub consists of conversations between two speak-
ers given a topic. The dataset also gives text tran-
scription of spoken dialogue, which we used for
this comparison. The Korean Unsmile dataset pub-
lished by Smile-Gate is built to detect toxicity in
online interactions consisting of ten toxic classes
and one clean class.

Table 9 shows samples of each dataset. The Ko-
rean Unsmile dataset has a format of online com-
ments (i.e. vowels only), and contains verbal abuse

4https://aihub.or.kr/aihubdata/data/view.do?
currMenu=115&topMenu=100&aihubDataSe=realm&
dataSetSn=109

5https://github.com/smilegate-ai/korean_
unsmile_dataset
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Figure 9: The comparison with a free dialogue dataset,
Unsmile dataset, and KCDD.

which correspond to Other Harassment class of
ICCS. A free dialogue dataset has a dialogic struc-
ture that would be in a face-to-face situation and
includes general dialogue content. An example of
KCDD corresponding to Other Harassment class
has the same structure of free dialogue data which
is in form of dialogue. However, the content con-
tains the toxicity of bullying same as Unsmile data.

Figure 10 visually shows the BERT embeddings
of three datasets. After fine-tuning the KLUE-
BERT model on KCDD dataset, 768-dimensionnal
embedding vector were reduced to 2-dimension
with t-SNE for visualization. We took the [CLS]
token embedding of last layer as the representative
embedding value of data. Since the model trained

Figure 10: Visualization of BERT embedding of three
datasets, blue for KCDD, red for a free speech dialogue,
green for unsmile dataset. Because we fine-tuned BERT
model on KCDD, the embedding of KCDD are well di-
vided to five classes. For the KCDD embedding, Clean
Dialogueis at the top, then Other Harassment, Extortion
or Blackmail, Serious Threats, Harassment in the Work-
place in a counterclockwise direction.

with our dataset, embedding vectors of our datset
are well classified for the five classes. In addition,
free conversation data is located close to the Clean
Dialogue in a vector space and the Unsmile data
is located close to Other Harassment class. This
represents that semantically the Unsmile data is
close to Other Harassment and free conversation is
closer to Clean Dialogue. On the other hand, data
on Serious Threats, Extortion or Blackmail, and
Harassment in the Workplace is located relatively
distant from the two other data in a vector space,
because they contain toxicity in offline situations,
which is not covered in previous online toxic data
or dialogue data.

D Analyzing the results of generating
adversarial data

Figure 11: Normalized variance of the top 20 most
frequent words in each class
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In order to reduce the number of words that ap-
pear frequently in a particular class, we constructed
a candidate set of key words for each class and gen-
erated adversarial data from crowd workers. As a
result, we constructed a candidate set of the top 20
most frequent words for each class (the sum of 37
words), and confirmed that the mean of the vari-
ance was below 300. Therefore, we could confirm
that there were no words that appeared exception-
ally frequently in a particular class. The results can
be seen in Figue 11.

E Example of Adversarial Data

Figure 12: The Examples of Adversarial data for the
Extortion and Blackmail class. They include words
that appear frequently in Extortion and Blackmail class
(highlighted in red).

To prevent model to overfit on certain words
which frequently appeared in a certain class, we
also collected adversarial data as described in §
Section 3.1.4. Figure 12 shows examples of ad-
versarial data for Extortion or Blackmail class. To
prevent overfitting words related to money, mone-
tary, and private property, that frequently appear in
Extortion and Blackmail class, we collected data
including the keyword related to money, monetary,

and private property, but belonging to other classes.
Through this process, we ensured that word ex-
pressions could be well distributed across several
classes.

F Example of [SPEAKER] Token Input
Style

Figure 13: Examples of the Realationship-Aware BERT
with input style. A methods of (a) grouping utterances
by the speaker and adding [SPEAKER] tokens in front
of the group, so that tokens appear equal to the num-
ber of speakers. And (b) adding [SPEAKER] to each
utterance. We made example in English for helping to
understad the example.

Figure 13 is an example of the different input
styles.

G Legal Expert Group that We
Collaborated with

We worked with law school professors and students
to establish data guidelines and conduct data qual-
ity checks. We will be able to release more details
on this once it is accepted.
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H Dataset Card

1. Motivation

(a) For what purpose was the dataset cre-
ated?
This dataset was built with the purpose
of creating a high-quality dataset for cre-
ating models that can perform context-
based violence detection and classifica-
tion tasks. Previously, datasets for vio-
lence detection in real world or harmful
media classification were mostly focused
on vision data, and NLP datasets for vio-
lence detection did not consider context.
Therefore, this dataset was built to fill
this gap. In addition, the dataset was
built in accordance with ICCS legal stan-
dards to be widely used through global
criteria.

(b) Who created the dataset and on behalf
of which entity?
The dataset design, guidelines, crowd-
sourcing management, and data quality
checks were conducted by the authors of
this paper and a team of legal experts,
including law school professors and stu-
dents. This was done to ensure that ethi-
cal issues were taken into account as the
dataset deals with violent situations and
to ensure that the dataset was aligned
with the ICCS standards. Our data is
human-written created by crowd work-
ers. The first round of crowd workers
were university students, and the second
round was outsourced to a crowdsourc-
ing company to ensure that the data was
compiled by individuals of different gen-
ders and ages.

(c) Who funded the creation of the
dataset?
During the first and second rounds
and the entire crowdsourcing process,
crowd workers were paid $23 million
for data production. This work was
supported by Institute of Information &
communications Technology Planning &
Evaluation (IITP) grant funded by the
Korea government(MSIT) (No.2022-0-
00621,Development of artificial intelli-
gence technology that provides dialog-
based multi-modal explainability).

2. Composition

(a) What do the instances that comprise
the dataset represent?
Our dataset consists of text in the form
of conversations. Each conversation unit
is annotated as belonging to the follow-
ing classes: Serious Threats, Extortion
or Blackmail, Harassment in the Work-
place, Clean Dialogue. Each utterance
in each conversation is also annotated as
to whether the speaker is the perpetrator,
the victim, or a normal person.

(b) How many instances are there in to-
tal?
It contains a total of 22,249 conversa-
tions.

(c) Does the dataset contain all possible in-
stances or is it a sample (not necessar-
ily random) of instances from a larger
set?
Our dataset consists of four classes of
violent conversations, which are part of
the ICCS taxonomy. These four classes
were selected by a team of legal experts
as they are most likely to be encountered
in the neighborhood and are expected to
be of high utility. There is room for ex-
tension to conversations that fall under
other crime classifications.

(d) What data does each instance consist
of? “Raw” data or features?
The KCDD dataset is a human-written
senario dataset created by crowd work-
ers.

(e) Is there a label or target associated
with each instance?
Annotations were made according to the
international standardized crime classifi-
cation system called ICCS.

(f) Is any information missing from indi-
vidual instances?
No.

(g) Are relationships between individual
instances made explicit?
No.

(h) Are there recommended data splits?
Our dataset is split into
17,799/2,255/2,225 for train/dev/test.
We categorized them for model training,
validation, and evaluation.
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(i) Are there any errors, sources of noise,
or redundancies in the dataset?
All data was created by crowdsourced
workers and then reviewed to ensure
it met the right standards and was re-
annotated, corrected, or removed to
avoid ethical issues. The datasets we’ve
released have been reviewed. However,
it may contain some unidentified errors,
labels may need to be corrected, or con-
versation text may need to be revised. If
any are found, we will take immediate
action.

(j) Is the dataset self-contained, or does
it link to or otherwise rely on external
resources?
KCDD is a self-contained dataset that
contains no external links.

(k) Does the dataset contain data that
might be considered confidential?
Our dataset is a fictitious creation by
crowd workers of conversational texts
that fit the labeling of violent situations,
so it does not contain any real-world per-
sonal information.

(l) Does the dataset contain data that, if
viewed directly, might be offensive, in-
sulting, threatening, or might other-
wise cause anxiety?
Our dataset is for violence detection and
includes toxicity. It contains offensive
content that appears in the context of a
conversation between two or more speak-
ers. Therefore, we prohibit misuse of
this dataset and release it with a general
prohibition on the use of the dataset for
malicious purposes other than research.
We also release it under the CC-BY-NC
4.0 license to prevent it from being mali-
ciously edited for other purposes.

(m) Does the dataset identify any subpopu-
lations?
In our conversational text, each speaker
is represented by an anonymized alpha-
bet from A to D, but the context of the
conversation allows us to infer subgroups
such as gender and age. The workplace
harassment class includes harassment
that occurs in workplace relationships, so
we estimate higher and lower age ranges
for different job titles. The Other ha-

rassment class contains school bullying
situations, so in this case the age can be
inferred from the context to be teenagers.

(n) Is it possible to identify individuals, ei-
ther directly or indirectly ?
Our dataset is created as a fictionalized
scenario and does not specify or iden-
tify any individual or group. However,
some celebrity case conversations have
been adapted and redacted in a legal ex-
pert agreement process where specificity
to a particular individual or group is a
concern.

(o) Does the dataset contain data that
might be considered sensitive in any
way?
Our dataset is intended to facilitate re-
search on context-based categorization
of violence, bias, and toxicity, so we con-
sider violent conversations, criminal con-
texts, and harassment contexts to include
socially discriminatory statements. Be-
cause we recognize this risk, our collab-
orative review process with legal experts
included modifications to avoid includ-
ing too much bias against specific social
groups. For example, we worked to flip
datasets where foreign workers were of-
ten characterized as perpetrators of vio-
lence and Koreans as victims.

3. Collection Process

(a) How was the data associated with each
instance acquired?
1) When conversations are created: Our
dataset is generative, meaning that it was
created by the crowd workers themselves.
We provided them with class descriptions
and example conversation data as guide-
lines, and asked them to create conversa-
tions that could fall into each class. 2)
Speaker type annotation: When annotat-
ing perpetrator, victim, and normal per-
son by utterance, we showed the entire
dialog context to the crowd workers and
asked them to annotate the speaker type
of each of the speakers A to D.

(b) What mechanisms or procedures were
used to collect the data?
We presented a protocol for human-
created datasets and quality control
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through the Legal Expert Collaborative
Data Building Process. We collaborated
with legal experts to provide criteria and
guidelines, and the dataset was manually
built by crowd workers. The data was
then reviewed through a process of data
balancing and legal expert agreement.
Later, we also checked the speaker type
through speaker type annotation. The UI
and UX screens used for crowdsourcing
can be found in appendix B. More details
about the data collection process can be
found in the main text of the paper in
Section 3.1 Legal Expert Collaborative
Data Building Process.

(c) If the dataset is a sample from a larger
set, what was the sampling strategy?
N/A. Our dataset was created by crowd
workers manually, not imported as part
of a raw dataset.

(d) Who was involved in the data collec-
tion process and how were they com-
pensated?
The data was compiled by the authors
of this paper and a team of legal ex-
perts. They are a team of law school
professors and students. Crowdsourc-
ing was divided into two rounds, with
university students creating the data in
the first round, and crowdsourcing com-
panies collecting the data in the sec-
ond round. Crowd workers were paid
1, 000 KRW to create one piece of con-
versation data. The authors personally
attempted to write dialogues prior to
crowdsourcing and found that it took
approximately 5 minutes to compose
one dialogue. Taking this into account,
crowd workers could produce about 12
dialogues per hour, which means they
could earn roughly 12,000 KRW per
hour. Considering that the hourly mini-
mum wage in South Korea in 2023 was
9,620 KRW, this payment was set at a
level higher than the minimum wage.

(e) Over what timeframe was the data col-
lected?
Our dataset was crowdsourced over a
six-month period in the second half of
2021. It then went through a data vet-
ting process, including a Legal Expert

Agreement process, during the first half
of 2022.

(f) Were any ethical review processes con-
ducted?
We went through the process of having
legal experts agree on whether there were
any ethical issues at the agreement stage.
Given that the dataset was created for vi-
olence detection, violence was included,
but we tried to ensure that it was evenly
distributed by including only negative
perceptions of certain social groups and
not the other way around. We also in-
cluded steps to edit or remove data if it
was clear that the scenarios were targeted
at specific celebrities, even though they
were fictionalized.

(g) Did you collect the data directly from
the individuals in question, or obtain
it via third parties or other sources?
The crowdsourcing process consisted of
two rounds. The first round was con-
ducted by directly recruiting university
students as crowd workers as individ-
uals, and the second round was con-
ducted through a specialized crowdsourc-
ing company. More details on this are
mentioned in appendix B.

(h) Were the individuals in question noti-
fied about the data collection?
Because this dataset is not just an an-
notation task, but a data creation task,
we provided more detailed guidelines for
the crowd workers. Appendix ?? shows
some of the guidelines, and appendix
B contains the website screens that the
crowd workers worked on.

(i) Did the individuals in question consent
to the collection and use of their data?
During the crowd worker recruitment
process, the purpose of data collection
and utilization plan were clearly stated,
and only those who agreed with the plan
participated in crowdsourcing. In addi-
tion, the guidelines specifically stated
that adversarial data creation, data bal-
ancing, etc. should be considered for AI
model training.

4. Preprocessing, Cleaning and Labeling

(a) Was any preprocess-
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ing/cleaning/labeling of the data
done?
This data has been collected, reviewed,
and labeled through the Legal Expert
Collaborative Data Building Process.
Crowdworkers created raw data for the
five classes according to the ICCS codes.
Then, a final label was determined
through a major vote by four legal
experts. Throughout this process, data
with ethical concerns (including personal
information and bias) were excluded.

(b) Was the “raw” data saved in addition
to the preprocessed/cleaned/labeled
data?
The data before undergoing the refine-
ment process will not be disclosed. The
original data generated by the crowd-
workers may contain some ethical con-
cerns, and the reliability of the labels is
also vulnerable.

(c) Is the software that was used to prepro-
cess/clean/label the data available?
To preprocess the data into the ap-
propriate input format for training the
benchmark model(Relationship-Aware
BERT), please refer to the code at
https://sites.google.com/view/kcdd.

5. Uses

(a) Has the dataset been used for any tasks
already?
The current dataset has been constructed
for the purpose of classifying into five
categories: Serious Threats, Extortion or
Blackmail, Harassment in the Workplace,
Other Harassment, and Clean Dialogue.
This aims to contribute to pre-crime pre-
vention. Additionally, since the speaker
type for each utterance is annotated, it
can also be used for the task of classify-
ing the speaker type (perpetrator, victim,
and normal person) participating in the
conversation.

(b) Is there a repository that links to any
or all papers or systems that use the
dataset?
For the review stage, we are
concurrently releasing the
dataset and benchmark code on
https://sites.google.com/view/kcdd for

efficiency purposes. In the future, we
plan to maintain a separate repository on
GitHub for efficient maintenance. In the
camera-ready version, we will provide
the respective links for each.

(c) What (other) tasks could the dataset
be used for?
We hope future research will address vi-
olence classification considering factors
like the relationship between participants,
offline violence, and situation-based vio-
lence.

(d) Is there anything about the com-
position of the dataset or the
way it was collected and prepro-
cessed/cleaned/labeled that might
impact future uses?
The dataset was created by Korean
national crowd workers and underwent
scrutiny by legal experts of Korean
nationality. Therefore, the dataset may
have a focus on Korean culture. When
using the dataset through translation
or post-processing, it is necessary
to consider linguistic and cultural
differences. However, since it adheres to
international standards and conventions,
it can be used for data collection in
a consistent manner. Although the
scenarios are designed in a fictional
format, they are based on situations
that can frequently occur in offline
environments. As there is a risk of
imitation, this dataset is made available
for research purposes only and should
be used strictly for non-commercial
purposes.

(e) Are there tasks for which the dataset
should not be used?
This dataset was developed to overcome
the limitations of violence and harmful
content detection datasets. Therefore,
it is designed for detecting and classi-
fying violent situations from voice and
text data coming from smartwatches, IoT
devices, and other sources, with the pur-
pose of pre-crime prevention. Conse-
quently, any use of this dataset for pur-
poses other than research related to its
intended goals is strictly prohibited.

6. Distribution
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(a) Will the dataset be distributed to third
parties outside of the entity on behalf
of which the dataset was created?
This dataset encourages contextualized
violence classification research through
openness, so any third party is welcome
to download and use the data for research
purposes.

(b) How will the dataset will be dis-
tributed?
Currently in the review phase, we are
releasing the dataset and code on the
same website, but in the camera-ready
version, we will release their respective
DOIs, website, and GitHub addresses.

(c) When will the dataset be distributed?
When the research paper on this dataset
and benchmark is accepted and pub-
lished, it will be made publicly available
on the same date.

(d) Will the dataset be distributed under
a copyright or other intellectual prop-
erty (IP) license, and/or under applica-
ble terms of use(ToU)?
This dataset is licensed under CC-BY-
NC 4.0. It allows reusers to distribute,
remix, adapt, and build upon the mate-
rial in any medium or format, provided
they give attribution to the author for non-
commercial purposes only. For more in-
formation, see the corresponding foot-
notes.

(e) Have any third parties imposed IP-
based or other restrictions on the data
associated with the instances?
No.

(f) Do any export controls or other regu-
latory restrictions apply to the dataset
or to individual instances?
No.

7. Maintenance

(a) Who will be support-
ing/hosting/maintaining the dataset?
The authors of this paper actively
maintain the dataset on a regular basis.
They utilize the issue page on GitHub
to address users’ questions and requests,
and handle other inquiries through a
designated contact email. Any updates
or important announcements that users

need to be aware of will be consistently
managed and communicated through the
GitHub repository.

(b) How can the owner/curator/manager
of the dataset be contacted?
We’ll be releasing a representative email
on GitHub to respond to user inquiries.

(c) Is there an erratum? If so, please pro-
vide a link or other access point.
All datasets have been built over the
course of about a year of collection and
thorough review. However, we will re-
spond quickly to any errors you may find
in your use. Please contact us via the
GitHub issues page or our main email.

(d) Will the dataset be updated?
We do not plan to add new data, but we
will announce when we do. We will
also respond quickly to user requests to
correct errors. Data checks will be con-
ducted by the authors on a quarterly ba-
sis.

(e) If the dataset relates to people, are
there applicable limits on the reten-
tion of the data associated with the in-
stances?
No.

(f) Will older versions of the
dataset continue to be sup-
ported/hosted/maintained?
When data is updated, the dataset is
named differently for each version,
and both versions of the dataset are
maintained.

(g) If others want to ex-
tend/augment/build on/contribute to
the dataset, is there a mechanism for
them to do so?
We welcome all extend/augment/build
on/contribute to the dataset. If someone
would like to participate in any of these
contributions, feel free to email the main
email listed on GitHub, and you will be
listed as a contributor on GitHub after
your contribution.
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