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Abstract

Internet memes have gained immense traction
as a medium for individuals to convey emo-
tions, thoughts, and perspectives on social me-
dia. While memes often serve as sources of hu-
mor and entertainment, they can also propagate
offensive, incendiary, or harmful content, delib-
erately targeting specific individuals or commu-
nities. Identifying such memes is challenging
because of their satirical and cryptic character-
istics. Most contemporary research on memes’
detrimental facets is skewed towards high-
resource languages, often sidelining the unique
challenges tied to low-resource languages, such
as Bengali. To facilitate this research in low-
resource languages, this paper presents a novel
dataset MIMOSA (MultIMOdal aggreSsion
dAtaset) in Bengali. MIMOSA encompasses
4,848 annotated memes across five aggression
target categories: Political, Gender, Religious,
Others, and non-aggressive. We also propose
MAF (Multimodal Attentive Fusion), a simple
yet effective approach that uses multimodal
context to detect the aggression targets. MAF
captures the selective modality-specific fea-
tures of the input meme and jointly evaluates
them with individual modality features. Ex-
periments on MIMOSA exhibit that the pro-
posed method outperforms several state-of-the-
art rivaling approaches. Our code and data are
available at https://github.com/shawlyahsan/
Bengali-Aggression-Memes.

1 Introduction

Recently, the rise of social media has given promi-
nence to a distinct multimodal phenomenon known
as meme, a composition of an image coupled with
concise textual content. While memes are often
humorous, they can propagate hate, offense, and
aggression by incorporating political or cultural el-
ements. Such undesired memes pose a significant
threat to social harmony, as they can potentially
harm individuals or specific groups based on their

*Denotes equal contribution

(a) (b)

Figure 1: Example of aggressive memes: (a) A meme
directly undermining a religion (b) A meme deliberately
trying to foster a popular political person as a hypocrite.

political philosophy, sexual orientation, religious
beliefs, and more.

As memes have become crucial in influencing
social interactions, there has been a notable rise
in research focused on meme analysis. This re-
search includes analyzing the emotions (Mishra
et al., 2023) conveyed in memes, sarcastic memes
detection (Bandyopadhyay et al., 2023), and of-
fensive memes detection (Zhou et al., 2021). The
emergence of highly toxic memes has prompted
research efforts to explore their negative aspects,
such as hate (Kiela et al., 2020), offensiveness
(Shang et al., 2021), and harm (Pramanick et al.,
2021b). However, most works have focused on the
memes of high-resource languages while only a few
studied the objectionable (i.e., hate, aggression, of-
fense) memes of low-resource languages (Kumari
et al., 2023; Suryawanshi and Chakravarthi, 2021).

Bengali memes have gained significant traction
recently, reaching a broad audience and influencing
public opinion while promoting negativity and vio-
lence. Detecting objectionable Bengali memes is
currently in the developing stage due to the limited
availability of tools such as OCR. Nonetheless, two
works (Karim et al., 2022; Hossain et al., 2022b)
accomplished on detecting Bengali hateful memes.
Research in this domain (both high-resource and
low-resource) has highlighted that the exploration
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of the darker aspects of memes often overlooks the
term ‘aggression’, which carries a more explicit
and virulent connotation than ‘harm’ or ‘offense’.
To illustrate, consider the meme depicted in Figure
1 (a);. At the same time, it may be perceived as
harmful, a comprehensive analysis of its textual
and visual context categorizes it as aggressive due
to its explicit undermining of a religious group.
Moreover, aggressive meme identification requires
separate analysis as it is more target-aware (i.e.,
religious, political, and gendered) than hate and
offense. Considering the pernicious impact of ag-
gression, developing systems to identify aggressive
memes and their targets is essential.

With the motivation mentioned above, we de-
velop a novel corpus of Bengali memes encompass-
ing various levels of aggression. On the technical
front, prior studies reveal that state-of-the-art multi-
modal systems, effective in many visual-linguistic
tasks, struggle with meme analysis. Memes rely
heavily on context and often lack a clear connection
between visual and textual elements. Moreover,
memes contain much noise, making them distinct
from other, more structured multimodal data. To
tackle these issues, we develop a multimodal at-
tentive fusion-based model to identify the targets
of aggression within these memes. Our significant
contributions are as follows.

• We develop a novel multimodal aggression
dataset MIMOSA consisting of 4,848 Ben-
gali memes labeled with four aggression (Po-
litical, Gendered, Religious, and Others) and
one non-aggressive class.

• We propose MAF, a simple yet effective multi-
modal fusion approach that utilizes the atten-
tive multimodal representation of the input
meme and the individual modality-specific
features to learn the subtle aggression ele-
ments better.

• Finally, we perform extensive experiments on
MIMOSA and show that MAF outperforms
eleven state-of-the-art unimodal and multi-
modal baselines in terms of all the evaluation
measures.

2 Related Work

This section demonstrates the previous studies that
have already been conducted on objectionable
content (i.e., hate, offense, and aggression)

detection based on unimodal and multimodal
content.

Unimodal Based Objectionable Content Detec-
tion: Most research on objectionable content de-
tection (OCD) focused on analyzing textual data.
Over the years, the topic has become a promi-
nent research issue among researchers of different
languages (Ross et al., 2017; Lekea and Karam-
pelas, 2018). Several works focused on developing
new corpus for various languages (Schneider et al.,
2018; Niraula et al., 2021) while others studied
to introduce novel methods (Sharif et al., 2021;
Sreelakshmi et al., 2020) for OCD. Some works
were also performed concerning low-resource lan-
guages. Sharif and Hoque (2022) introduced the
first dataset for identifying target-aware aggres-
sion from Bangla texts. Likewise, two aggres-
sion datasets were introduced by Bhattacharya et al.
(2020) and Ranasinghe and Zampieri (2021), which
cover other low-resource languages like Spanish,
Turkish, Greek, and so on.

Various methods were employed over the years
for hate, aggression, and offense detection. Earlier
studies used machine learning (Sreelakshmi et al.,
2020) and recurrent neural network (Sharif and
Hoque, 2021; Sadiq et al., 2021) based approaches.
Later, transformer-based methods(Kamal et al.,
2021; Sharif and Hoque, 2022; Baruah et al.,
2020) achieved superior performance for OCD.
Apart from the above research, few studies were
performed for objectionable content detection
from the visual data. For example, identifying
the violent objects (Gandhi et al., 2020), nudity
(Lin et al., 2021), aggression (Hs et al., 2021), and
trolling (Hs et al., 2021) from the images.

Multimodal Based Objectionable Content De-
tection: In contrast to only text and image-based
OCD, several works have been accomplished
considering the multimodal information in recent
years. Suryawanshi et al. (2020) developed a
multimodal dataset for offensive meme detection.
Both Kiela et al. (2020) and Gomez et al. (2020)
introduced two multimodal datasets for hate
speech from online memes. Recently, Pramanick
et al. (2021a) introduced a multimodal dataset
for harmful memes detection in the context
of the COVID-19 pandemic. In recent years,
studies have been on multimodal-based OCD
for resource-limited languages. Karim et al.
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(2022) and Hossain et al. (2022b) developed two
multimodal hate speech datasets concerning the
Bangla language. Two multimodal datasets are
also developed in the Hindi language by Kumari
et al. (2023) and Rajput et al. (2022) for identifying
offensive and hateful memes. Over the years,
several methods have been introduced to detect
offense, hate, and harm from the multimodal data.
Earlier, researchers used different fusion (Hossain
et al., 2021, 2022c; Hasan et al., 2022) strategies,
while in recent years, transformer architectures
(Kiela et al., 2020) such as MMBT, Visual BERT,
ViLBERT, CLIP have been employed. However,
these models have broadly applied to the English
language, thus limiting their capability to perform
highly in resource-constraint languages.

Differences with existing researches: While there
has been significant progress in multimodal hate
speech and offensive content detection, a notable
gap exists in the research landscape regarding mul-
timodal aggression detection, especially in low-
resource languages (i.e., Bengali). Our investiga-
tion revealed that only two works (Karim et al.,
2022; Hossain et al., 2022b) have studied the mul-
timodal data in Bengali. However, they were pri-
marily centered around hate speech detection. It is
worth noting that aggression, distinct from hate or
offense, has been relatively underexplored in the
context of multimodal analysis (Kocoń et al., 2021).
Furthermore, most existing datasets in this domain
focus on binary classifications (either hateful or not
hateful) without delving into the specific targeted
entities, such as political, gendered, and religious
themes, which can often provide more informa-
tion about the content. In light of these identified
gaps, our work differs from the existing works in
three significant ways: (i) develops a multimodal
aggression dataset specifically tailored for Bengali,
with a focus on internet memes; (ii) instead of treat-
ing aggression as a singular construct, we break
down the task into distinct dimensions such as po-
litical, gendered, religious aggression, others and
non-aggression (iii) provides a detailed annotation
guideline that can aid in resource creation for other
low-resource languages.

3 MIMOSA: A New Benchmark Dataset

Per our exploration, no benchmark dataset is ex-
plicitly developed for identifying aggression and its
targets from the multimodal data. To fill this void,

we developed MIMOSA: a novel target-aware mul-
timodal aggressive memes dataset in Bengali. To
create MIMOSA, we followed the guidelines pro-
vided by the Hossain et al. (2022a,b). This section
briefly describes the dataset development process,
including data accumulation and annotation guide-
lines.

3.1 Defining Aggressive Meme

Following existing works on aggression detection
(Kumari et al., 2021; Sharif and Hoque, 2021), this
work defines aggressive memes as multimodal units
that include an image with text embedded in it and
have the potential to physically threaten, attack, or
seek to harm a person, group, or community based
on political ideology, religious belief, sexual ori-
entation, gender, race, and nationality, or contain
nudity, sexually explicit content, objects used to
inspire violence.

Aggressive memes can be offensive or hateful,
but not all offensive or hateful memes represent
aggression. Offensive content (Suryawanshi et al.,
2020) is defined as any disrespectful, insulting, or
inappropriate material and frequently includes abu-
sive or derogatory language. However, unlike ag-
gressive content, offensive content does not always
involve direct threats or physical harm. On the
contrary, hateful memes (Kiela et al., 2020) con-
tain image and text that promotes discrimination,
prejudice, or animosity toward a specific race, eth-
nicity, religion, gender, or sexual orientation and
are fueled by extreme bias against specific groups.
As opposed to aggressive memes, hateful content
targets entities based on personal attributes.

Figure 2: Distribution of data sources. Each cell repre-
sents the number of samples collected from the corre-
sponding sources.
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3.2 Data Collection

We have collected memes from various social me-
dia platforms and online sources to create the
dataset. To ensure representativeness and reduce
biases to a particular source, we collected data from
diverse sources (e.g., Facebook, Instagram, Pinter-
est, and different Bengali Blogs). Figure 2 depicts
the number of memes collected from each source.
Most memes were collected from Facebook and
Instagram, while a few were accumulated from
Pinterest and blogs.

A set of keywords such as "Bengali Memes,"
"Bengali Funny Memes," "Bengali Offensive
Memes," "Bengali Aggressive Memes," "Bengali
Troll Memes," "Bengali Political Memes," "Bengali
Political Troll Memes," "Bengali Feminism Troll
Memes," "Bengali Islam Troll Memes," "Bengali
Hinduism Troll Memes," and "Bengali Celebrity
Troll Memes" were used to search the memes. We
used neutral keywords not explicitly tied to specific
aggression themes to reduce biases to any specific
category. Despite our best efforts, the dataset may
have inherent biases, a common challenge in the
development process.

We collected the memes only from public do-
mains, social media pages, and groups to avoid
copyright infringement. Through this search pro-
cess, 4,980 memes were collected from March
2022 to February 2023. During the data accumu-
lation period, we have discarded memes that fall
under the following categories: (i) memes that have
information from only one modality (either visual
or textual), (ii) memes that contain cartoons (as
AI systems often face difficulty to process them),
and (iii) memes that are visibly unclear (blurred).
Figure A.2 illustrates some filtered samples. We
discarded 132 memes based on the above criterion
and finished with a total of 4,848 memes. After-
ward, we extract the meme caption using an OCR1.
However, we manually checked the extracted cap-
tions to correct any missing words and spelling as
OCR in Bengali is not well-established. Finally, the
memes and their associated captions are forwarded
to the annotators to start the annotation process.

3.3 Data Annotation

MIMOSA was manually labeled into five cate-
gories: four aggression targets categories (political
aggression (PAg), religious aggression (RAg), gen-
dered aggression (GAg), others (Oth)) and a non-

1https://pypi.org/project/pytesseract/

aggressive (NoAg) category. A detailed definition
of each category was supplied to the annotators to
ensure consistency and quality in the MIMOSA
data annotation process. Figure A.1 shows exam-
ples from each category.

3.3.1 Definition of Categories
After reviewing existing works on aggression de-
tection (Kumari et al., 2021; Gasparini et al., 2022;
Sharif and Hoque, 2021), this work settled on the
following class definitions:

1. Political Aggression (PAg): Memes that pro-
voke followers of political parties, condemn
political ideology, or excite people in oppo-
sition to the state, law, or enforcing agencies
are termed political aggression.

2. Religious Aggression (RAg): Memes used to
incite violence by attacking religion, religious
organizations, or the religious beliefs of a per-
son or a community are considered religious
aggression.

3. Gendered Aggression (GAg): Memes that
promote aggression or attack the victim based
on gender or contain aggressive reference to
one’s sexual orientation, body parts, sexual-
ity, or other lewd content, nudity, or sexually
explicit content are considered gendered ag-
gression.

4. Others (Oth): Memes that express aggres-
sion but do not fall under any of the above
aggression classes are termed as others. The
Others aggression class includes the targets
based on race, occupation, education, disabil-
ity, nationality, geography, etc.

5. Non-aggressive (NoAg): Memes that do not
contain any statement of aggression or express
a hidden wish or intent to harm others are
included in this category.

3.3.2 Process of Annotation
The annotators were asked to adhere to the class
definitions to ensure labeling consistency. Initially,
the annotators were asked to determine whether
the meme was aggressive or non-aggressive based
on the class definition. If an aggressive meme is
discovered, they were instructed to further catego-
rize it into one of the specific aggression targets.
The annotators were also asked to provide reason-
ing for annotation decisions, which the expert will
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Class Train Validation Test
NoAg 846 181 182
PAg 597 128 128
RAg 618 133 132
GAg 672 144 144
Oth 660 141 142

Total 3393 727 728

Table 1: Number of data in train, validation, and test
sets

use as a reference in cases of disagreement. Ini-
tially, the annotators were trained with a small set
of memes before being given a more extensive set
to annotate independently. The training assisted
in familiarizing the annotators with the task and
ensuring consistency in their decisions. Three an-
notators (computer science undergraduates) each
performed manual annotation, and the labels were
verified by an expert (a professor with more than 20
years of research experience in NLP). More details
of the annotators and the annotation process are
provided in the Appendix B. To assess annotation
quality, we used inter-annotator agreement metrics
like Cohen’s kappa coefficient (Cohen, 1960). Our
study achieved a Cohen’s kappa coefficient of 0.86,
considered almost perfect agreement on the kappa
scale.

3.4 Dataset Statistics

For model training and evaluation, the dataset is
divided into train (70%), validation (15%), and test
(15%) sets. Table 1 depicts the class-wise data
distribution of each set. Furthermore, we ana-
lyzed the captions of the training set, and Table 2
presents the summary. We noticed that the ‘RAg’
meme captions have a rich vocabulary and are typ-
ically longer than other categories. On the other
hand, ‘GAg’ class captions have the lowest number
of unique words (3,163) and the average words per
caption (12). In contrast, no significant variation in
information is observed in the remaining categories
(NoAg, PAg, Oth). We further analyze each cate-

Class Ttw Tuw Tmw Taw

NoAg 11257 3813 41 13
PAg 9687 4078 48 16
RAg 11139 4552 61 18
GAg 8307 3163 49 12
Oth 8526 3713 39 13

Table 2: Summary of the training set, where Ttw, Tuw,
Tmw, and Taw denotes the number of total words,
unique words, maximum words per caption, and av-
erage words per caption, respectively)

Figure 3: Caption length (in words) distribution for the
training set.

NoAg GAg PAg RAg Oth
NoAg - 0.24 0.17 0.18 0.22
GAg - - 0.16 0.17 0.22
PAg - - - 0.16 0.17
RAg - - - - 0.18
Oth - - - - -

Table 3: Jaccard similarity score between the captions
of each class

gory’s caption length frequency distribution in the
training set shown in Figure 3. We observed that
most captions are concise as they are 4 to 25 words
long. However, many captions have more than 20
words, implying that some meme captions contain
more detailed and elaborate context information.

Apart from the above analysis, we measured
quantitatively using the Jaccard similarity index to
see how many words overlapped across the cate-
gories. Table 3 indicates that the highest similar-
ity (0.24) exists between the ‘NoAg’ and ‘GAg’
classes, while other classes did not show any sig-
nificant variation in similarity score.

4 Methodology

This section describes the proposed multimodal
framework for target-aware aggression identifica-
tion. The system takes memes and their correspond-
ing caption as input. We employed state-of-the-art
models to encode the memes’ visual and textual
information. Afterward, we use an attentive fusion
mechanism to create a multimodal representation
by selectively focusing on the encoded visual and
textual features. Figure 4 shows the overall archi-
tecture of the proposed framework.

4.1 Visual and Textual Features Extraction

To encode the visual information of the memes,
we use the image encoder of a pre-trained visual-
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Figure 4: Proposed Multimodal Attentive Fusion (MAF) framework for target aware aggressive meme detection.
MAF takes the meme and its corresponding caption as input

linguistic model named CLIP (Contrastive Lan-
guage–Image Pretraining) (Radford et al., 2021).
Though CLIP uses a Vision Transformer (Doso-
vitskiy et al., 2020) as a backbone in the im-
age encoder, it is compelling compared to other
transformer-based vision models (Liu et al., 2021;
Bao et al., 2021) as pretraining was performed on
millions of noisy image-text pairs from the internet.
Similarly, we employed the Bangla-BERT (Sarker,
2020), a language model specifically pre-trained
on millions of Bengali texts to extract the textual
features. We fine-tuned the image and text encoder
for extracting the respective features. Specifically,
the CLIP encoder gives an image representation
of size 512, and BERT gives a contextualized vec-
tor representation of a caption of size 768. These
two feature representations are then passed to the
multi-head attentive fusion module for generating
a multimodal representation.

4.2 Attentive Fusion and Prediction

To make a multimodal representation, the obtained
visual and textual vector representations are fused
using a multi-head self-attention (MSA) block
(Vaswani et al., 2017). The MSA block takes three
matrices: query (Q), key (K), and value (V) as in-
put. In standard NLP applications, all the matrices
come from the word representations. However, in
this research, motivated by Lu et al. (2019), we
modified the MSA block where queries come from
one modality and keys and values from another.
This modification will generate an attention-pooled

representation for one modality conditioned on an-
other. Specifically, we generate Q from textual
features and K and V from visual features. Af-
terward, to determine the similarity between the
visual and textual features, we calculated the atten-
tion values by performing a dot product between Q
and K. Then we weighed the visual features using
the attention values to get a multimodal represen-
tation. This process is intuitive; just like humans,
they read the text first and then pay more atten-
tion to the image areas similar to the text. After-
ward, the attentive multimodal representation is
further concatenated with the individual modality
features (obtained from CLIP and Bangla-BERT).
This process will boost the gradient flow and help
the model learn from individual features and their
refined, combined representations. Finally, the con-
catenated multimodal representation is passed to
the dense layer, followed by a softmax operation to
predict the meme’s categories.

5 Experiments

This section discusses the baselines and their per-
formance comparison with the proposed method
(MAF). We will also illustrate the proposed ap-
proach’s superiority by examining the errors. To
experiment with MIMOSA, we developed several
state-of-the-art computational models, including
unimodal visual models, unimodal textual models,
and multimodal models pre-trained on both modali-
ties. We use two primary metrics for the evaluation:
weighted f1-score (WF1) and macro-averaged
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mean absolute error (MMAE) (Baccianella et al.,
2009). Appendix A presents the details of the ex-
perimental settings.

5.1 Baselines
To validate the performance of the proposed mul-
timodal framework, we develop several models
considering unimodal information (only visual or
textual) and multimodal information (visual and
textual).

5.1.1 Unimodal Baselines
For the unimodal visual-only models, we employed
three well-known architectures: ResNet50 (He
et al., 2016), Vision Transformer (ViT) (Dosovit-
skiy et al., 2020), and ConvNeXT (Liu et al., 2022).
Meanwhile, in the case of the unimodal textual-
only models, three pre-trained transformer mod-
els, namely Bangla-BERT (Sarker, 2020), multi-
lingual BERT (Devlin et al., 2019), and XLMR
(Conneau et al., 2020) are used. All the unimodal
models are fine-tuned on the developed dataset.

5.1.2 Multimodal Baselines
• Early Fusion: We combine the intermediate

feature representations of ViT and the Bangla-
BERT model for the early fusion approach.

• Late Fusion: The softmax prediction scores
of the ViT and Bangla-BERT models are uti-
lized to construct the late fusion model.

• CLIP: It is a multimodal model trained on
noisy image-text pair using contrastive learn-
ing (Chen et al., 2020) approach. CLIP has
been widely used for several multimodal clas-
sification tasks (Pramanick et al., 2021b; Ku-
mar and Nanadakumar, 2022).

• BLIP: BLIP (Bootstrapping Language-Image
Pre-training) (Li et al., 2022) is a recently
developed state-of-the-art multimodal model.

• ALBEF: ALBEF (Align Before Fuse) (Li
et al., 2021) is another state-of-the-art mul-
timodal model that uses momentum distilla-
tion and contrastive learning method for the
pre-training on noisy image-text data.

In the case of the CLIP and BLIP models, we ex-
tract the visual and textual embedding representa-
tions by fine-tuning them on the developed dataset.
Afterward, we combined both representations and
trained them on top of a softmax layer.

5.2 Results

Table 4 demonstrates the performance of various
models (both unimodal and multimodal) for de-
tecting target-aware aggressive memes. Among
the visual-only unimodal models, ViT performs
best, achieving a weighted f1-score of 0.582, sur-
passing ResNet50 and ConvNeXT. However, the
textual-only model, Bangla-BERT, outperforms
all unimodal models with a weighted F1 score
of 0.641. We observed that combining ViT and
Bangla-BERT through an early fusion approach
improves the model’s performance (WF1) by ap-
proximately 4% compared to the best unimodal
model (Bangla-BERT). Surprisingly, sophisticated
multimodal models like CLIP, BLIP, and ALBEF
fail to outperform the simple early fusion method.
Many of these multimodal models are primarily
pre-trained on English image-text pairs, limiting
their effectiveness in low-resource languages.

However, the proposed method (MAF) stands out,
achieving the highest performance (WF1 = 0.742)
among all the models. It boasts an absolute im-
provement of 5.9%, 6.7%, and 14.2% in accuracy,
weighted F1 score, and MMAE measurements, re-
spectively, compared to the best baseline model
(early fusion).
Ablation Study: Apart from this, to justify the
effectiveness of the MAF, we removed some com-
ponents from it. We presented their outcomes as
the variants of MAF. The last four rows in Table

Approach Model Acc ↑ WF1 ↑ MMAE ↓

Visual Only
ResNet50 0.551 0.546 1.049
ViT 0.601 0.582 0.967
ConvNeXT 0.594 0.572 0.979

Textual Only
m-BERT 0.604 0.608 0.930
B-BERT 0.646 0.641 0.811
XLMR 0.585 0.572 0.903

Multimodal

Early Fusion 0.682 0.675 0.787
Late Fusion 0.645 0.644 0.807
CLIP 0.621 0.627 0.907
BLIP 0.632 0.601 0.964
ALBEF 0.627 0.622 0.906

Proposed System
and Variants

MAF w/o VF 0.701 0.693 0.743
MAF w/o TF 0.645 0.644 0.807
MAF w/o VF+TF 0.694 0.696 0.735
MAF 0.741 0.742 0.645

∆MAF−BM 5.9 6.7 14.2

Table 4: Performance comparison of unimodal and
multimodal baselines on the test set where Acc, WF1,
and MMAE denote accuracy, weighted f1-score, and
macro-averaged mean absolute error. The best baseline
score is underlined. The last row shows the performance
improvement of the proposed system (MAF) over the
best baseline model (Early Fusion). Here, VF and TF
correspond to visual and textual features, respectively.
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4 show the ablation outcomes. We observed that
when we don’t add the individual modality-specific
features (VF or TF or both IF and TF) with the
attentive vector, the performance drops up to 10%.
This outcome illustrates how each component sig-
nificantly improves the performance of MAF. We
also performed an additional ablation study (pre-
sented in Appendix C) to illustrate how the number
of attention heads impacts the model performance.

Classwise Models Performance: To see the per-
formance across different aggression target classes,
we further investigate the classification reports
(shown in Figure 5) of the proposed method and
compare it with the best baseline model (early fu-
sion). We observed that in terms of f1-score, the
proposed method significantly improves across the
‘NoAg’(≈ 8%↑), ‘GAg’(≈ 11%↑), and ‘Oth’ (≈
10%↑) classes compared to the baseline model. The
proposed method achieved the highest f1-score

(a) Best baseline model (Early Fusion)

(b) Proposed method MAF

Figure 5: Classwise performance comparison between
the best baseline model (early fusion) and the proposed
method regarding precision, recall, and weighted f1-
score. M.avg denotes the macro average, whereas W.avg
corresponds to the weighted average.

(0.874) and the precision values (0.945) with the
‘PAg’ class. Overall, with the proposed method,
the precision and recall scores in all the classes
are significantly higher than in the baseline models.
This outcome further demonstrates the efficacy of
the proposed method in identifying the targets of
aggressive memes.

5.3 Error Analysis

The results showed that the proposed MAF is supe-
rior in identifying the targets of aggressive memes
more accurately compared to the only visual and
textual approach. However, to examine the mis-
takes of the proposed method, we perform a de-
tailed error analysis using quantitative and quali-
tative ways. We also consider the best visual and
textual models for better demonstration.
Quantitative Analysis: To perform quantitative
analysis, we use the confusion metrics of the mod-
els shown in Figure 6. It is observed that the vi-
sual model struggles to correctly classify the ‘PAg’
and ‘Oth’ classes compared to the textual model.
Moreover, the visual model gets confused with the
‘NoAg’ class as most of the samples (157) from dif-
ferent classes are misclassified as ‘NoAg.’ In con-
trast, the textual model improves the performance
by reducing the number of misclassified samples
from 114 to 66 in the ‘Oth’ aggression class. It also
yields better performance in identifying the ‘PAg’
class. However, the proposed MAF proved supe-
rior by reducing the misclassification rate in almost
all classes. Compared to the unimodal approaches,
the proposed model MAF significantly improves the
performance in the ‘GAg,’ ‘PAg,’ and ‘Oth’ classes.
One important finding is that most misclassification
occurred between the ‘NoAg,’ ‘GAg,’ and ‘Oth’
classes by the MAF. This misclassification might be
because these classes have overlapping words, as
evident from the Jaccard similarity score in Table 3.
Besides, we also noticed that the misclassification
rate is minimal in the case of the ‘GAg,’ ‘PAg,’ and
‘RAg’ classes, which suggests that our proposed
method is good at distinguishing these aggression
targets. In summary, visual information is more
appropriate for identifying non-aggressive memes,
whereas textual data is enough to detect religiously
aggressive memes. However, the proposed MAF is
more effective in obtaining a balanced optimum
performance across all the classes.
Qualitative Analysis: We examined some cor-
rectly and incorrectly classified memes (shown
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(a) Best visual (ViT) (b) Best textual (Bangla-BERT) (c) Proposed method (MAF)

Figure 6: Confusion matrices of the best visual, textual, and proposed multimodal models

in Figure 7) to further investigate the proposed
model’s mistakes. In the case of Figure 7 (a) textual

(a) Textual: NoAg (✗)
Visual: Oth (✗)
MAF: GAg (✓)

(b) Actual: NoAg
Predicted: GAg

Figure 7: Example (a) illustrates a meme where the
proposed method produces better predictions, and ex-
ample (b) illustrates a wrongly classified sample. The
symbol (✓) and (✗) indicates the correct and incorrect
prediction

model incorrectly classified the meme as ‘NoAg’,
whereas the visual model considered it as an ag-
gressive meme but from a different class (‘Oth’).
However, the proposed model MAF captures the
visual and textual relation correctly and identifies
it as a Gendered Aggressive (‘GAg’) meme. How-
ever, in some cases, our proposed method can not
capture the nuanced context of the memes. For
instance, the meme in Figure 7 (b) shows the usual
visual content; however, due to some gendered re-
lated term in the text part, the proposed method
might get confused and yield a false prediction.

6 Conclusion

This paper presented a novel multimodal dataset,
MIMOSA, consisting of 4,848 memes, for detect-
ing the targets of Bengali aggressive memes into
five classes. This research also proposed a mul-
timodal deep neural network MAF for the down-

stream task. Experiments on MIMOSA demon-
strated the efficacy of MAF outperformed eleven
state-of-art unimodal and multimodal baselines.
We plan to extend the dataset for more domains
and languages. The future aim is to investigate the
proposed model’s performance on other datasets to
enhance its generalization capabilities.

Limitations

Though the proposed method (MAF) demonstrates
superior performance, there still exist some con-
straints. First, it is likely that in some cases, the
MAF may focus on irrelevant parts of the visual
and textual features during attentive fusion. For
example, suppose the dataset contains misleading
captions or irrelevant textual information. In that
case, the attention mechanism might align with
those parts of the image that are visually unre-
lated, leading to biased representations and thus
providing suboptimal results. Second, upon ana-
lyzing the misclassified memes, we observed that
the proposed MAF struggled with memes that con-
tained subtle or sarcastic content. Furthermore,
it appeared to have difficulty correctly interpret-
ing cultural references and context-specific content,
leading to additional incorrect predictions. To ad-
dress these limitations, expanding the training data
set must include a more comprehensive range of
threatening objects and more examples of subtle or
sarcastic content is critical.
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Appendix

A Experimental Settings

We perform experiments on the Google Colab plat-
form. The transformer architectures are down-
loaded from the Huggingface2 library and imple-
mented using the PyTorch Framework. The BNLP3

and scikit-learn4 libraries has been used for the pre-
processing and evaluation measures. The models’
hyperparameter values were selected empirically
by examining the performance of the validation set.
All the models are compiled using cross_entropy
loss function. The error is optimized using the
Adam optimizer with a weight_decay of 0.01. For
visual and textual models, we use a learning_rate
of 1e−5 while for multimodal models it is set to
3e−5. The proposed MAF and its variants are
trained with a learning_rate of 5e−5. We use the
batch size of 4 and train the models for 20 epochs
with a learning rate scheduler. We examine the val-
idation set performance to preserve the best model
during training.

2https://huggingface.co/
3https://github.com/sagorbrur/bnlp
4https://scikit-learn.org/stable/
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(a) GAg (b) PAg

(c) RAg (d) Oth

Figure A.1: Example of memes from different aggression classes. The criteria used to decide the classes were: (a)
incites violence against people based on sexuality (b) attacks a political leader (c) attacks people based on religion
(d) seeks to harm a person.

(a) (b)

(c) (d)

Figure A.2: Example memes were filtered out during the
data collection process and the reason for the filtering
(a) contains only visual information (b) only textual
information (c) contains cartoons (d) the contents are
not cleared.

B Annotation

Addressing the challenge of mitigating bias and
obtaining accurate annotations is a pivotal concern
when labeling a dataset (Bender and Friedman,
2018). Many studies (Sap et al., 2021; Röttger

et al., 2021) have emphasized knowing the identity
of the annotators beforehand because their expe-
rience and demographic variety can significantly
influence the labeling process. Therefore, in Table
B.1, we provide a detailed summary of the annota-
tors’ backgrounds in developing the dataset. Three
annotators and an expert worked on the data anno-
tation process. The expert was a Professor with 22
years of research experience in AI, while other an-
notators were computer science undergraduate stu-
dents with varied research experience in the NLP
field. Most annotators had annotation experience,
and all were native Bengali speakers.

Annotator-1 Annotator-2 Annotator-3 Expert
Research status Undergrad Undergrad Undergrad Professor

Research area NLP NLP NLP NLP, HCI,
Robotics

Research experience (in years) 2 1 3 22
Previous annotation experience Yes Yes No Yes

Age 23 23 23 47
Religion Islam Islam Hindu Islam
Gender Male Male Female Male

Table B.1: A summary of the annotators’ research back-
ground and demographic details.

We used the majority voting mechanism, where
the label with the maximum number of votes was
considered the final. In case of conflict, the expert
annotator will determine the final label.
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C Ablation Study

The proposed MAF has proven effective in aggres-
sive meme classification. One of the core compo-
nents of the proposed method is how many atten-
tion heads we will use to produce a better multi-
modal representation. In this regard, we performed
an ablation study to illustrate the impact of the
number of attention heads on the proposed model
performance shown in Figure C.1.

Figure C.1: Impacts of the number of heads on the
performance of MAF method. These numbers were
chosen because the feature vector dimension (768) is
divisible by them.

It observed that the number of heads significantly
impacts the model performance (WF1). For in-
stance, it is noticed that between 2-12 heads model
yields fluctuating results, however, staying above
70%. The model obtained the highest performance
(WF1 ≈ 74%) with 16 heads. However, increas-
ing the number of heads to more than 16 does not
produce satisfactory results. We hypothesize that
adding more heads will not improve the perfor-
mance as this may make the multimodal represen-
tation more complex. However, more investigation
is required to unfold the reason behind this perfor-
mance variation.
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