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Abstract
In this paper, we highlight our approach for the
"WASSA 2023 Empathy and Emotion Shared
Task". We present our approach for track 3 of
the shared task which aims to identify emotions
from text. Each sample in the dataset has one or
more labels making it a multi-label classifica-
tion task. We compared multiple transformer-
based models by fine-tuning them for multi-
label classification. Oversampling was used to
overcome the class imbalance in the dataset.
Ensembling techniques were used to improve
the performance of the system. We obtained
a macro F1-score of 0.5649 using XLNet on
the test dataset in the official phase and secured
rank 6 on the official leaderboard. During the
post-competition phase, a threshold-based vot-
ing mechanism was performed on three models
(Longformer, BERT, BigBird) that yielded the
highest overall macro F1-score of 0.6605.

1 Introduction

With a rapid increase in the technological and scien-
tific advancements seen in the domains of Machine
Learning and Deep Learning, machines can now
easily perform complex tasks at a degree of pro-
ficiency comparable to that of humans. However,
one aspect where machines fall short in perform-
ing human-like tasks is those which require the
understanding and contextualization of emotions.
Emotions can be broadly divided into primary and
secondary emotions (Rodríguez-Torres et al., 2005).
Primary emotions include but are not limited to joy,
sadness, and anger; while secondary emotions are
emotions that are caused by other emotions.

Emotion Classification is an approach that helps
in identifying the emotional context of textual data.
This classification can serve as a concise summary
for the readers. Applications such as recommenda-
tion systems also benefit greatly when used in com-
bination with emotion classification approaches.
Based on the classification of the user query, po-
tential recommendations (Barrière and Kembellec,

2018) are narrowed down for the user and help the
model in finding the best response. Emotion clas-
sification plays a crucial role in bridging the gap
between human-computer interaction.

Through this paper, we intend to examine the
efficacy of several transformer-based models for
producing competitive results for emotion classifi-
cation. The texts on which the models are trained
and tested are essays that are responses to news arti-
cles. The models perform multi-label classification
to identify the emotions expressed in the essays.

2 Related Work

Ekman and Friesen (1986) suggested that there are
a set of universal emotions, which include happi-
ness, sadness, anger, fear, disgust, and surprise,
that are expressed by all humans through specific
facial expressions regardless of their cultural back-
ground.Darwin and Prodger (1998)’s investigation
into the expression of emotion on the face and
through body gestures in both humans and ani-
mals marked a pioneering moment in the science
of emotion recognition and analysis. Emotions can
be recognized primarily through three categories:
facial expressions (Goldman and Sripada, 2005),
voice (Koolagudi and Rao, 2012), and text (Thakur
et al., 2018). The process of automatically tagging
a text with an emotion from a list of predetermined
emotion labels is known as emotion recognition in
text.

Early research concentrated on a lexicon-based
methodology (Pradhan et al., 2023) which estab-
lishes polarity or sentiment to classify emotions
from a text as positive, negative, or neutral. This
was followed by the introduction of keyword-based
methodology (Tao, 2004; Ma et al., 2005) that
involves locating keyword occurrences in a text
and tagging each one with an emotion from an
emotion dictionary. Subsequently, based on rule-
based techniques, rule-based models (Lee et al.,
2010; Udochukwu and He, 2015) were presented
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in which the rules for emotion detection were ex-
tracted from the preprocessed dataset and the best
rule among them was selected for emotion labeling.

With the emergence of machine learning ap-
proaches that categorize text into multiple emo-
tion categories, it has been observed that SVM
(Desmet and Hoste, 2013) and Bayesian networks
(Liew and Turtle, 2016) consistently produce good
results. Several classification algorithms were eval-
uated for multi-label emotion recognition (Xu et al.,
2018) and it was discovered that logistic regression
produced the best results on the provided features.
As research in the field of deep learning gained
traction, various models for multi-label emotion
recognition that used CNNs (Wang et al., 2016),
DNNs (Du and Nie, 2018), LSTMs (Li et al., 2018)
and Bi-LSTMs (Baziotis et al., 2018) were pro-
posed. In addition to other deep learning ideas,
transformer models like BERT (Devlin et al., 2018)
were employed in a variety of applications to im-
prove performance. The most popular deep learn-
ing methods, nevertheless, were those based on
LSTM and its subtypes.

In order to produce accurate results for emo-
tion detection tasks, numerous hybrid models (Park
et al., 2018; Seol et al., 2008; Shaheen et al., 2014;
De Bruyne et al., 2018) combining various strate-
gies were proposed from the pool of methods devel-
oped for text-based emotion analysis. In this paper,
we compare various transformer-based models for
emotion classification and perform experiments on
the same.

3 Dataset Description

The dataset provided for this task (Omitaomu et al.,
2022; Barriere et al., 2023) comprised essays that
were written in response to news articles. The
essays vary in length, ranging from 300 charac-
ters to 800 characters. The training data had 792
samples of such essays, the development data con-
tained 208 samples, and the test data comprised
100 samples. The training data contained features
like the essay, article-id, speaker-id, gender, edu-
cation, etc. This shared task problem falls under
the category of multi-label classification. There
are 8 base emotions or labels (Anger, Hope, Sad-
ness, Neutral, Disgust, Surprise, Joy, Fear) and
each essay in the dataset is assigned one or more of
these labels. The class of ’Sadness’ had the highest
number of samples in the training data, with 297
samples. Whereas, the class ’Joy’ had the least

number of samples in the training data, with only 5
samples.

4 Methodology

First, we evaluate and compare the performance of
different models on the test dataset based on their
Macro F1-score and Micro F1-score metrics. These
models are listed and explained below. We finetune
these models on the training dataset using the stan-
dard procedure for multi-label classification. We
use a threshold value of 0.37 to decide whether a
label should be assigned to a particular example. If
the probability output for a certain label is greater
than the threshold, then that label is selected. All
the models were trained for 12 epochs (except for
Longformer, which was trained for 10 epochs) with
a learning rate of 4e-5. The results obtained in the
post-competition phase have been showcased in
Table 1. The official phase score for XLNet is also
mentioned in Table 1.

4.1 Longformer
Longformer (Beltagy et al., 2020) is a transformer-
based model that is useful for tasks that require pro-
cessing long sequences of text. Longformer uses a
modified attention mechanism that scales linearly
with the input size, as opposed to the quadratic
time taken by the traditional attention mechanism.
It achieves this by using a combination of local and
global attention.

4.2 BERT
BERT is a language representation model. It is
used to obtain bidirectional representations of text
input, which yield state-of-the-art results on many
NLP tasks.

4.3 XLNet
XLNet (Yang et al., 2019)is an autoregressive pre-
training technique that improves on the deficiencies
of BERT. XLNet uses a Permutation Language
Modelling objective, to help understand the bi-
directional context. The model outperforms BERT
on several NLP tasks.

4.4 BigBird
BigBird (Zaheer et al., 2020) is a BERT-like model
that is useful for longer input sequences. It re-
places the self-attention mechanism in BERT with
a combination of sparse, global, and random at-
tention. This requires much lesser computational
power while giving a comparable performance.
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Figure 1: Methodology

4.5 ELECTRA

ELECTRA (Clark et al., 2020) is a pre-training
method that aims to use significantly fewer com-
pute resources than an MLM pre-training method.
The pre-training stage involves training two trans-
former models: the generator and the discriminator.
The discriminator model is further used on down-
stream tasks.

4.6 RoBERTa

RoBERTa (Liu et al., 2019) improves on the BERT
model by making some important tweaks to the
hyperparameters. It removes the next sentence pre-
diction pre-training objective and uses much larger
mini-batch sizes and learning rates.

Model
name

Macro
F1 score

Micro
F1 score

XLNet* (Official) 0.5649 0.7009
XLNet (Post-Competition) 0.5927 0.7018

RoBERTa 0.5716 0.6937
BERT 0.6308 0.7039

BigBird 0.6281 0.7074
Electra 0.5860 0.7167

LongFormer 0.6360 0.7289

Table 1: Vanilla Model outputs (Post-Competition)
* Official result was submitted on the official leader-
board and was trained with a higher learning rate.

5 Experiments

5.1 Ensemble

Based on our results on the test data, we ensemble
the top models by using three strategies as shown
in Figure 1.

5.1.1 Voting
We calculate the outputs for each sample using
all 3 models. We then take a vote between the
models to determine the actual output. If all three
models give different outputs, preference is given
to the top model. In this case, the top 3 models are
Longformer, Bigbird, and BERT, with the highest
preference given to Longformer. We repeat this
process for the top 5 models which are Longformer,
Bigbird, BERT, XLNet, and RoBERTa.

5.1.2 Averaging
We average the individual probability values for
each class obtained from the top 3 models and then
determine the output label/labels for each sample
based on the 0.37 threshold mentioned in 4. We
repeat this process with the top 5 models and com-
pare the results.

5.1.3 Threshold-based voting
We observed that the previous voting strategies
seem to fail for samples having ground truths that
consist of multiple labels. To counter this we im-
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plement a threshold-based strategy. This strategy
is implemented on an ensemble of the top 3 as well
as the top 5 models.

Top 3 models:

We implement voting with an extra stipulation that
if a model predicts a label with a confidence higher
than 0.55, then its label is retained irrespective of
whether it wins or loses the vote.

Top 5 models:

In this ensemble, we add two stipulations to the
voting process. First, if two models predict the
same label with a confidence higher than 0.5 then
that label is retained. Second, if a single model
predicts a label with confidence higher than 0.75,
then that label is retained.

Experiment Models
used

Macro
F1

score

Micro
F1

score
Average-based

ensemble
Top 3 0.5695 0.6953

Voting-based
ensemble

Top 3 0.5683 0.6926

Threshold
based
voting

Top 3 0.6605 0.7236

Average-based
ensemble

Top 5 0.6098 0.7094

Voting-based
ensemble

Top 5 0.561 0.693

Threshold
based
voting

Top 5 0.6104 0.6917

Oversampling
Long-
former

0.4653 0.6784

Table 2: Post-competition results in the test dataset (Top
3: Longformer, BERT, BigBird, Top 5: Top 3 + XLNet,
ELECTRA

5.2 Oversampling

There is a significant class imbalance in the data.
To counter this we implement oversampling. Here,
we duplicate samples from classes having less num-
ber of samples. The end goal is to have an equal
number of samples for each class. In our dataset,
class ’Sadness’ has 292 samples which is the high-
est number of samples. So, we oversample the
other classes such that each class has 292 samples.

6 Results

We hereby analyze the results shown in Table 2. We
make some key observations regarding the results
as follows:

Longformer is the best standalone model:

Out of all the vanilla models we trained, we see that
‘Longformer’ performs best with a macro F1-score
of 0.6360. In the provided dataset, the average
number of words per essay is 86. Since Longformer
works well for long input sequences, as is seen in
the provided training dataset, it outperforms the
other models.

Oversampling yields no performance
improvement:

We observed that oversampling leads to a signifi-
cant decrease in macro F1-score, obtaining a score
of 0.4653. Further investigation is required to ex-
plain this discrepancy.

Ensembling significantly improves results:

Both the approaches provided competitive results,
however threshold-based voting with three mod-
els(Longformer, BERT, BigBird) gives the best
overall macro F1-score score of 0.6605. Average-
based Ensemble with five models(Longformer,
BERT, BigBird, XLNet, ELECTRA) also provides
good results with a macro F1-score of 0.6098.

7 Conclusion

In this paper, we compared the performance of
six transformer-based models (Longformer, BERT,
BigBird, XLNet, ELECTRA, RoBERTa) for emo-
tion classification on the test dataset. Our official
macro F1-score in the official phase was 0.5649,
which was obtained on XLNet. Further, many im-
provements were made in the scores in the post-
competition phase. It was observed that Long-
former outperformed all other models with a macro
F1-score of 0.636. We conducted multiple experi-
ments by employing ensembling and oversampling
techniques which concluded that the threshold-
based voting method yields the best performance
with a macro F1-score of 0.6605. In the future,
we plan to improve our oversampling score and
combine it with threshold-based voting.
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