
Proceedings of The Fourth Workshop on Simple and Efficient Natural Language Processing (SustaiNLP), pages 121–128
July 13, 2023 ©2023 Association for Computational Linguistics

ADEPT: Adapter-based Efficient Prompt Tuning
Approach for Language Models

Aditya Shah, Surendrabikram Thapa, Aneesh Jain, Lifu Huang
Department of Computer Science, Virginia Tech

{aditya31, surendrabikram, aneeshj, lifuh}@vt.edu

Abstract

Fine-tuning large pre-trained models for down-
stream tasks can be really expensive. In the
past, researchers have proposed various alter-
natives like adapter and prompt-based meth-
ods for tuning these large language models us-
ing minimal parameters. However, applying
prompt-tuning for smaller language models has
not been effective so far and not much work
is done in pushing forward soft prompting for
these smaller models. To improve the train-
ing efficiency of the language models and re-
duce the size of tuned parameters, we propose
a novel Adapter-based Efficient Prompt Tun-
ing approach (ADEPT). In this paper, we show
that tuning the parameters of soft prompts with
adapter modules while keeping the rest of the
model frozen can be a promising method to
optimize smaller language models for down-
stream tasks. Our method achieves up to 98%
performance of full fine-tuning while using only
0.02% of total model parameters.

1 Introduction

With the rapid advancement in computational fa-
cilities and the research in the field of Natural
Language Processing (NLP), pre-trained language
models (Peters et al., 2018; Conneau et al., 2018;
Devlin et al., 2019; Yang et al., 2019; Raffel et al.,
2020; Qiu et al., 2020; Xue et al., 2021; Dodda-
paneni et al., 2021) have been used widely in var-
ious tasks. These models use different statistical
and probabilistic methods to decide the likelihood
of a given sequence of words occurring in a sen-
tence. To efficiently use the language models, re-
searchers fine-tune these pre-trained language mod-
els on downstream tasks. With the conventional
practices of fine-tuning the models, new parame-
ters are generally introduced for every downstream
task. However, this approach of fine-tuning lan-
guage models becomes difficult especially when
there are a lot of trainable parameters. With lan-
guage models becoming larger and larger (Brown
et al., 2020), we can often anticipate challenges
related to maintaining multiple copies of model
parameters for inference, training time, and lack
of necessary computing power. The concept of

Figure 1: Prompt-based tuning using discrete prompt.
The prompt “Experience was” with a [MASK] is
prepended to the input text.

prompt-tuning was introduced to improve parame-
ter efficiency in the downstream tasks. In prompt
tuning, there’s no need for new parameters as we
convert our problem into a language modeling task.
This method can be promising, especially when
there are very few training examples for e.g. few
shot learning (Gao et al., 2021), where the standard
fine-tuning would not be efficient.

A prompt is usually a sequence of words or pa-
rameters that are appended or prepended to the
input so that the given downstream task can be
constructed as a language modeling problem (Liu
et al., 2021a). An example is shown in Figure 1.
In order to classify the sentiment of a given text,
like an amazon product review “The delivery was
bad. The items were broken.”, we can prepend
a prompt, such as “Experience was” or “It was”,
with a [MASK] to the sentence and anticipate the
language model to predict a negative adjective such
as “awful” for the [MASK] position.

As shown by Lester et al. (2021); Kim et al.
(2021), soft prompt-tuning for smaller language
models do not perform well when compared
to traditional fine-tuning. This approach only
works for significantly larger models (BERTlarge,
RoBERTalarge , etc). In this paper, we propose a
novel approach to leverage soft prompt tuning for
smaller language models. We insert adapter mod-
ules in the language model, then jointly fine-tune
the parameters of this adapter module along with
soft prompts while keeping the rest of the model
frozen. Through empirical results on 3 benchmark
datasets from SuperGLUE (Wang et al., 2019) and
4 text classification datasets, we demonstrate the
effectiveness of our proposed approach for these
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smaller LM models (RoBERTa (Liu et al., 2019)
and BERT (Devlin et al., 2019)). Our method opti-
mizes only 0.02% of total model parameters during
training and yet achieves better performance than
other tuning strategies while being competitive to
fine-tuning.

Our main contributions can be summarised as
follows:

• a new Adapter-based Efficient Prompt Tuning
(ADEPT) approach to leverage soft prompts
for smaller language models - "roberta-base"
and "bert-base-cased".

• analyze the effectiveness of our approach with
respect to other soft prompt-tuning and fine-
tuning methods.

• an ablation study to investigate the importance
of the number of prompt tokens and adapter
hidden size.

2 Related Work

The effectiveness of prompt tuning was demon-
strated by (Brown et al., 2020) where the authors
showed that GPT-3 model could handle wide va-
riety of tasks using only a few training examples.
The use of prompts was first proposed by (Radford
and Narasimhan, 2018). The authors showed that
language models can perform well in few-shot and
zero-shot settings through these natural language
prompts. More recently, Jiang et al. (2020) pro-
posed an approach to automatically discover bet-
ter prompts in order to improve the factual knowl-
edge retrieval from these language models. More-
over, Schick and Schütze (2021) introduced Pattern
Exploiting Training (PET) which uses cloze-style
phrases and achieves state-of-the-art performance
on few supervised and semi-supervised tasks -
classification on Yelp Reviews, AG’s News, Ya-
hoo Questions (Zhang et al., 2015) and MNLI
(Williams et al., 2018). This work was further
improved by (Tam et al., 2021) for few-shot natural
language understanding without using any unla-
beled data. In all of these approaches, prompts
were manually designed in the form of discrete
tokens. Thus, in such scenarios, it is important
to design appropriate prompts based on different
downstream tasks. The importance of prompt en-
gineering and the complete paradigm of prompt
tuning is summarized in Liu et al. (2021a).

In contrast to discrete prompts (Shin et al., 2020;
Hambardzumyan et al., 2021; Gao et al., 2021;

Reynolds and McDonell, 2021), soft prompts are
randomly initialized vectors that are prepended
or appended to the input text. The parameters
of the entire language model are fixed and only
the prompt parameters are fine-tuned. Liu et al.
(2021b) showed that automatically searching bet-
ter prompts in the continuous space gives com-
petitive performance for natural language under-
standing. Soft prompts were initially proposed by
Zhong et al. (2021) where OptiPrompt was pro-
posed and outperformed discrete prompts on knowl-
edge probing tasks. Li and Liang (2021) and Qin
and Eisner (2021) used a similar idea for generation
tasks where they prepended task-specific prompts
in the input text and achieved comparable perfor-
mance as the original model fine-tuning. Han et al.
(2021) proposed prompt-tuning with rules (PTR)
which significantly outperformed state-of-the-art
baselines for relation classification tasks. The ef-
fectiveness of soft prompt-tuning was further lever-
aged by Lester et al. (2021) where they applied
soft prompts on the T5 model and achieved a good
performance on the SuperGLUE benchmark. Fur-
thermore, Su et al. (2021); Vu et al. (2022) studied
the transferability of prompt tuning across different
tasks and models. They showed that soft prompts
can be transferred to similar tasks without training
and can be a good initialization for the underlying
language model.

3 Approach

We propose a novel adapter-based prompt-tuning
architecture for downstream classification tasks.
Figure 2 shows an overview of the model. We
use the pre-trained BERT (Devlin et al., 2019) and
RoBERTa (Liu et al., 2019) from Hugging Face as
the encoder. For soft prompt-tuning, we append
soft prompt embedding in the input text using the
same approach as Lester et al. (2021). Given an
input text X = [x1, ..., xn], where xi is the i−th
token in the text and n is the length of the sequence,
we append prompt tokens [p1, p2, ... pm] where m
is the number of prompt tokens. We initialize these
prompt tokens with embeddings obtained from ran-
dom words in the vocabulary and update them dur-
ing training, which shows better performance on
downstream tasks than initializing them with ran-
dom vectors. We found that initializing prompt
tokens with random word embeddings instead of
random vectors helps the model converge better
on downstream tasks. The resulting input to the
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model becomes: [p1, ..., pm, x1, ..., xn]. We do not
use any separator token between prompt vectors
and tokens.

Figure 2: Overview of the ADEPT model. The adapter
module is inserted between encoder layer 8 and layer 9.
Parameters of prompt embeddings and this adapter mod-
ule are tuned while the rest of the complete model and
input text embeddings are frozen. ADEPT approach us-
ing RoBERTa/BERT tunes only 28K parameters (0.02%
of 123M total parameters)

Inspired by the work of Bapna and Firat (2019);
Houlsby et al. (2019); Pfeiffer et al. (2021); Rücklé
et al. (2021); He et al. (2021), we insert adapter
modules in the form of Multi-Layer Perceptron
(MLP) between the encoder layers of the base trans-
former model. To reduce the number of parameters,
we choose a bottleneck architecture for the adapter
module. In a bottleneck architecture, the hidden
layer also called as bottleneck size is much smaller
than the input layer. If d is the input size (number
of neurons) of the MLP layer and b is the bottle-
neck size (adapter hidden size), then the bottleneck
architecture would require 2·d·b+d+b parameters
. When b << d, the total parameters are greatly
reduced compared to a general MLP layer with
d · d+ d parameters. If the embedding dimension
size is e and the prompt length is m, then the train-
able parameters for prompt embeddings is m . e.

So the total trainable parameters for the ADEPT
model are just [2 · d · b + (d + b)] + m · e. We
use one adapter module with hidden size b = 8
and prompt length m = 20 in our implementation
which is inserted between the 8th and 9th encoder
layer 1. For RoBERTa and BERT models, we have
d = e = 768. So, total trainable parameters for
the ADEPT model is only 28k while in standard
fine-tuning, we update all the parameters (123M
parameters for roberta-base model.)

4 Experimental Setup

We conduct experiments on four classification
datasets - IMDB (Maas et al., 2011), AG’s News
(Zhang et al., 2015) , Yahoo Answers (Zhang et al.,
2015), Yelp - 5 (Zhang et al., 2015) and three
datasets from SuperGLUE benchmark - Boolq
(Clark et al., 2019), CommitmentBank (de Marn-
effe et al., 2019), and Recognizing Textual Entail-
ment (RTE) . More details on data statistics and
implementation details are described in Appendix
A

To show the efficiency of our adapter-based
prompt tuning approach, we compare it with sev-
eral other training paradigms:

• Prompt-tuning (PT): fine-tune soft prompt
embeddings while keeping the entire model
frozen. The randomly initialized parameters
of the classification head are also fixed.

• Head-tuning (HT): only fine-tune the classi-
fication head. The base transformer model is
frozen.

• Prompt + Head-tuning (PHT): fine-tune soft
prompt embeddings along with the parame-
ters of the classification head. The base trans-
former model is frozen.

• Fine-tuning (FT): traditional fine-tuning
where the entire model along with the clas-
sification head is trained.

1We experimented with different positions for the adapter
module: between layer 4 and 5; between layer 6 and 7; be-
tween layer 8 and 9; between layer 10 and 11. We achieved
the best results when the adapter module was inserted between
layer 8 and layer 9. It stands out to the reason that the lower
layers of BERT account for sentence and coarse linguistic
structure while the higher layers are more domain-specific and
help to learn task-specific parameters (Rogers et al., 2020).
Attaching an adapter module between higher layers helps the
adapter module parameters to converge better to downstream
tasks

123



Model Method IMDB AG’s News Yahoo Yelp-5 BoolQ CB RTE

BERT

Prompt (PT) 0.91 0.86 0.66 0.57 0.62 0.66 0.47
Head (HT) 0.89 0.88 0.67 0.60 0.61 0.72 0.53

Prompt + Head (PHT) 0.92 0.92 0.70 0.63 0.67 0.71 0.54
Fine-tune (FT) 0.94 0.94 0.72 0.69 0.73 0.83 0.61

Adapter + Prompt (ADEPT) 0.92 0.93 0.71 0.67 0.69 0.80 0.58

RoBERTa

Prompt (PT) 0.90 0.87 0.65 0.59 0.62 0.64 0.50
Head (HT) 0.91 0.90 0.68 0.61 0.63 0.70 0.54

Prompt + Head (PHT) 0.94 0.93 0.72 0.66 0.64 0.71 0.55
Fine-tune (FT) 0.96 0.95 0.73 0.71 0.80 0.86 0.71

Adapter + Prompt (ADEPT) 0.95 0.94 0.72 0.68 0.71 0.77 0.60

Table 1: Performance on all evaluation tasks. Each experiment is run for 3 trials and the average result is
reported. For text classification tasks (IMDB, AG’s News, Yahoo, Yelp-5), we report the test F-score; for Boolq,
CommitmentBank (CB), and Recognizing Textual Entailment (RTE), we report the test accuracy. ADEPT approach
results in better performance than Head-tuning (HT) and Prompt + Head-tuning (PHT) while using significantly
lower parameters and is competitive to standard fine-tuning

• Adapter + Prompt-tuning (ADEPT): fine-
tune soft prompt embeddings and adapter
module parameters that are inserted in the en-
coder layer. The rest of the model and the
randomly initialized parameters of the classi-
fication head are kept fixed.

5 Results

Table 1 shows the F-score and accuracy on all eval-
uation tasks under different training settings. Ta-
ble 2 compares the model parameters and training
metrics. We can see that ADEPT outperforms all
the other methods which just tune the prompt or
head layers using significantly lower parameters.
By just tuning 0.02% parameters, ADEPT shows
comparable performance as the method that fine-
tunes all the parameters, demonstrating its signif-
icance in improving the training efficiency. It is
interesting to see that although Head-tuning (HT)
and Prompt + Head-tuning (PHT) methods have
larger parameters to be optimized, the ADEPT
method still achieves better results on the Super-
GLUE dataset and requires lesser training time
compared to the standard fine-tuning approach. We
also observe that standard prompt-tuning requires
about 2.5 times more steps to converge compared
to fine-tuning approach and does not perform well
for multi-class classification. A similar result was
reported by Lester et al. (2021), where the authors
claim that soft prompt based-tuning does not per-
form well for smaller language models.

Overall, attaching adapter modules between the
encoder layers helps to retain the knowledge from
pre-trained LMs and efficiently learn the required
parameters to further improve the performance on
downstream tasks. This helps the language model

to better adapt to downstream tasks using minimal
parameters. It achieves comparable performance
as standard fine-tuning while being highly param-
eter efficient and requiring much lower training
time. All these demonstrate the effectiveness of
our proposed approach in improving the training
and resource efficiency of language models.

Method # params % params time Convergence

PT 13K 0.01% 0.9 t 2.5 x steps
HT 600K 0.48% 0.5 t 2 x steps
PHT 620K 0.49% 0.8 t 2 x steps
FT 123M 100% t x steps

ADEPT 28K 0.02% 0.7 t 1.5 x steps

Table 2: Model parameters and training metrics. t and
x refer to training time and training steps respectively
as required by standard fine-tuning. # params denotes
the number of trainable parameters for every method.
% params denotes % of parameters to be optimized
compared to standard fine-tuning.

6 Conclusion

We proposed a novel adapter-based prompt-tuning
approach for fine-tuning language models. Our re-
sults demonstrate the effectiveness of the approach
on seven benchmark datasets. ADEPT achieves
a significant performance boost over PT, HT, and
PHT approaches and is comparable to the standard
fine-tuning while using only 0.02% of the model
parameters. Since adapter modules learn the re-
quired parameters for various NLU tasks, they help
in retaining the knowledge of the pre-trained LM
model when the encoder is frozen. Our work aims
to facilitate the further research direction of using
adapter-based prompt methods for tuning LMs.
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Limitations

Due to the limited resources, we could not experi-
ment with this approach for larger language models
such as roberta-large and bert-large. It would be in-
teresting to investigate the performance of ADEPT
with larger LMs.

In addition, we only evaluate the ADEPT ap-
proach on seven downstream tasks. It would also be
interesting to test it on more broad natural language
processing tasks, such as information extraction,
natural language generation, question answering,
and so on.

Broader Impact

As discussed earlier, fine-tuning large pre-trained
models for downstream tasks can be really expen-
sive. The ADEPT approach can help AI practition-
ers to assess the abilities of LM without using a
lot of resources. This approach of prompt tuning
can also help smaller end users to take advantage
of harnessing the power of LM with the minimal
resources they have. It can be used by social sci-
entists, Non-profit organizations, etc. to create a
positive impact in society in spite of limited com-
puting resources.

Reproducibility

The code and resources for this work are available
at our GitHub repository2. The code for training,
testing, and producing plots are made available.
The details on the model and hyperparameters are
given in Appendix A.2. A brief introduction to the
dataset used in this paper is given in Appendix A.1.
Our implementation approach specific to all the
dataset used are also explained.
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A Appendix

A.1 Dataset

The data statistics along with number of examples
and labels is shown in Table 3.

Dataset # train # val # test # labels

IMDB 40,000 5,000 5,000 2
AG’s News 102,000 18,000 7,600 4
Yahoo 1,300,000 60,000 100,000 10
Yelp-5 520,000 130,000 50,000 5
Boolq 9,427 3,270 3,245 3
CB 250 57 250 3
RTE 2,500 278 300 2

Table 3: Data statistics

IMDB: It is a binary sentiment analysis dataset
that has a movie review and its respective label.
The dataset consist of 2 labels - “positive“ and

“negative“.

AG’s News: A news classification dataset where
every example consists of a headline h, a text body
b, and a label associated with it. The dataset con-
sist of 4 labels - “World“, “Sports“, “Business“,
and “Science/Tech“. For our implementation, we
concatenate the headline and body - [h : b] and use
the concatenated text for the prediction.

Yahoo Answers: A topic classification dataset
that consists of a question q, an answer a, and a
label associated with it. The dataset consists of 10
labels - “Society“, “Science“, “Health“, “Educa-
tion“, “Computer“, “Sports“, “Business“, “En-
tertainment“, “Relationship“, and “Politics“. For
our implementation, we concatenate the question
and answer - [q : a] and use the concatenated text
for the prediction.

Yelp-5 A review classification dataset where ev-
ery example consists of a review and a label associ-
ated with it. The dataset consists of 5 labels in the
form of numbers - (1 to 5).

Boolq Boolq is a question answering dataset for
yes/no questions from the SuperGLUE benchmark.
Each example is a triplet of (question, passage, and
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(a) Varying adapter size (b) Varying # of prompt tokens

Figure 3: Test F-scores on the classification datasets using RoBERTa with ADEPT model In (a), number of prompt
tokens is kept fixed (m) = 20 and adapter hidden size is varied. In (b), the adapter hidden size is kept fixed (d) = 8
and number of prompt tokens is varied.

answer). For our implementation, we concatenate
the question and passage - [q : p] and use the
concatenated text for the prediction. The dataset
consist of 2 labels - “yes“ and “no“

CB CommitmentBank (CB) is a three-class tex-
tual entailment dataset from the SuperGLUE bench-
mark. Each example is a triplet of (premise, hy-
pothesis, and label). For our implementation, we
concatenate the premise and hypothesis - [p : h]
and use the concatenated text for the prediction.
The dataset consist of 3 labels - “contradiction“,

“neutral“, and “entailment“.

RTE Recognizing Textual Entailment (RTE) is
a binary textual entailment dataset from the Su-
perGLUE benchmark. Each example is a triplet of
(premise, hypothesis, and label). For our implemen-
tation, we concatenate the premise and hypothesis -
[p : h] and use the concatenated text for the predic-
tion. The dataset consist of 2 labels - “entailment“
and “not_entailment“.

A.2 Implementation details

We use roberta-base and bert-base-cased from
Hugging Face3. For our experiment, the adapter
module is inserted between the 8th encoder layer
and 9th encoder layer of both models. We run
each experiment for 3 trials and the average re-
sult is reported. The learning rate is 8e − 4
for ADEPT, prompt-tuning (PT), prompt-tuning
+ head (PHT), head-tuning (HT), and 2e − 5 for
fine-tuning method. The batch size is 16 for all
the methods. We train fine-tuning method for 10

3https://huggingface.co/

epochs, the ADEPT model for 15 epochs, prompt-
tuning + head and head-tuning for 20 epochs, and
prompt-tuning for 25 epochs. We use AdamW op-
timizer and linear scheduler with 6% warmup steps
for all the methods. For the ADEPT model, we
use an adapter hidden size of 8 and the number
of prompt tokens is 20 for ADEPT, PT, and PHT
methods.

A.3 Ablation Study
We analyze RoBERTa with the ADEPT model to
show the impact of adapter hidden size and number
of prompt tokens. We conduct two sets of exper-
iments Figure 3a - for different adapter sizes and
Figure 3b - for different prompt tokens.

Adapter Hidden Size: We train the ADEPT
model for varying adapter sizes - (4, 8, 32, 64, 128),
and the number of prompt tokens is kept as 20. As
Figure 3a shows, the F-score is slightly improved
as we increase the adapter size. Simpler data like
IMDB do not benefit much from the increase in
adapter size. Increasing adapter size beyond 32
brings 2 to 3% improvement for Yahoo and Yelp-5
dataset

Number of Prompt Tokens: We train the
ADEPT model by varying the number of prompt
tokens - (10, 20, 50, 100, 200) and keep the adapter
hidden size fixed as 8. When the number of prompt
tokens is beyond 50, the performance is decreased,
indicating that adding trainable parameters in the
input does not help much beyond a certain point.
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