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Abstract

This paper describes our approach for SemEval-
2023 Task 10: Explainable Detection of Online
Sexism (EDOS). The task deals with identifi-
cation and categorization of sexist content into
fine-grained categories for explainability in sex-
ism classification. The explainable categoriza-
tion is proposed through a set of three hierar-
chical tasks that constitute a taxonomy of sexist
content, each task being more granular than the
former for categorization of the content. Our
team (iREL) participated in all three hierarchi-
cal subtasks. Considering the inter-connected
task structure, we study multilevel training to
study the transfer learning from coarser to finer
tasks. Our experiments based on pretrained
transformer architectures also make use of ad-
ditional strategies such as domain-adaptive pre-
training to adapt our models to the nature of
the content dealt with, and use of the focal
loss objective for handling class imbalances.
Our best-performing systems on the three tasks
achieve macro-F1 scores of 85.93, 69.96 and
54.62 on their respective validation sets.

1 Introduction

The proliferation of online sexism targeted towards
women not only makes online spaces inhospitable
but also perpetuates existing social inequities. This
has lead to the use of online systems for the identifi-
cation of such content through automated technolo-
gies based on NLP methods. However, a blatant
categorization into general, high-level categories
as is often performed by such technologies leads
to lack of explainability and trust in these systems.
The nature of sexist content being varied based on
the motivation of the writer, a discrete identification
of categories as different as threats and prejudiced
expressions is beneficial for differential treatment.
A granular study also helps in identifying the weak-
nesses of the model in identifying certain specific
categories of sexist content.

In our work, we work on the dataset for Explain-
able Detection of Online Sexism (introduced as
a part of the SemEval-2023 Task 10) (Kirk et al.,
2023) based on English language posts from the
social media platforms Reddit1 and Gab2. The
dataset, discussed in a greater detail in Section 3,
introduces three inter-connected subtasks (labeled
A, B, C) for the problem, each dealing with classi-
fication of sexist comments in a more fine-grained
sense. Task A consists of a simple binary classifi-
cation of posts into sexist and non-sexist categories.
For posts which are detected as sexist, Task B deals
with their categorization into 4 distinct categories
of sexism. Finally, in Task C looks at a more granu-
lar classification of the sexist posts into 11 classes,
or “fine-grained vectors of sexism”. We worked on
all the three subtasks, and report our experimental
findings on the same.

To benefit from the inter-connected, hierarchi-
cal nature of the three subtasks forming a taxon-
omy of sexist content labeling, we primarily study
the technique of multi-level training in this paper.
This technique, explained in Section 4.4, serves to
transfer learn on a task at the lower level from the
learnings on a higher level task. We experiment
with five different pretrained transformer (Vaswani
et al., 2017) architectures for our approaches. Be-
sides cross-entropy based vanilla finetuning (Sec-
tion 4.1), we employ domain-adaptive pretraining
(refer to Section 4.3) (Gururangan et al., 2020) as a
precursor to multi-level training for adaptation of
the models to the nature of the data in this domain.
Considering the class imbalances in Tasks B and C,
we also make use of the focal loss (Lin et al., 2017)
objective, elaborated in Section 4.2. We specify the
experimental settings for these methods in Section
5 and provide the results in Section 6. We show the
suitability of domain-adaptive pretraining on Task
A, multi-level training on Task B and focal loss on

1https://www.reddit.com/
2https://gab.com/
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Task C as the best performing approaches for the
tasks. The best results (on the basis of macro-F1)
were obtained on the pretrained RoBERTa-large
(Zhuang et al., 2021) model, the results for which
we show on the validation split of the provided data.
We open source our code for replicability of our
methods3.

2 Related Work

Abburi et al. (2021) employ self-training to aug-
ment the set of labelled instances by selectively
adding unlabeled samples for multi-label sexism
classification. In their work, the focus is on self-
reported accounts of sexism rather than the classi-
fication of sexist content per se. The paper delves
into a comprehensive and fine-grained categoriza-
tion of sexism, encompassing a total of 23 cate-
gories in a multi-label setting. This classification
scheme is organized into a 3-level hierarchical tax-
onomy, wherein fine-grained labels are systemati-
cally grouped together. The taxonomy comprises 8
categories at level 1, 15 categories at level 2, and
23 categories at level 3. This structured approach
facilitates a more nuanced understanding of sex-
ism and its various manifestations, enabling more
effective detection and analysis of sexist content.

ElSherief et al. (2017) show increased engage-
ment with gender based violence related tweets
in comparison to other non gender based violence
tweets.

Zhang and Luo (2018) propose deep neural net-
work structures serving as feature extractors that
are particularly effective for capturing the seman-
tics of hate speech including racism and sexism.
Frenda et al. (2018) present an approach for detect-
ing sexism and misogyny from Spanish and English
tweets. Schrading et al. (2015) design classifiers to
detect text discussing domestic abuse on Reddit.

Karlekar and Bansal (2018) investigate an RNN-
CNN model for categorizing personal experiences
of sexual harassment into one or more of three
classes. In Anzovino et al. (2018), tweets identified
as misogynist are classified as discredit, stereotype
and objectification, dominance, or derailing, sexual
harassment, and threats of violence using features
involving n-grams, part of speech (POS) tags and
text embedding.

These prior works lack the study from a taxo-
nomical perspective for categories on online sexist

3https://github.com/NirmalManoj/
EDOS-iREL-MultiLevel-Training

content. In our work, we fill the gap by proposing
methods for dealing with hierarchical categoriza-
tion of sexism.

3 Data

In addition to the primary labeled dataset for the
task, the organizers also provided two additional
unlabeled datasets, each containing 2M comments
from Reddit and Gab. The primary dataset consists
of 14k / 2k / 4k labeled instances each in the train
/ dev / test splits. Of the 14k instances in the train
split, ∼3.4k comments are labeled under the “sex-
ist” category for task A, hence limiting the amount
of usable data for tasks B and C to this subset,
which are further categorized into 4 and 11 classes
respectively. Although the classes for task A do not
have a significant imbalance (3:1 distribution for
“non-sexist” versus “sexist”), the classes for tasks
B and C have a significant imbalances.

We make use of the labeled dataset as well as
the unlabeled Reddit and Gab datasets for our ex-
periments. No other additional data was made use
of. As a part of data exploration, we measured the
average lengths of the comments in each dataset on
the basis of white space-separated tokens. Average
length of comments in the given labeled dataset is
23.42 tokens, slightly above that for Gab (16.17 to-
kens) and Reddit (17.89 tokens) unlabeled datasets.
We also noticed that the length distributions of the
comments from all the three data sources to con-
form when plotted on a graph. This observation
was useful in merging the datasets for applying
domain-adaptive pretraining, discussed in Section
4.3.

4 Methodology

In this section, we describe the core components
of our modeling we experimented with to tackle
the three subtasks. We start with basic finetuning
in Section 4.1, explain the focal loss objective in
Section 4.2, domain-adaptive pretraining in Section
4.3, and multi-level training in Section 4.4.

4.1 Basic Finetuning

The first component of our approach is Basic Fine
Tuning, which is a widely used technique for adapt-
ing pretrained transformer language models to spe-
cific tasks. This approach is based on the idea
that the pretraining of the transformer model on
large amounts of unlabeled data provides a good
generalization of natural language, which can be
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further fine-tuned on the specific task of interest.
Fine-tuning the pretrained model on a specific task
allows the model to adapt to the specific character-
istics of the task, such as the vocabulary, syntax,
and semantics.

4.2 Focal Loss
In Task B and C, we observed a class imbalance in
the fine-grained classification tasks. Specifically,
some classes had significantly fewer examples than
others, which can lead to bias in the model’s pre-
dictions towards the majority class. To address
this issue, we employed the Focal Loss as a loss
function for some experiments.

The Focal Loss is a modified version of the cross-
entropy loss that downweights easy examples and
focuses on hard examples. It was introduced by Lin
et al. (2017) for object detection tasks in computer
vision, but has since been applied to various natu-
ral language processing tasks, including sentiment
analysis and named entity recognition.

By using the Focal Loss, we aim to give more
weight to hard examples, which are examples that
the model is currently misclassifying, while down-
weighting easy examples that the model is already
accurately classifying. This helps to address the
problem of class imbalance by making the model
focus more on the minority classes, which are typi-
cally the harder examples.

4.3 Domain-Adaptive Pretraining
The task of detecting and classifying sexism in
online comments requires a nuanced understanding
of language and context. To better adapt our models
to this domain, we employed Domain-Adaptive
Pretraining (Gururangan et al., 2020), a technique
that involves pretraining our models on data from
a similar domain or task before fine-tuning on the
target task. By doing so, we aimed to improve the
performance of our models, especially on the fine-
grained classification tasks (Task B and C), which
require a more nuanced understanding of sexist
language.

In particular, we utilized the 2 million unlabelled
data points collected from Reddit and Gab, which
were provided by the task organizers. We used this
data to pretrain several transformer language mod-
els. Our motivation for using this approach is based
on the observation that the language patterns and
structures used in social media or online forums are
different from those used in more formal contexts
such as news articles or books, which are part of the

corpus used to create the pretrained LMs. Further
Pre Training on data from social media or online
forums can help our models learn to identify the
specific linguistic cues that are indicative of sexism
in this domain, such as informal language, sarcasm,
and emoticons.

By leveraging Domain Adaptive Pretraining, we
aimed to improve the generalizability of our models
to the task and enhance their ability to detect and
classify sexism in online comments.

4.4 Multi-level Training

Each subtask requires a progressively more fine-
grained hierarchical classification of sexist content.
We found that the previous tasks could serve as
a good starting point for the current task, as they
provide the model with valuable knowledge and
representations that can be leveraged to improve its
performance on the current task.

To this end, we employed Multi-Level Training,
a technique that uses the best checkpoint of a pre-
vious task as the starting point for the current task.
By using this technique, we aim to capitalize on
the knowledge and representations learned from
previous tasks and transfer them to the current task.
For example, we use the best checkpoint from Task
A to initialize the training for Task B, and the best
checkpoint from Task B to initialize the training
for Task C.

We believe that Multi-Level Training is particu-
larly useful for Tasks B and C since each subtask
builds upon the previous one, with the final sub-
task requiring the most fine-grained classification.
By initializing the current task with the best check-
point from the previous task, our model can lever-
age the knowledge learned from previous tasks and
improve its performance on the current task, espe-
cially on the more challenging subtasks.

5 Experimental Details

5.1 Modeling

All our experimental strategies are tested on a set
of 5 pretrained transformer encoders. These in-
clude a base, uncased version of the BERT (Devlin
et al., 2019) model (BBU), base and large versions
of the RoBERTa (Zhuang et al., 2021) model (RB,
RL), two versions of the DeBERTa (He et al., 2021)
base model: the original base model (DB) and the
v3 version (DBV3) (He et al., 2023), which was
an improved version of the same. Modeling the
classification task for each experiment involved ad-
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dition of a linear layer with the output size equal to
the number of classes for that task on the pooled
embeddings of the last hidden layer of each model.
For the pretraining experiment, a linear layer was
added for the Masked Language Modeling (MLM)
objective as in (Devlin et al., 2019). 15% of the to-
kens were masked randomly for MLM pretraining.

Transferring the model from one task to the other
involved replacement of the final linear layer with a
new layer suitable for that task. All the layers of the
model were then trained, with the model encoder
parameters adapting to the new task from their pre-
vious checkpoint, and the linear layer being trained
on the task-specific objective from scratch.

5.2 Training Hyperparameters

For training, we employed a fine-tuning ap-
proach using the Slanted Triangular Learning Rates
(STLR) technique with a 10% warmup. We varied
the values of the maximum learning rate in this
scheduling to 2e− 6, 5e− 6 and found the value
of 5e−6 to work well across experiments. AdamW
optimizer (Loshchilov and Hutter, 2017) was used
with a weight decay of 0.01. In the experiments
using focal loss, the gamma value of the hyperpa-
rameter was set to 2.0. The training was carried out
over a course of 10 epochs using a batch size of
4 and accumulated gradient steps of 2. We relied
on the Huggingface (Wolf et al., 2020) library for
pretrained encoder models and training support.

The aforementioned settings were used across all
classification experiments and found them to work
well. In domain-adaptive pre-training, we trained
the model on 2 epochs over the complete data of
∼2M samples. Rest of the hyperparameters were
kept the same as in the classification experiments.

Best checkpoint was determined on the basis
of the performance on the validation (dev) dataset
using the macro-F1 score, the primary evaluation
metric for the task. Besides macro-F1, we also
measure the precision and recall values calculated
in macro mode along with accuracy.

6 Results

The experimental results for our approaches for
Task A, B and C can be seen in Table 1, Table 2 and
Table 3 respectively. The values of F1, Precision
and Recall metrics are noted in terms of their macro
versions, as noted in Section 5.2.

In Task A, we observed that all the models,
except DB, performed better after the domain-

adaptive pretraining step. Among all the experi-
ments, RL with pretraining gave the best F1 score
of 85.93.

In Task B, we explored the usage of focal loss in
basic finetuning, which showed improved perfor-
mance in the best performing model, RL. However,
we observed that the improvement from focal loss
to not be consistent when compared to cross en-
tropy. Pretraining followed by fine-tuning with fo-
cal loss showed improvement only for BBU. Multi-
level training with pretraining gave the best model,
which again was RL with a macro-F1 score of 69.96.
Interestingly, BBU showed the highest performance
improvement with continued pretraining and multi-
level training where the score increased by 5.42
points from the second-best performing setup.

In Task C, we observed that the performance im-
provement from focal loss was more pronounced
due to the high class imbalance of 11 categories. In
basic finetuning, changing the objective from cross
entropy to focal loss improved the performance of
each model by at least 3 points in the macro-F1
score. The best performing model in basic fine-
tuning was RL, which showed an improvement of
more than 4.27 points in macro-F1. The model
that saw the highest improvement was DBV3 with
a difference of 6.25 points in macro-F1. We also
noted that continued pretraining gave improved
performance for all models except RL. Multi-level
training with Task A -> Task B -> finetuning with
focal loss gave the best performance for BBU and
RB. However, overall the best performing model
remained RL in the basic finetuning with focal loss
setup, giving a macro-F1 score of 54.62.

Strategy Model F1 Precision Recall Accuracy

Basic
finetuning

BBU 81.62 81.97 82.47 86.80
RB 83.22 83.94 82.58 87.90
DB 83.69 83.69 83.69 88.00

DBV3 82.51 82.69 82.32 87.20
RL 85.73 87.11 84.56 89.85

Pretraining →
finetuning

BBU 81.93 83.02 81.00 87.10
RB 83.86 84.56 83.22 88.35
DB 82.40 85.02 80.52 87.85

DBV3 83.93 84.15 83.72 88.25
RL 85.93 86.90 85.09 89.90

Table 1: Performance of our models on the validation
set of Task A.

7 Conclusion

In our work, we present a study of our approaches
to tackle the problem of explainable detection of
online sexism as a set of 3 inter-connected, hierar-
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Strategy Model F1 Precision Recall Accuracy

Basic
finetuning: CE

BBU 58.91 62.39 56.68 62.14
RB 63.10 64.84 63.85 65.23
DB 68.33 67.07 69.90 69.34

DBV3 61.43 61.71 62.13 63.79
RL 69.41 69.19 69.71 70.99

Basic
finetuning:
FOCAL

BBU 58.60 60.43 57.21 62.14
RB 64.02 65.36 62.90 64.81
DB 67.79 67.53 68.21 69.14

DBV3 62.72 62.03 63.86 62.55
RL 69.67 69.11 71.47 71.60

Pretraining →
finetuning:
FOCAL

BBU 60.91 59.97 62.00 61.32
RB 57.30 57.17 57.49 57.61
DB 62.13 60.33 64.80 62.55

DBV3 56.98 56.16 58.69 56.17
RL 69.57 67.24 73.39 69.55

Pretraining →
Task A →
finetuning:
FOCAL

BBU 66.33 65.94 67.28 67.28
RB 62.87 64.92 61.36 62.96
DB 67.05 65.60 68.87 68.93

DBV3 62.53 64.19 61.21 64.20
RL 69.96 69.24 70.98 70.99

Table 2: Performance of our models on the validation
set of Task B.

Strategy Model F1 Precision Recall Accuracy

Basic
finetuning: CE

BBU 33.07 33.51 34.43 54.12
RB 38.48 37.91 39.57 55.76
DB 44.90 54.68 43.10 56.58

DBV3 34.97 35.68 36.09 55.14
RL 50.35 52.34 49.31 61.32

Basic
finetuning:
FOCAL

BBU 36.22 34.97 39.27 47.33
RB 43.05 42.48 44.34 50.21
DB 49.79 51.25 49.17 55.35

DBV3 41.23 40.28 43.95 49.59
RL 54.62 56.33 53.79 61.32

Pretraining →
finetuning:
FOCAL

BBU 37.32 41.34 38.19 47.33
RB 39.83 38.87 42.07 47.33
DB 51.16 51.90 52.19 58.23

DBV3 41.38 40.21 43.67 50.62
RL 51.67 55.95 50.97 60.08

Pretraining →
Task A →
Task B →
finetuning:
FOCAL

BBU 40.68 48.61 41.04 51.44
RB 43.15 44.22 43.00 53.50
DB 49.97 51.04 49.77 57.41

DBV3 39.68 42.80 39.64 51.23
RL 51.15 51.98 50.80 59.67

Table 3: Performance of our models on the validation
set of Task C.

chical classification tasks. Our approaches involve
domain-adaptive pretraining for adapting the classi-
fication models to the downstream data, implemen-
tation of the focal loss objective for handling the
class imbalances and a multi-level training strategy
for studying the benefit of learning from a coarser
to finer classification task. On all our experiments
involving 5 different pretrained transformer mod-
els, we observe the benefit of more trainable pa-
rameters and their suitability to small datasets with
the noticeably high performance of the RoBERTa-
large model over the rest across different training
settings and tasks. We show a general improve-
ment from domain-adaptive pretraining due to a
better alignment of the pretrained models towards

the downstream task and also showcase the benefit
of the focal loss for very large imbalances in the
data, such as in Task C. The multi-level training
turns out to be the best performing approach for
Task B, benefiting from the learnings gained from
Task A.
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