
Proceedings of the The 17th International Workshop on Semantic Evaluation (SemEval-2023), pages 1161–1165
July 13-14, 2023 ©2023 Association for Computational Linguistics

Trinity at SemEval-2023 Task 12: Sentiment Analysis for Low-resource
African Languages using Twitter Dataset

Shashank Rathi
PICT, India

shashankrathi2@gmail.com
Rahul Tangsali

PICT, India
rahuul2001@gmail.com

Siddhesh Pande
PICT, India

siddheshspande@gmail.com
Aditya Vyawahare

PICT, India
aditya.vyawahare07@gmail.com

Harshwardhan Atkare
PICT, India

atkareharsh@gmail.com
Dipali Kadam

PICT, India
ddkadam@pict.edu

Abstract

This paper presents a summary of our findings
obtained on sentiment analysis of 3 African
languages among the 17 languages mentioned
in the shared task. We carried out a sentiment
analysis on Hausa, Yoruba, and Swahili. The
models used here for the mentioned task were
logistic regression, SVM, RandomForest, and
mBERT along with a few data-preprocessing
and oversampling techniques. The performance
of the models used was evaluated by consider-
ing weighted average and macro average F1
scores as metrics. The best set of scores ob-
tained on the languages Hausa, Yoruba and
Swahili are (76.53, 76.55), (74.83, 73.15) and
(57.79, 48.59) respectively.

1 Introduction

Most languages are becoming digitally accessi-
ble as a result of the growing usage of the In-
ternet and social media platforms. This enables
numerous artificial intelligence (AI) applications
that make it possible to do operations like senti-
ment analysis, machine translation, and the detec-
tion of offensive information. 2,058 or 30 per-
cent of all surviving languages, according to UN-
ESCO (2003), are African languages. The ma-
jority of these languages, however, lack curated
datasets for creating these AI applications. The
Lacuna Fund is one recent example of a financed
program that aims to buck this trend and provide
such datasets for African languages. To maximise
the use of these datasets, new natural language
processing (NLP) techniques must be developed,
and research is needed to ascertain whether the
present approaches are appropriate in both cases.
The shared task covers 17 African languages
namely Hausa, Yoruba, Igbo, Nigerian Pidgin
from Nigeria, Amharic, Tigrinya, and Oromo
from Ethiopia, Swahili from Kenya and Tanza-
nia, Algerian Arabic dialect from Algeria, Kin-
yarwanda from Rwanda, Twi from Ghana, Mozam-

bique Portuguese from Mozambique and Moroc-
can Arabic/Darija from Morocco(Muhammad et al.,
2023b).

The major system strategies used here include us-
ing some traditional classifier models like logistic
regression, SVM, and RandomForest. They were
used through various pipelines. These pipelines
also included a vectorizer and over-sampling tools
like ROS and SMOTE. One more result per lan-
guage was obtained using the mBERT model. All
the results obtained were compared and some con-
clusions can be drawn based on that analysis. The
evaluation metrics used in this shared task were
average-macro and average-weighted F1 scores.

Since in the shared task, Afrisenti SemEval 2023
we had to deal with African languages it helped us
gain familiarity with handling multi-lingual data.
We explored and researched different models and
data-preprocessing techniques available for such
kind of sentiment analysis tasks.

2 Background

Here, we have used the dataset provided in the
shared task itself. Thus, the input contains tweets to
be classified in respective languages. We have used
a vectorizer in our pipeline for data-preprocessing
purposes. The output is the classification of that
particular tweet into ’positive’, ’negative’, or ’neu-
tral’ sentiments. The tracks we participated in in-
clude languages Hausa (track 1), Swahili (track 8),
and Yoruba (track 2).

3 System Overview

In this shared task, we have used the following
models and algorithms:

3.1 Logistic Regression
A supervised classification algorithm is essentially
what logistic regression is. For a given collection of
features (or inputs), X, in a classification issue, the
target variable (or output), y, can only take discrete
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values(Cox, 1958). Only when a decision thresh-
old enters the picture does logistic regression trans-
forms into a classification technique. Precision and
Recall levels play a significant role in determining
the threshold value. It is based upon the sigmoid
function. This Logistic Regression classifier was
combined with oversampling techniques like ROS
and SMOTE by creating a pipeline. This model
when combined with SMOTE produced the best
overall performance for Swahili language.

3.2 Random Forest
Random forest is an ensemble technique capa-
ble of handling both regression and classification
tasks(Ali et al., 2012). The fundamental idea be-
hind this is to mix numerous decision trees to deter-
mine the final output rather than depending just on
one decision tree. As its primary learning models,
Randomforest uses a variety of decision trees. Row
and feature sampling are done at random from the
dataset to create sample datasets for each model.
It is known as Bootstrap. In a classification prob-
lem, the majority voting classifier is used to deter-
mine the final output. The mean of every output is
the final result in the regression problem. This is
called Aggregation.In this classifier, we set the n-
estimators parameter to 100. This Random Forest
ensemble classifier was combined with oversam-
pling techniques like ROS and SMOTE by creating
a pipeline.

3.3 Support Vector Machine
Both classification and regression tasks can be per-
formed using supervised learning algorithms found
in Support Vector Machines, or SVMs. Due to its
resilience, it is frequently used to resolve classi-
fication challenges. The data points in this tech-
nique are initially shown in an n-dimensional space.
The algorithm then employs statistical techniques
to identify the best line that divides the different
groups represented in the data(Hearst et al., 1998).
Here, we have used SVC() classifier for our clas-
sification task. Here, we have selected "linear"
kernel for the classifier. This classifier was com-
bined with oversampling techniques like ROS and
SMOTE by creating a pipeline. This model when
combined with SMOTE produced the best overall
performance for Yoruba language.

3.4 mBERT
BERT stands for Bidirectional Encoder Represen-
tations from Transformers(Vaswani et al., 2017). In

order to pre-train deep bidirectional representations
from unlabeled text, it simultaneously conditions
on both the left and the right context(Devlin et al.,
2019). As a result, state-of-the-art models for a vari-
ety of NLP applications can be developed using the
pre-trained BERT model with just one additional
output layer. Half of the secret of BERT’s success
lies in this pre-training phase. This is due to the
fact that as a model is trained on a big text corpus,
it begins to grasp the more intricate details of how
the language functions. This information serves
as a kind of all-purpose NLP toolkit. mBERT is
a version of BERT that may be used with 104 dif-
ferent languages(Libovický et al., 2019). When
mBERT was developed, information from all 104
languages was combined. As a result, mBERT
simultaneously comprehends and is aware of the
links between words in all 104 languages.

Here, we have used the ktrain API for the im-
plementation of mBERT. The Keras deep learn-
ing software framework includes the library called
ktrain that may be used to create, train, test, and de-
ploy neural networks(Maiya, 2020). (As of version
0.7, ktrain leverages TensorFlow’s tf.keras rather
than Keras alone.) With just a few lines of code,
ktrain, which was inspired by the fastai library, en-
ables you to easily estimate an optional learning
rate by providing a learning rate finder. It also al-
lows you to employ learning rate schedules as well
as fast and easy-to-use pre-canned models for the
classification of text data.

4 Experimental Setup

4.1 Data Splits

We have used the dataset provided in the shared
task(Muhammad et al., 2023a). We used the
’language-train.tsv’ datasets for training the mod-
els, and the ’language-dev.tsv’ datasets for valida-
tion purposes and generated predictions using men-
tioned models on ’language-test.tsv’ for respective
languages.

4.1.1 Data-split sizes
Language Train Dev Test
Hausa 14172 2677 5303
Yoruba 8552 2090 4515
Swahili 1810 453 748

4.2 RandomOverSampler

A single instance may be chosen more than once
because Random Oversampling involves selecting
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random instances from the minority class with re-
placement and augmenting the training data with
multiple copies of this instance(Moreo et al., 2016).
We have used the RandomOverSampler pipeline
which consisted of a vectorizer, a classifier, and
the RandomOverSampler. Here, we set the hyper-
parameter random-state to 777.

4.3 SMOTE

SMOTE is an algorithm that adds artificial data
points to the actual data points to accomplish data
augmentation(Bowyer et al., 2011). SMOTE can
be viewed as an improved form of oversampling or
as a particular data augmentation procedure. We
created a pipeline for SMOTE which consisted of
a vectorizer and a classifier. Here, we set the hyper-
parameter random-state to 777.

4.4 TF-IDF

Term Frequency Inverse Document Frequency is
referred to as TF-IDF. This is a widely popular
algorithm that converts text into meaningful numer-
ical representations that can be used to fit machine
prediction algorithms(Sammut and Webb, 2010).
We have used this vectorizer in the pipeline by tun-
ing it to unigrams and bigrams. The max-features
parameter was set to 100,000.

4.5 Evaluation Metrics

The evaluation metrics used in this task are
weighted-average and macro-average F1 score.
The harmonic mean of recall and precision is re-
ferred to as the F1-score for a more balanced sum-
mary of model performance(Yedidia, 2016).

4.5.1 macro-average F1

The arithmetic mean, also known as the unweighted
mean, of all the per-class F1 scores is used to cal-
culate the macro-averaged F1 score, also known as
the macro F1 score. Regardless of the support val-
ues, all classes are treated equally by this method.

4.5.2 weighted-average F1

The weighted-averaged F1 score is determined by
averaging all of the per-class F1 scores while ac-
counting for the support of each class. The term
"weight" essentially refers to the share of support
for each class in relation to the total worth of sup-
port.

5 Results

Table-1 contains the two types of f1-scores i.e.
weighted and macro for the various models on
which test data of the Hausa language was tested.
From the data we see that multilingual BERT per-
formed best among four models (some with differ-
ent types of sampling) used for testing by giving a
value of 76.53 and 76.55 percentage on weighted
and macro types of f1-score respectively.

Table-2 contains the two types of f1-scores
i.e. weighted and macro for the various models
on which test data of the Swahili language was
tested. From the data we see that logistic regres-
sion (SMOTE) performed best among four models
(some with different types of sampling) used for
testing by giving a value of 57.79 and 48.59 per-
centage on weighted and macro types of f1-score re-
spectively.

Table-3 contains the two types of f1-scores i.e.
weighted and macro for the various models on
which test data of the Yoruba language was tested.
From the data we see that SVC (SMOTE) per-
formed best among four models (some with dif-
ferent types of sampling) used for testing by giving
a value of 74.83 and 73.15 percentage on weighted
and macro types of f1-score respectively.

It is hereby informed that we only submitted
mBERT based results in the competition and rest
of the models were added later. On the basis of
submitted results, we ranked 24th in Hausa, 31st in
Yoruba and 29th in Swahili tracks of subtask-1.

6 Conclusion

Thus, we implemented various traditional and trans-
former models for sentiment analysis of African
languages. We had different types of data prepro-
cessing techniques in case of traditional methods
and analyzed their performance. It was observed
that in case of a balanced dataset, deep learning
based models like mBERT will be more efficient.
If the data is imbalanced, traditional classification
and oversampling methods produce better perfor-
mance. In future, we plan to train our models using
on a dataset built by data scraping and data crawl-
ing. We also plan to try different tokenizers for
better preprocessing.

Limitations

The main limitation of this paper is data preprocess-
ing. We have used a very limited number of data
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Model weighted-F1 macro-F1
Logistic Regression (without oversampling) 71.44 71.50
Logistic Regression (RandomOverSampler) 70.84 70.91
Logistic Regression (SMOTE) 71.14 71.21
SVC (without oversampling) 72.07 72.13
SVC (RandomOverSampler) 71.82 71.88
SVC(SMOTE) 71.92 71.99
RandomForest (without oversampling) 71.35 71.46
RandomForest(RandomOverSampler) 71.03 70.99
RandomForest(SMOTE) 71.28 71.07
mBERT 76.53 76.55

Table 1: Hausa

Model weighted-F1 macro-F1
Logistic Regression (without oversampling) 72.80 70.88
Logistic Regression (RandomOverSampler) 73.41 71.81
Logistic Regression (SMOTE) 73.13 71.57
SVC (without oversampling) 74.78 73.04
SVC (RandomOverSampler) 74.53 72.83
SVC(SMOTE) 74.83 73.15
RandomForest (without oversampling) 64.66 61.04
RandomForest(RandomOverSampler) 68.46 66.00
RandomForest(SMOTE) 66.69 62.83
mBERT 50.00 48.56

Table 2: Yoruba

Model weighted-F1 macro-F1
Logistic Regression (without oversampling) 52.43 33.79
Logistic Regression (RandomOverSampler) 56.85 46.75
Logistic Regression (SMOTE) 57.79 48.59
SVC (without oversampling) 54.57 47.15
SVC (RandomOverSampler) 55.75 42.27
SVC(SMOTE) 56.58 44.12
RandomForest (without oversampling) 51.28 34.08
RandomForest(RandomOverSampler) 52.27 38.64
RandomForest(SMOTE) 52.20 31.03
mBERT 47.55 28.87

Table 3: Swahili
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preprocessing methods during our submissions. We
were not able to implement any kind of data scrap-
ing or data crawling techniques, which ultimately
resulted in reducing our overall accuracy. Also a
few more models like AfriBERT and some other
pre-trained models for African languages are yet to
be implemented on this dataset along with trying
various tokenizers in the pipeline.
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