
Proceedings of the Second Workshop on Resources and Representations for Under-Resourced Languages and Domains
(RESOURCEFUL-2023), pages 132–139, May 22, 2023 ©2023 Association for Computational Linguistics

Low-Resource Techniques for Analysing the Rhetorical Structure
of Swedish Historical Petitions

Ellinor Lindqvist1 Eva Pettersson1 Joakim Nivre1,2

1Uppsala University 2RISE Research Institutes of Sweden
Dept. of Linguistics and Philology Dept. of Computer Science

firstname.lastname@lingfil.uu.se joakim.nivre@ri.se

Abstract

Natural language processing techniques
can be valuable for improving and facil-
itating historical research. This is also
true for the analysis of petitions, a source
which has been relatively little used in his-
torical research. However, limited data
resources pose challenges for mainstream
natural language processing approaches
based on machine learning. In this pa-
per, we explore methods for automatically
segmenting petitions according to their
rhetorical structure. We find that the use
of rules, word embeddings, and especially
keywords can give promising results for
this task.

1 Introduction

Digitisation of historical sources supports the aim
of preserving cultural heritage, makes the sources
more accessible, and enables the use of compu-
tational techniques to study them further. Yet,
the often limited data resources pose challenges
for standard natural language processing methods
based on machine learning. In this paper, we
study the problem of automatically segmenting a
specific type of historical text — petitions — us-
ing natural language processing techniques, while
dealing with extreme data limitations.

Petitions have been a means for ordinary people
in many pre-modern and pre-democratic societies
to seek assistance from those in power. Petitions
were typically directed towards a social or eco-
nomic superior, such as a court of law, parliament,
landlord, or even the monarch (Houston, 2014).
As a valuable historical source, petitions could
shed light on the daily lives of common people in
the past. Despite this, petitions have rarely been
used in historical research. Therefore, we are par-
ticipating in an interdisciplinary research project,

initiated at Uppsala University and funded by the
Swedish Research Council, with the aim of in-
creasing access to and knowledge of Swedish 18th
century petitions.1 The goal of the project is to use
this source of information to gain insights into how
people supported themselves and asserted their
rights in the past. The project is entitled Speak-
ing to One’s Superiors: Petitions as Cultural Her-
itage and Sources of Knowledge, and is led by the
Gender and Work (GaW) research project at the
Department of History, Uppsala University. The
GaW project examines how women and men pro-
vided for themselves in the Early Modern Swedish
society (approximately 1550–1880). As part of
the project, thousands of historical sources have
been collected, classified, and stored in a unique
database, which is now accessible to researchers,
students, and the general public.

The structure of petitions were in many parts
of Europe based on a classical rhetorical divi-
sion. With some variations, most petitions seem
to be comprised of five sections: Salutatio, Ex-
ordium, Narratio (including Argumentatio), Peti-
tio, and Conclusio (Dodd, 2011; Israelsson, 2016).
This paper delves into the use of computational ap-
proaches to segment petitions by automatic means,
with the main goal of facilitating and enhancing
the task of information extraction for historians
and other scholars interested in studying petitions.
We here target two specified sections of the pe-
titions: the introduction (Salutatio) and the end-
ing (Conclusio). By categorising different sections
of the petitions, this segmentation approach could
help researchers target only the relevant portions
and search for information more efficiently, as the
type of information varies in the different parts of
the petitions. However, due to significant limita-
tions in available data resources, careful consider-
ations are needed in the development of such ap-

1https://gaw.hist.uu.se/petitions/
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proaches, where our toolbox includes a combina-
tion of rules, keywords and word embeddings.

Previous work related to text or rhetorical struc-
ture segmentation for modern text often make
use of large pre-trained language models, like in
Lukasik et al. (2020), or the creation of a do-
main specific corpus, for example as a list of pre-
defined Rhetorical Roles applied to legal docu-
ments (Kalamkar et al., 2022). However, no previ-
ous work has, to the best of our knowledge, fo-
cused on the specific task of automatically seg-
menting petitions, with the challenges of working
with historical text and (in our case) a very limited
set of available data resources.

2 The Petition Data Sets

In our project, we make use of a transcribed col-
lection of 18th century petitions submitted to the
regional administration in Örebro, Sweden, di-
vided into two subsets dating from 1719 and 1782,
respectively. To test the generalisability of our
methods, we also include a small additional set
of petitions from another region in Sweden, since
there might exist some regional differences in
how petitions were constructed. The latter data
set, which we from now on describe as ”out-of-
domain” (OOD), is a small collection of manually
transcribed petitions from Västmanland, Sweden.
All data sets, together with some statistics, are de-
scribed in Table 1. The text pre-processing proce-
dures, including normalisation and part-of-speech
(POS) tagging, are described in Section 3.

As stated in the introduction, petitions were of-
ten written in five or six sections (Dodd, 2011; Is-
raelsson, 2016): (i) Salutatio: formal greeting to
the addressee; (ii) Exordium: introduction of the
petitioner(s); (iii) Narratio: narration of the cir-
cumstances leading to the petition (often mixed
with arguments (iv) Argumentatio); (v) Petitio:
presentation of the request; and (vi) Conclusio: fi-
nal part, with ending and plea.

We are interested in testing computational
methods for segmenting the petitions automati-
cally, with the main purpose of facilitating and en-
hancing the task of information extraction for his-
torians and other scholars. As a start, we focus on
the introduction (Salutatio) and the ending (Con-
clusio), since these parts mostly consist of greet-
ings and courtesy markers, and would typically
not be of much interest for the information extrac-
tion task. Thus, being able to automatically re-

move these parts before analysing the text, would
mean less noise in the information extraction pro-
cess. We divide the Örebro data set into a train-
ing set (70%) and a test set (30%). In the training
set, 10 petitions have been manually annotated by
a historian (including all of the petition parts de-
scribed above). We use this part of the training set
as a validation set when needed during the devel-
opment of our methods. The OOD data set is in-
cluded in the test set only. The test set of our col-
lection was manually segmented (only the Salu-
tatio and Conclusio parts) by two of the authors
independently. The segmentation showed a high
inter-annotator agreement with 36/41 petitions be-
ing segmented identically. The 5 remaining cases
showed minor discrepancies, which were resolved
after discussion.

3 Methodology: Finding Salutatio and
Conclusio

Working with historical data poses challenges for
computational methods due to the often limited
data resources. In addition to this, historical data is
often noisy with variations in orthography, which
makes pre-processing important. Below we first
describe the different pre-processing steps used
and then move on to the different segmentation
methods explored, as well as the evaluation pro-
cedure.

3.1 Pre-Processing Techniques

In historical text, inconsistent spelling and spelling
different from the standard spelling of contempo-
rary text, can negatively impact the performance
of natural language processing techniques, since
these tools are normally trained on contemporary
language. Therefore, spelling normalisation is an
important pre-processing step for many natural
language processing tasks when applied to histor-
ical text. In the spelling normalisation process,
the spelling in the historical text is automatically
transformed to a more standard (typically more
modern) spelling, before the natural language pro-
cessing tools are applied. Our data set is nor-
malised using the SMT-based approach of Petters-
son et al. (2014), which is available as an online
tool.2 To the best of our knowledge, no method yet
has substantially outperformed a character-based
SMT approach for historical Swedish. However,
we also want to apply our methods to an un-

2https://cl.lingfil.uu.se/histcorp/tools.html
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Petitions Period # Docs Train/Test # Tokens
Örebro earlier 1719–1720 51 70/30 16,285
Örebro later 1782–1800 60 70/30 15,814
Västmanland 1758 7 0/100 2,187
All 1719–1800 118 66/34 34,286

Table 1: Overview of the data sets with information about time period, number of documents, proportions
of training and test data, and number of tokens (in the un-normalised data set).

normalised version of our data set, to see how
much is gained when using pre-processing meth-
ods (since tools might not always be available for
the intended data, especially with limitations in
data resources).

Historical texts may not only have spelling vari-
ation. Punctuation may also be used in inconsis-
tent ways, or not used at all. This is also true for
the petition data sets. It is not uncommon that a
petition from our data set contains segments with
more than 100 successive tokens without any sen-
tence boundary marker (in the traditional sense),
and in the Örebro dataset, there are around 20 such
segments that exceed a length of 250 tokens. In-
stead, the text usually contains phrase boundaries
marked with a comma, semicolon, colon or a new
line. For this reason, we perform our own sentence
segmentation using a regular expression, where
the characters [.!?,:;\n] are treated as mark-
ing sentence boundaries. This approach leads to
shortening of excessively long sentences, although
it may also result in some sentences being reduced
to very short phrases.

In one of our approaches (see Section 3.3), we
utilise part-of-speech (POS) tags. Here, we ob-
tain the annotation from Språkbanken’s Sparv an-
notation pipeline version 4.1.1 (Borin et al., 2016),
which uses the Stanza tagger (Qi et al., 2020)
for POS tagging, trained on SUC33 with Tal-
banken SBX dev4 as development set.

In two of our approaches (see Section 3.4 and
3.5), we make use of the Swedish pre-trained word
embeddings (WE) by Hengchen and Tahmasebi
(2021), trained on historical Swedish newspaper
material. We try both their Word2vec and fast-
Text models,5 using the incrementally trained em-
beddings from 1740 up to the year of 1800 in
order to best match our data. For these experi-
ments, we follow the cleaning procedure described

3https://spraakbanken.gu.se/en/resources/suc3
4https://spraakbanken.gu.se/resurser/talbanken
5https://zenodo.org/record/4301658 (June, 2022)

in Hengchen and Tahmasebi (2021) by lowercas-
ing the text, removing all characters not belong-
ing to the Swedish alphabet (including digits and
punctuation marks), and removing tokens with the
length of two characters or smaller.

3.2 Baseline Method: Cut by Length
As a start, we establish a baseline method for ex-
tracting the Salutatio and Conclusio from a pe-
tition by simply extracting the first and last sec-
tions of the text, respectively. To determine the
length of these sections, we analyse the validation
set and calculate the average number of sentences
for each part. We here define a ”sentence” as a
chunk of text between two separators, as explained
in the previous section. Based on our validation
set, the average length of the Salutatio is 4 sen-
tences, while the Conclusio is 10 sentences.

To extract the Salutatio in new documents, the
baseline method simply extracts the first 4 sen-
tences returned by the sentence segmenter. The
process is repeated in reverse order to extract the
Conclusio, starting at the end of the petition and
extracting the last 10 sentences. Once the Saluta-
tio and Conclusio have been extracted in this way,
we remove any leading or trailing white space be-
fore returning the final results.

3.3 Rule-based Method
Our first real method for extracting the Salutatio
and Conclusio uses a set of simple rules. To es-
tablish these rules, we analyse the petitions in our
training set and identify common patterns. Our
observations lead us to identify a set of typical
words that frequently appear in the Salutatio and
Conclusio parts of the petitions. We also conclude
that both the beginning and (especially) the end of
the petitions have short sentences or phrases with
only names of people and of geographical places,
often as a part of a greeting or a formal farewell.
While the initial idea was to include a rule to cap-
ture sentences that contain proper names, we in-
spected the POS tagging in the training files and
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concluded that the tagging result often was inac-
curate for names, which were tagged as nouns, ad-
jectives or other parts of speech. To still capture
these phrases, we instead implement a rule that tar-
gets sentences without a verb, which is often also
true for these short phrases.

For the initial section, which is likely to be (part
of) the Salutatio, we find the words högvälborne
(high-born), kunglig (royal), landshövding (gov-
ernor), herre (lord), nådige (gracious), riddare
(knight), orden (order), and baron (baron), as well
as their various spelling variations in both the nor-
malised petitions and the raw dataset. Similarly,
for the final section, we find the words tjänare/
tjänarinna (servant, masculine and feminine),
vördnad (homage), nådes (grace), ödmjukaste
(most humble), djupaste (deepest), and undersåte
(subject).

To extract the Salutatio and Conclusio, we it-
erate through the initial and final sentences of the
petition, respectively. We include only those sen-
tences that meet at least one of two criteria: ei-
ther they lack verbs or they contain at least one of
the frequently used words identified in our anal-
ysis. To determine the presence of verbs, we use
the POS-tagging method described in Section 3.
To capture sentences that contain the identified
highly frequent words, we employ a regular ex-
pression that detects the words and various com-
mon spelling variations of them.

3.4 Keyword Method

For our second method, we make use of statisti-
cally defined keywords. These keywords are cal-
culated for all the different petition parts of the val-
idation set, including not only Salutatio and Con-
clusio, but also Exordium, Narratio, Argumenta-
tio and Petitio, when available. We also make use
of the Swedish historical word embeddings, intro-
duced in Section 3.1.

We use two methods to obtain the keywords.
For the first one, we take the top 10 keywords, by
calculating and ranking TF-IDF scores of all to-
kens, through scikit-learn’s implementations (Pe-
dregosa et al., 2011). We also expand the keyword
list by finding the (up to) 10 most similar words to
each of the keywords by the word2vec word em-
beddings, and the (up to) 10 most similar words
to each of the keywords by the fastText word em-
beddings by the most_similar function from
Gensim library (Rehurek and Sojka, 2011). The

full list of keywords based on TF-IDF scores com-
bined with word embeddings can therefore be up
to 100 words. However, not all words exist in
the historical Swedish word embeddings models,
which lead to a shorter keyword list.

For the other keyword approach, we rank key-
words based on their feature importance in a clas-
sification task. This is done in order to compare
different approaches to obtain keywords for our
very small data set. Here, we make use of the
LinearSVC, also through scikit-learn. The Lin-
earSVC has the attribute coef attribute, which as-
signs weights to the features for each class versus
all other classes (coefficients in the primal prob-
lem). To perform the classification task, we train
the classification model on our validation set us-
ing the default settings. We collect the top 10 key-
words of each approach in a separate list, and we
expand the keyword list with similar words based
on the historical word embeddings, as explained
above. Each sentence of the petition receives a
score per petition part, where one point is given
per corresponding keyword it contains. The Salu-
tatio part is extracted by looping through the sen-
tences from the beginning of the petition, until it
encounters a sentence that does not have Salutatio
as a top candidate. The first sentence is by default
treated as Salutatio. The same procedure is re-
peated for the Conclusio part, though instead start-
ing the loop from the end of the petition, where the
last ending sentence is treated as Conclusio by de-
fault.

3.5 Window Embedding Method

In our third approach, we again utilise the Swedish
historical word embeddings, which were intro-
duced in Section 3.1. To achieve this, we iterate
through various chunk sizes of the petition text
(measured by the number of tokens), and obtain a
vector for each text chunk. We use the pre-trained
word2vec and fastText embeddings to look up in-
dividual words, and then compute the average of
all word embeddings for each text. Any out-of-
vocabulary (OOV) words are assigned a plain zero
embedding.

To compare the embeddings with a gold stan-
dard, we vectorise all the Salutatio and Conclu-
sio segments from the validation set using the
same approach. Each extracted and vectorised
text chunk is compared with each of the vec-
torised Salutations or Conclusions, and we com-
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pare their similarities by computing a similarity
score for each comparison. All these comparisons
are summed, and the text chunk which receives the
highest similarity score is chosen as the winner.
We do the same procedure for both Salutatio and
Conclusio. If several text chunk candidates get the
same top score, we choose the text chunk with the
longest string.

We experiment with different window sizes of
text chunks, which are retrieved by counting the
number of tokens per Salutatio and Conclusio part
in the validation set. We use the smallest window
size as a starting point, and add one more token
in each iteration until we reach the largest window
size.

3.6 Evaluation Procedure

To evaluate our methods, we use precision and re-
call, where we compare the suggested Salutatio
and Conclusio to their gold counterparts. We cal-
culate these scores both at the word level and at the
sentence level. In addition, we also look at how
much the candidates differ from the gold standard
in the start and the ending. We do this for each
candidate by counting the number of tokens be-
fore or beyond the gold start token (+ or −), and
the number of tokens before or beyond the gold
end token (+ or −).

4 Results and Discussion

The results for our methods can be viewed in Table
2 (normalised data), Table 3 (un-normalised data)
and Table 4 (OOD data). Some general trends can
be spotted in the results for all of the data, even
though the high standard deviation indicates that
we must be cautious when interpreting the results.

For a start, we conclude that even though we
work with extremely reduced resources in terms of
data size (and noisy data on top of that), the results
indicate that several of our approaches can be po-
tentially useful for segmenting petitions. We see
that the baseline method performs strongly when
extracting the Salutatio part, which indicates that
Salutatio is easier to correctly catch in compari-
son to Conclusio. This is not surprising, since
the Conclusio contains a formal farewell and is of-
ten signed with names of the petitioner(s), and the
number of these may differ. Since the names are
often written with line separation, they are treated
as several sentences by our sentence segmentation
approach, which lowers the performance of the

baseline method. And indeed, some of our meth-
ods are able to beat the baseline method for ex-
tracting the Conclusio part, though high standard
deviations also suggest that the performance for
Conclusio is more varied both between and within
the methods. Overall, the Keyword Method gen-
erally performs well, and gets the most consistent
high results for the in-domain data set.

Another observation is that the gain of using
spelling normalisation varies between the meth-
ods. The Window Embedding approach performs
considerably better at extracting Salutatio on the
normalised data set, in comparison of their results
for the un-normalised data set. Also the Rule-
based Method is helped by including spelling nor-
malisation, both when extracting Salutatio and
when extracting Conclusio. However, the Key-
word Method works well both on the normalised
and un-normalised data set, and in some cases the
results are even better when not including spelling
normalisation.

To see how well our methods can generalise to
unseen data, we look at the results for the OOD
set. However, since there are very few data points
in the OOD set, it is difficult to draw any certain
conclusions, though we can spot some potential
trends. The results for all methods are generally
low when handling un-normalised data. Here, nor-
malisation seems to help quite substantially. The
Window Embedding approach gets high results for
normalised Salutatio, while the performance of the
Keyword Method drops significantly, especially
for the task of extracting Conclusio. The baseline
method works surprisingly well for Salutatio and
gets the highest result for the un-normalised OOD
data, suggesting that the length of Salutatio may
be somewhat consistent between regional places.
For extracting Conclusio, the Keword Method and
the Rule-based method seem to perform the best,
at least on the normalised data set. However, the
performance for extracting Conclusio is low for all
methods, indicating that regional differences may
affect the composition of this petition part.

When performing a qualitative analysis of the
extracted Salutatio and Conclusio parts, we can
identify some areas of improvement for our meth-
ods. By inspecting the results obtained using the
Rule Method, we found several phrases where er-
rors in the POS tagging led to the incorrect inclu-
sion or exclusion of these phrases. It is impor-
tant to consider these findings when developing
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Tested Baseline Rules kw TF-IDF kw SVC Window w2v Window ft
Sal mean prec (words) 93.2 ± 21.8 75.9 ± 30.3 93.8 ± 17.1 84.8 ± 25.5 91.4 ± 12.5 93.3 ± 16.5
Sal mean rec (words) 98.3 ± 6.8 100 ± 0.0 94.2 ± 18.6 98.1 ± 10.9 92.4 ± 17.3 96.9 ± 13.2
Sal mean prec (sents) 91.4 ± 25.3 75.5 ± 33.5 89.4 ± 26.8 84.1 ± 27.8 65.7 ± 35.3 79.3 ± 36.2
Sal mean rec (sents) 90.4 ± 25.6 86.4 ± 30.8 89.9 ± 27.8 91.9 ± 22.9 76.5 ± 37.1 83.8 ± 35.9
Sal mean diff start (words) 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0-0 0.0 ± 0.0 1.0 ± 2.2 6.6 ± 35.5
Sal mean diff end (words) 6.0 ± 28.6 11.9 ± 30.7 0.8 ± 5.2 4.3 ± 8.6 1.1 ± 3.1 7.1 ± 36.1
Con mean prec (words) 67.5 ± 32.6 90.5 ± 19.9 89.0 ± 20.3 98.1 ± 7.7 42.4 ± 29.5 60.0 ± 34.4
Con mean rec (words) 81.1 ± 29.0 68.8 ± 29.4 78.3 ± 27.3 55.7 ± 34.7 66.5 ± 35.6 68.6 ± 31.8
Con mean prec (sents) 78.0 ± 27.2 96.0 ± 8.3 94.8 ± 10.4 99.1 ± 3.7 43.5 ± 34.3 52.4 ± 32.8
Con mean rec (sents) 82.0 ±26.6 73.4 ± 23.9 83.7 ± 22.6 63.4 ± 31.1 53.0 ± 42.5 53.6 ± 35.9
Con mean diff start (words) -15.8 ± 39.7 2.3 ± 34.5 2.8 ± 16.6 13.9 ± 17.0 -114.5 ± 159.7 -73.4 ± 140.7
Con mean diff end (words) -7.2 ± 33.7 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 -94.0 ± 155.3 -65.8 ± 128.0

Table 2: For normalised data: mean and standard deviation of Precision and Recall, both on the word
and sentence level. Also mean difference in start token and end token between extracted petition parts
and the gold parts (measured in number of tokens). Sal = Salutatio. Con = Conclusio.

Tested Baseline Rules kw TF-IDF kw SVC Window w2v Window ft
Sal mean prec (words) 93.1 ± 22.1 63.2 ± 29.2 89.0 ± 21.4 89.2 ± 21.2 72.9 ± 19.1 75.4 ± 19.6
Sal mean rec (words) 98.2 ± 7.5 91.5 ± 8.4 85.9 ± 27.3 85.9 ± 27.3 80.2 ± 24.4 87.5 ± 13.1
Sal mean prec (sents) 96.2 ± 12.5 45.2 ± 37.6 91.9 ± 16.0 91.1 ± 17.8 34.2 ± 33.7 39.6 ± 38.5
Sal mean rec (sents) 98.2 ± 7.0 57.6 ± 40.6 87.6 ± 25.0 87.6 ± 25.0 43.4 ± 42.4 46.0 ± 42.8
Sal mean diff start (words) 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 4.5 ± 20.7 6.8 ± 35.4
Sal mean diff end (words) 6.03 ± 28.6 13.3 ± 31.3 0.73 ± 6.9 0.79 ± 7.2 4.7 ± 22.7 7.9 ± 36.2
Con mean prec (words) 64.3 ± 33.6 75.2 ± 25.7 92.7 ± 15.7 98.4 ± 7.1 48.3 ± 37.6 33.9 ± 30.4
Con mean rec (words) 82.0 ± 29.0 ± 76.4 ± 26.8 82.8 ± 27.3 56.2 ± 36.6 37.1 ± 28.8 45.3 ± 33.3
Con mean prec (sents) 75.2± 28.1 74.0 ± 24.2 96.4 ± 8.3 99.3 ± 2.9 37.2 ± 35.6 27.1 ± 31.7
Con mean rec (sents) 82.6 ± 26.6 69.2 ± 26.2 86.9 ± 22.6 65.1 ±32.9 31.2 ± 33.9 29.3 ± 35.1
Con mean diff start (words) -20.2 ± 42.0 -17.6 ± 71.1 3.4 ± 14.6 14.4 ± 18.6 -74.4 ± 143.3 -143.3 ± 161.5
Con mean diff end (words) -7.2 ± 33.7 -11.2 ± 63.1 0.0 ± 0.0 0.0 ± 0.0 -66.7 ± 122.3 -129.1 ± 155.2

Table 3: For un-normaliased data: mean and standard deviation of Precision and Recall, both on the
word and sentence level. Also mean difference in start token and end token between extracted petition
parts and the gold parts (measured in number of tokens). Sal = Salutatio. Con = Conclusio.

our methods further in future work. In the Key-
word Method and Window Embedding Methods,
we used WE as part of the approach. However,
some of the tokens in our petition dataset were
not present in the WE models. Further analysis
is needed to determine the extent to which this af-
fected the results for the different parts of the peti-
tion. Regarding the Window Embedding Method,
we select the winning text chunk with the longest
string when several candidates receive the same
top score. Although this is the correct decision in
some cases, it can decrease performance in other
cases. This is particularly true when searching for
the Conclusio part, where many of the extracted
text chunks in the result are overly long. This
method would likely benefit from a more elabo-
rate ranking system when dealing with multiple
winning text chunks.

5 Conclusions

In this paper, we try different approaches to auto-
matically segment Swedish 18th-century petitions
according to their rhetorical structure. More pre-
cisely, we extract the opening and ending parts of
petitions: the Salutatio and the Conclusio.

Historical data is challenging for computa-
tional methods due to the noisy nature of non-
standardised orthography, and due to limited data
resources. Still, several of our methods are able
to correctly identify the Salutatio and Conclusio
parts, even though the precision and recall scores
exhibit a high standard deviation. Our Keyword
Method, which looks at each sentence and scores
the number of keywords related to the target peti-
tion part, performed consistently high. However,
even the baseline method, where we cut the pe-
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Using normalised data
Tested Baseline Rules kw TF-IDF kw SVC Window w2v Window ft
Sal mean prec (words) 77.9 ± 11.6 73.3 ± 19.4 73.6 ± 10.5 71.9 ± 12.6 97.4 ± 2.9 95.0 ± 3.6
Sal mean rec (words) 78.5 ± 13.2 100 ± 0.0 100 ± 0.0 100 ± 0.0 98.2 ± 2.7 100 ± 0.0
Con mean prec (words) 24.7 ± 13.1 68.1 ± 35.2 68.5 ± 32.0 84.9 ± 29.6 45.0 ± 28.4 37.4 ± 26.2
Con mean rec (words) 100 ± 0.0 86.2 ± 33.7 84.5 ± 31.9 84.5 ± 31.9 77.9 ± 34.6 69.6 ± 38.4

Using raw (unnormalised) data
Sal mean prec (words) 67.2 ± 11.5 51.4 ± 14.3 19.6 ± 35.2 19.6 ± 35.2 63.0 ± 8.6 65.1 ± 10.3
Sal mean rec (words) 86.6 ± 11.2 81.5 ± 5.6 7.1 ± 11.6 7.1 ± 11.6 ± 73.9 ± 5.9 81.5 ± 5.6
Con mean prec (words) 20.9 ± 12.0 51.2 ± 31.7 63.6 ± 33.7 82.1 ± 34.6 8.2 ± 12.5 21.3 ± 18.5
Con mean rec (words) 100 ± 0 78.3 ± 32.9 85.7 ± 35.0 85.7 ± 35.0 31.5± 41.4 48.8± 41.0

Table 4: Results when using out-of-domain (OOD) data: precision and recall for both normalised and
un-normalised data (only for words, to save space). Sal = Salutatio. Con = Conclusio.

tition parts according to a defined length, works
well for extracting Salutatio, suggesting that this
part is easy to extract with more simpler methods.

The Conclusio part seems to have more vari-
ations in length and construction, and here our
Keyword Method, and our Rule Based Method to
some extent, outperforms the baseline. When it
comes to text pre-processing, the gain of using
spelling normalisation varies between the meth-
ods, suggesting that it may not always be a nec-
essary step for tasks such as ours.

The results for a small out-of-domain data set
are generally low when handling un-normalised
data. Here, normalisation seems to help quite sub-
stantially. The baseline method gets the highest
result for this data set, indicating that the length
of Salutatio may be somewhat consistent between
regional places. However, the performance for ex-
tracting Conclusio is low for all methods, indicat-
ing that regional differences may affect the com-
position of this petition part.

When inspecting the extracted Salutatio and
Conclusio parts, we can detect some weaknesses
in our methods that could be improved with fur-
ther development. The Rule-Based method could
be further refined by adding rules more specialised
for the target petition part, and perhaps by also in-
cluding an applicable Named Entity Recognition
model to better target the names of people and of
geographical places, which is relevant for Saluta-
tio and Conclusio. In the Keyword Method, we
could have made use of POS information to tar-
get only content words, as these might be more
specific for each petition part. For the Window
Embedding Method, we believe that it would be
beneficial to further elaborate the ranking system
when dealing with multiple winning text chunks.

For future work, we are interested in applying the
suggested improvements, as well as expanding the
segmentation task to also include other petition
parts. We also want to explore other available ap-
proaches. More data would be desirable in order
to train a statistical model, yet we might explore
other possibilities in the form of few-shot learn-
ing or similar methods. Even with restricted re-
sources, we anticipate that we could increase our
results even more with suitable approaches.
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