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Abstract

As an efficient approach to understand, gen-
erate, and process natural language texts, re-
search in natural language processing (NLP)
has exhibited a rapid spread and wide adop-
tion in recent years. Given the increasing re-
search work in this area, several NLP-related
approaches have been surveyed in the research
community. However, a comprehensive study
that categorizes established topics, identifies
trends, and outlines areas for future research
remains absent. Contributing to closing this
gap, we have systematically classified and an-
alyzed research papers in the ACL Anthology.
As a result, we present a structured overview
of the research landscape, provide a taxonomy
of fields of study in NLP, analyze recent devel-
opments in NLP, summarize our findings, and
highlight directions for future work. 1

1 Introduction

Natural language is a fundamental aspect of hu-
man communication and inherent to human utter-
ances and information sharing. Accordingly, most
human-generated digital data are composed in nat-
ural language. Given the ever-increasing amount
and importance of digital data, it is not surprising
that computational linguists have started develop-
ing ideas on enabling machines to understand, gen-
erate, and process natural language since the 1950s
(Hutchins, 1999).

More recently, the introduction of the trans-
former model (Vaswani et al., 2017) and pretrained
language models (Radford and Narasimhan, 2018;
Devlin et al., 2019) have sparked increasing inter-
est in natural language processing (NLP). Submis-
sions on various NLP topics and applications are
being published in a growing number of journals
and conferences, such as TACL, ACL, and EMNLP,

1Code available: https://github.com/sebischair/Exploring-
NLP-Research

as well as in several smaller workshops that focus
on specific areas. Thereby, the ACL Anthology2 as
a repository for publications from many major NLP
journals, conferences, and workshops emerges as
an important tool for researchers. As of January
2023, it provides access to over 80,000 articles
published since 1952. Figure 1 shows the distribu-
tion of publications in the ACL Anthology over the
50-year observation period.
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Figure 1: Distribution of the number of papers per year
in the ACL Anthology from 1952 to 2022.

Accompanying the increase in publications,
there has also been a growth in the number of differ-
ent fields of study (FoS) that have been researched
within the NLP domain. FoS are academic dis-
ciplines and concepts that usually consist of (but
are not limited to) tasks or techniques (Shen et al.,
2018). Given the rapid developments in NLP re-
search, obtaining an overview of the domain and
maintaining it is difficult. As such, collecting in-
sights, consolidating existing results, and present-
ing a structured overview of the field is important.
However, to the best of our knowledge, no stud-

2https://aclanthology.org

https://github.com/sebischair/Exploring-NLP-Research
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Figure 2: Taxonomy of fields of study in NLP.

ies exist yet that offer an overview of the entire
landscape of NLP research. To bridge this gap, we
performed a comprehensive study to analyze all
research performed in this area by classifying es-
tablished topics, identifying trends, and outlining
areas for future research. Our three main contribu-
tions are as follows:

• We provide an extensive taxonomy of FoS in
NLP research shown in Figure 2.

• We systematically classify research papers in-
cluded in the ACL Anthology and report find-
ings on the development of FoS in NLP.

• We identify trends in NLP research and high-
light directions for future work.

Our study highlights the development and cur-
rent state of NLP research. Although we cannot
fully cover all relevant work on this topic, we aim
to provide a representative overview that can serve
as a starting point for both NLP scholars and prac-
titioners. In addition, our analysis can assist the
research community in bridging existing gaps and
exploring various FoS in NLP.

2 Related Work

Related literature that considers various different
FoS in NLP is relatively scarce. Most studies fo-
cus only on a particular FoS or sub-field of NLP
research.

For example, related studies focus on knowledge
graphs in NLP (Schneider et al., 2022), explain-
ability in NLP (Danilevsky et al., 2020), ethics
and biases in NLP (Šuster et al., 2017; Blodgett
et al., 2020), question answering (Liu et al., 2022b),
or knowledge representations in language models
(Safavi and Koutra, 2021).

Studies that analyze NLP research based on the
entire ACL Anthology focus on citation analyses
(Mohammad, 2020a; Rungta et al., 2022) or vi-
sualizations of venues, authors, and n-grams and
keywords extracted from publications (Mohammad,
2020b; Parmar et al., 2020).

Anderson et al. (2012) apply topic modeling to
identify different epochs in the ACL’s history.

Various books categorize different FoS in NLP,
focusing on detailed explanations for each of these
categories (Allen, 1995; Manning and Schütze,
1999; Jurafsky and Martin, 2009; Eisenstein, 2019;
Tunstall et al., 2022).

3 Research Questions

The goal of our study is an extensive analysis of re-
search performed in NLP by classifying established
topics, identifying trends, and outlining areas for
future research. These objectives are reflected in
our research questions (RQs) presented as follows:

RQ1: What are the different FoS investigated in
NLP research?

Although most FoS in NLP are well-known and
defined, there currently exists no commonly used
taxonomy or categorization scheme that attempts
to collect and structure these FoS in a consistent
and understandable format. Therefore, getting an
overview of the entire field of NLP research is dif-
ficult, especially for students and early career re-
searchers. While there are lists of NLP topics in
conferences and textbooks, they tend to vary con-
siderably and are often either too broad or too spe-
cialized. To classify and analyze developments in
NLP, we need a taxonomy that encompasses a wide
range of different FoS in NLP. Although this tax-
onomy may not include all possible NLP concepts,
it needs to cover a wide range of the most popu-
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lar FoS, whereby missing FoS may be considered
as subtopics of the included FoS. This taxonomy
serves as an overarching classification scheme in
which NLP publications can be classified accord-
ing to at least one of the included FoS, even if they
do not directly address one of the FoS, but only
subtopics thereof.

RQ2: How to classify research publications ac-
cording to the identified FoS in NLP?

Classifying publications according to the iden-
tified FoS in NLP is very tedious and time-
consuming. Especially with a large number of FoS
and publications, a manual approach is very costly.
Therefore, we need an approach that can automati-
cally classify publications according to the different
FoS in NLP.

RQ3: What are the characteristics and develop-
ments over time of the research literature in NLP?

To understand past developments in NLP re-
search, we examine the evolution of popular FoS
over time. This will allow a better understanding of
current developments and help contextualize them.

RQ4: What are the current trends and directions
of future work in NLP research?

Analyzing the classified research publications
allows us to identify current research trends and
gaps and predict possible future developments in
NLP research.

4 Classification & Analysis

In this section, we report the approaches and re-
sults of the data classification and analysis. It is
structured according to the formulated RQs.

4.1 Taxonomy of FoS in NLP research (RQ1)
To develop the taxonomy of FoS in NLP shown in
Figure 2, we first examined the submission topics

of recent years as listed on the websites of major
NLP conferences such as ACL, EMNLP, COLING,
or IJCNLP. In addition, we reviewed the topics of
workshops included in the ACL Anthology to de-
rive further FoS. In order to include smaller topics
that are not necessarily mentioned on conference
or workshop websites, we manually reviewed all
papers from the recently published EMNLP 2022
Proceedings, extracted their FoS, and annotated
all 828 papers accordingly. This provided us with
an initial set of FoS, which we used to create the
first version of the NLP taxonomy. Based on our
initial taxonomy, we conducted semi-structured ex-
pert interviews with NLP researchers to evaluate
and adjust the taxonomy. In the interviews, we
placed particular emphasis on the evaluation of the
mapping of lower-level FoS to their higher-level
FoS, and the correctness and completeness of FoS
in the NLP domain. In total, we conducted more
than 20 one-on-one interviews with different do-
main experts. After conducting the interviews, we
noticed that experts demonstrated a high degree of
agreement on certain aspects of evaluation, while
opinions were highly divergent on other aspects.
While we easily implemented changes resulting
based on high expert agreement, we acted as the
final authority in deciding whether to implement
a particular change for aspects with low expert
agreement. For example, one of the aspects with
the highest agreement was that certain lower-level
FoS must be assigned not only to one but also to
multiple higher-level FoS. Based on the interview
results, we subsequently adjusted the annotations
of the 828 EMNLP 2022 papers and developed the
final NLP-taxonomy, as shown in Figure 2.

4.2 Field of Study Classification (RQ2)
We trained a weakly supervised classifier to clas-
sify ACL Anthology papers according to the NLP

Dataset → Validation Test

Model ↓ P R F1 P R F1

BERT 96.57±0.14 95.43±0.16 96.00±0.03 89.77±0.20 93.58±0.07 91.64±0.10

RoBERTa 95.77±0.19 95.19±0.16 95.48±0.17 87.46±2.75 93.29±0.10 90.27±1.42

SciBERT 96.44±0.17 95.65±0.14 96.05±0.10 90.18±3.17 94.05±0.06 92.06±1.65

SPECTER 2.0 96.44±0.11 95.69±0.14 96.06±0.08 92.46±2.58 93.99±0.22 93.21±1.39

SciNCL 96.39±0.11 95.71±0.09 96.05±0.04 89.97±1.85 93.74±0.18 91.81±0.93

Table 1: Evaluation results for classifying papers according to the NLP taxonomy on three runs over different
random train/validation splits. Since the distribution of classes is very unbalanced, we report micro scores.
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Field of Study # Papers Representative Papers Field of Study # Papers Representative Papers

Machine Translation 12,922
Liu et al. (2020),
Goyal et al. (2022) Visual Data in NLP 2,401

Tan and Bansal (2019),
Xu et al. (2021)

Language Models 11,005
Devlin et al. (2019),
Ouyang et al. (2022) Ethical NLP 2,322

Blodgett et al. (2020),
Perez et al. (2022)

Representation Learning 6,370
Reimers and Gurevych (2019),
Gao et al. (2021b) Question Answering 2,208

Karpukhin et al. (2020),
Liu et al. (2022b))

Text Classification 6,117
Wei and Zou (2019),
Hu et al. (2022) Tagging 1,968

Malmi et al. (2019),
Wei et al. (2020)

Low-Resource NLP 5,863
Gao et al. (2021a),
Liu et al. (2022a) Summarization 1,856

Liu and Lapata (2019),
He et al. (2022)

Dialogue Systems &
Conversational Agents 4,678

Zhang et al. (2020),
Roller et al. (2021) Green & Sustainable NLP 1,780

Strubell et al. (2019),
Ben Zaken et al. (2022)

Syntactic Parsing 4,028
Zhou and Zhao (2019),
Glavaš and Vulić (2021) Cross-Lingual Transfer 1,749

Conneau et al. (2020),
Feng et al. (2022)

Speech & Audio in NLP 3,915
Baevski et al. (2022),
Wang et al. (2020) Morphology 1,749

McCarthy et al. (2020),
Goldman et al. (2022)

Knowledge Representation 2,967
Schneider et al. (2022),
Safavi and Koutra (2021)

Explainability &
Interpretability in NLP 1,671

Danilevsky et al. (2020),
Pruthi et al. (2022)

Structured Data in NLP 2,803
Herzig et al. (2020),
Yin et al. (2020) Robustness in NLP 1,621

Hendrycks et al. (2020),
Meade et al. (2022)

Table 2: Overview of the most popular FoS in NLP literature. Representative papers consist of either highly cited
studies or comprehensive surveys on the respective FoS.

taxonomy. To obtain a training dataset, we first
defined keywords for each FoS included in the
final taxonomy to perform a database search for
relevant articles. Based on the keywords, we cre-
ated search strings to query the Scopus and arXiv
databases. The search string was applied to titles
and author keywords, if available. While we lim-
ited the Scopus search results to the NLP domain
with additional restrictive keywords such as ”NLP”,
”natural language processing”, or ”computational
linguistics”, we limited the search in arXiv to the
cs.CL domain. We subsequently merged duplicate
articles to create a multi-label dataset and removed
articles included in the EMNLP 2022 proceedings,
as this dataset is used as test set. Finally, we ap-
plied a fuzzy string matching heuristic and added
missing classes based on the previously defined
FoS keywords that appear twice or more in the ar-
ticle titles or abstracts. The final training dataset
consists of 178,521 articles annotated on average
with 3.65 different FoS. On average, each class
includes 7936.50 articles, while the most frequent
class is represented by 63728 articles and the least
frequent class by 141 articles. We split this un-
evenly distributed dataset into three different ran-
dom 90/10 training/validation sets and used the
human-annotated EMNLP 2022 articles as the test
dataset.

For multi-label classification, BERT (Devlin
et al., 2019), RoBERTa (Liu et al., 2019), SciB-
ERT (Beltagy et al., 2019), SPECTER 2.0 (Cohan
et al., 2020; Singh et al., 2022), and SciNCL (Os-

tendorff et al., 2022) models were fine-tuned in
their base versions on the three different training
datasets and evaluated on their respective valida-
tion and test datasets. We trained all models for
three epochs, using a batch size of 8, a learning rate
of 5e− 5, and the AdamW optimizer (Loshchilov
and Hutter, 2019).

The evaluation results are shown in Table 1.
SPECTER 2.0 shows significant performance on
both validation and test data. Therefore, we se-
lected SPECTER 2.0 as our final classification
model, which we subsequently trained with the
same parameters on the combined training, vali-
dation, and test data. Using the final model, we
classified all papers included in the ACL Anthol-
ogy from 1952 to 2022. To obtain our final dataset
for analysis, we removed the articles that were not
truly research articles, such as prefaces; articles
that were not written in English; and articles where
the classifier was uncertain and simply predicted
every class possible. This final classified dataset
includes a total of 74,279 research papers. Table
2 shows the final classification results with respect
to the number of publications for each of the most
popular FoS.

4.3 Characteristics and Developments of the
Research Landscape (RQ3)

Considering the literature on NLP, we start our
analysis with the number of studies as an indica-
tor of research interest. The distribution of pub-
lications over the 50-year observation period is
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41 41 49 42 51 44 52 52 59 52 63 60 66 62 75 69 85 92 122 129 151

68 83 109 70 109 113 109 119 159 89 153 119 134 98 166 155 280 340 479 511 691

31 32 47 29 72 69 106 143 159 140 160 160 188 163 199 202 341 528 775 921 1333

69 74 100 79 109 92 130 167 194 143 200 253 261 279 416 323 449 479 653 621 717

18 21 41 24 36 24 48 35 70 62 68 118 169 302 470 501 651 790 865 814 860

17 40 36 41 61 74 76 83 77 83 120 123 130 133 293 338 618 1029 1908 2392 3109

193 224 265 297 323 345 401 467 560 501 639 523 653 548 595 429 575 627 885 829 844

Figure 3: Distribution of number of papers by most popular FoS from 2002 to 2022.

shown in Figure 1. While the first publications
appeared in 1952, the number of annual publica-
tions grew slowly until 2000. Accordingly, be-
tween 2000 and 2017, the number of publications
roughly quadrupled, whereas in the subsequent five
years it has doubled again. We therefore observe
a near-exponential growth in the number of NLP
studies, indicating increasing attention from the
research community.

Examining Table 2 and Figure 3, the most popu-
lar FoS in the NLP literature and their recent devel-
opment over time are revealed. While the majority
of studies in NLP are related to machine translation
or language models, the developments of both FoS
are different. Machine translation is a thoroughly
researched field that has been established for a long
time and has experienced a modest growth rate over
the last 20 years. Language models have also been
researched for a long time. However, the number
of publications on this topic has only experienced
significant growth since 2018. Similar differences
can be observed when looking at the other popular
FoS. Representation learning and text classifica-
tion, while generally widely researched, are par-
tially stagnant in their growth. In contrast, dialogue
systems & conversational agents and particularly
low-resource NLP continue to exhibit high growth
rates in the number of studies. Based on the de-
velopment of the average number of studies on the
remaining FoS in Figure 3, we observe a slightly
positive growth overall. However, the majority of
FoS are significantly less researched than the most
popular FoS. We conclude that the distribution of
research across FoS is extremely unbalanced and
that the development of NLP research is largely
shaped by advances in a few highly popular FoS.

4.4 Research Trends and Directions for
Future Work (RQ4)

Figure 4 shows the growth-share matrix of FoS in
NLP research inspired by Henderson (1970). We
use it to examine current research trends and pos-
sible future research directions by analyzing the
growth rates and total number of papers related to
the various FoS in NLP between 2018 and 2022.
The upper right section of the matrix consists of
FoS that exhibit a high growth rate and simulta-
neously a large number of papers overall. Given
the growing popularity of FoS in this section, we
categorize them as trending stars. The lower right
section contains FoS that are very popular but ex-
hibit a low growth rate. Usually, these are FoS that
are essential for NLP research but already relatively
mature. Hence, we categorize them as foundational
FoS. The upper left section of the matrix contains
FoS that exhibit a high growth rate but only very
few papers overall. Since the progress of these FoS
is rather promising, but the small number of overall
papers renders it difficult to predict their further de-
velopments, we categorize them as rising question
marks. The FoS in the lower left of the matrix are
categorized as niche FoS owing to their low total
number of papers and their low growth rates.

Figure 4 shows that language models are cur-
rently receiving the most attention, which is also
consistent with the observations from Table 2 and
Figure 3. Based on the latest developments in this
area, this trend is likely to continue and acceler-
ate in the near future. Text classification, machine
translation, and representation learning rank among
the most popular FoS, but only show marginal
growth. In the long term, they may be replaced
by faster-growing fields as the most popular FoS.
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Figure 4: Growth-share matrix of FoS in NLP. The growth rates and total number of works for each FoS are
calculated from the start of 2018 to the end of 2022. To obtain a more uniform distribution of the data, we apply the
Yeo-Johnson transformation (Yeo and Johnson, 2000).

In general, FoS related to syntactic text process-
ing exhibit negligible growth and low popularity
overall. Conversely, FoS concerned with responsi-
ble & trustworthy NLP, such as green & sustain-
able NLP, low-resource NLP, and ethical NLP tend
to exhibit a high growth rate and also high popu-
larity overall. This trend can also be observed in
the case of structured data in NLP, visual data in
NLP, and speech & audio in NLP, all of which
are concerned with multimodality. In addition, nat-
ural language interfaces involving dialogue sys-
tems & conversational agents and question answer-
ing are becoming increasingly important in the re-
search community. We conclude that in addition to
language models, responsible & trustworthy NLP,
multimodality, and natural language interfaces are
likely to characterize the NLP research landscape
in the near future.

Further notable developments can be observed
in the area of reasoning, specifically with respect to
knowledge graph reasoning and numerical reason-
ing and in various FoS related to text generation.
Although these FoS are currently still relatively
small, they apparently attract more and more inter-
est from the research community and show a clear
positive tendency toward growth.

5 Discussion

The observations of our comprehensive study re-
veal several insights that we can situate to re-
lated work. Since the first publications in 1952,
researchers have paid increasing attention to the
field of NLP, particularly after the introduction
of Word2Vec (Mikolov et al., 2013) and acceler-
ated by BERT (Devlin et al., 2019). This observed
growth in research interest is in line with the study
of Mohammad (2020b). Historically, machine
translation was one of the first research fields in
NLP (Jones, 1994), which continues to be popular
and steadily growing nowadays. However, recent
advances in language model training have sparked
increasing research efforts in this field, as shown
in Figure 3 and Figure 4. Since scaling up lan-
guage models significantly enhance performance
on downstream tasks (Brown et al., 2020; Kaplan
et al., 2020; Wei et al., 2022a; Hoffmann et al.,
2022), researchers continue to introduce increas-
ingly larger language models (Han et al., 2021).
However, training and using these large language
models involves significant challenges, including
computational costs (Narayanan et al., 2021), envi-
ronmental issues (Strubell et al., 2019), and ethical
considerations (Perez et al., 2022). As a result, a
recent increase in research efforts has been noted
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to render language models and NLP more respon-
sible & trustworthy in general, as shown in Fig-
ure 4. Additionally, recent advances aim to train
large-scale multimodal language models capable
of understanding and generating natural language
text and performing all types of downstream tasks
while interacting with humans through natural lan-
guage input prompts (OpenAI, 2023). From our
observations in Figure 4, we again find support for
this trend in NLP literature for multimodality, text
generation, and natural language interfaces.

Although language models have achieved re-
markable success on various NLP tasks, their in-
ability to reason is often seen as a limitation that
cannot be overcome by increasing the model size
alone (Rae et al., 2022; Wei et al., 2022b; Wang
et al., 2023). Although reasoning capabilities are a
crucial prerequisite for the reliability of language
models, this field is still relatively less researched
and receives negligible attention. While Figure 4
exhibits high growth rates for knowledge graph
reasoning and numerical reasoning in particular,
research related to reasoning is still rather under-
represented compared to the more popular FoS.

6 Conclusion

Recent years have witnessed an increasing promi-
nence of NLP research. To summarize recent devel-
opments and provide an overview of this research
area, we defined a taxonomy of FoS in NLP and
analyzed recent research developments.

Our findings show that a large number of FoS
have been studied, including trending fields such
as multimodality, responsible & trustworthy NLP,
and natural language interfaces. While recent devel-
opments are largely a result of recent advances in
language models, we have noted a lack of research
pertaining to teaching these language models to rea-
son and thereby afford more reliable predictions.

7 Limitations

Constructing the taxonomy highly depends on the
personal decisions of the authors, which can bias
the final result. The taxonomy may not cover all
possible FoS and offers potential for discussions, as
domain experts have inherently different opinions.
As a countermeasure, we aligned the opinions of
multiple domain experts and designed the taxon-
omy at a higher level, allowing non-included FoS
to be considered as possible subtopics of existing
ones.

For this study, we limited our analysis to papers
published in the ACL Anthology, which typically
feature research presented at major international
conferences and are written in English. However,
research communities that publish their work in
regional venues exist, often in languages other than
English. In addition, NLP research is also pre-
sented at other prominent global conferences such
as AAAI, NeurIPS, ICLR, or ICML. Therefore, the
findings we report in this study pertain specifically
to NLP research presented at major international
conferences and journals in English.

Furthermore, the accuracy of the classification
results poses another threat to the validity of our
study. Data extraction bias and classification model
errors may negatively affect the results. To mitigate
this risk, the authors regularly discussed the used
classification schemes and conducted a thorough
evaluation of the performance of the classification
model.
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Goran Glavaš and Ivan Vulić. 2021. Is supervised syn-
tactic parsing beneficial for language understanding
tasks? an empirical investigation. In Proceedings
of the 16th Conference of the European Chapter of
the Association for Computational Linguistics: Main
Volume, pages 3090–3104, Online. Association for
Computational Linguistics.

Omer Goldman, David Guriel, and Reut Tsarfaty. 2022.
(un)solving morphological inflection: Lemma over-
lap artificially inflates models’ performance. In Pro-
ceedings of the 60th Annual Meeting of the Associa-
tion for Computational Linguistics (Volume 2: Short
Papers), pages 864–870, Dublin, Ireland. Association
for Computational Linguistics.

Naman Goyal, Cynthia Gao, Vishrav Chaudhary, Peng-
Jen Chen, Guillaume Wenzek, Da Ju, Sanjana Kr-
ishnan, Marc’Aurelio Ranzato, Francisco Guzmán,
and Angela Fan. 2022. The Flores-101 evaluation
benchmark for low-resource and multilingual ma-
chine translation. Transactions of the Association for
Computational Linguistics, 10:522–538.

Xu Han, Zhengyan Zhang, Ning Ding, Yuxian Gu, Xiao
Liu, Yuqi Huo, Jiezhong Qiu, Yuan Yao, Ao Zhang,
Liang Zhang, Wentao Han, Minlie Huang, Qin Jin,
Yanyan Lan, Yang Liu, Zhiyuan Liu, Zhiwu Lu,
Xipeng Qiu, Ruihua Song, Jie Tang, Ji-Rong Wen,
Jinhui Yuan, Wayne Xin Zhao, and Jun Zhu. 2021.
Pre-trained models: Past, present and future. AI
Open, 2:225–250.

Junxian He, Wojciech Kryscinski, Bryan McCann,
Nazneen Rajani, and Caiming Xiong. 2022. CTRL-
sum: Towards generic controllable text summariza-
tion. In Proceedings of the 2022 Conference on Em-
pirical Methods in Natural Language Processing,

https://doi.org/10.18653/v1/2020.acl-main.485
https://doi.org/10.18653/v1/2020.acl-main.485
https://proceedings.neurips.cc/paper_files/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://doi.org/10.18653/v1/2020.acl-main.207
https://doi.org/10.18653/v1/2020.acl-main.207
https://doi.org/10.18653/v1/2020.acl-main.207
https://doi.org/10.18653/v1/2020.acl-main.747
https://doi.org/10.18653/v1/2020.acl-main.747
https://aclanthology.org/2020.aacl-main.46
https://aclanthology.org/2020.aacl-main.46
https://aclanthology.org/2020.aacl-main.46
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/2022.acl-long.62
https://doi.org/10.18653/v1/2022.acl-long.62
https://doi.org/10.18653/v1/2021.acl-long.295
https://doi.org/10.18653/v1/2021.acl-long.295
https://doi.org/10.18653/v1/2021.emnlp-main.552
https://doi.org/10.18653/v1/2021.emnlp-main.552
https://doi.org/10.18653/v1/2021.eacl-main.270
https://doi.org/10.18653/v1/2021.eacl-main.270
https://doi.org/10.18653/v1/2021.eacl-main.270
https://doi.org/10.18653/v1/2022.acl-short.96
https://doi.org/10.18653/v1/2022.acl-short.96
https://doi.org/10.1162/tacl_a_00474
https://doi.org/10.1162/tacl_a_00474
https://doi.org/10.1162/tacl_a_00474
https://doi.org/https://doi.org/10.1016/j.aiopen.2021.08.002
https://aclanthology.org/2022.emnlp-main.396
https://aclanthology.org/2022.emnlp-main.396
https://aclanthology.org/2022.emnlp-main.396


1042

pages 5879–5915, Abu Dhabi, United Arab Emirates.
Association for Computational Linguistics.

Bruce Henderson. 1970. The product portfolio.

Dan Hendrycks, Xiaoyuan Liu, Eric Wallace, Adam
Dziedzic, Rishabh Krishnan, and Dawn Song. 2020.
Pretrained transformers improve out-of-distribution
robustness. In Proceedings of the 58th Annual Meet-
ing of the Association for Computational Linguistics,
pages 2744–2751, Online. Association for Computa-
tional Linguistics.

Jonathan Herzig, Pawel Krzysztof Nowak, Thomas
Müller, Francesco Piccinno, and Julian Eisenschlos.
2020. TaPas: Weakly supervised table parsing via
pre-training. In Proceedings of the 58th Annual Meet-
ing of the Association for Computational Linguistics,
pages 4320–4333, Online. Association for Computa-
tional Linguistics.

Jordan Hoffmann, Sebastian Borgeaud, Arthur Mensch,
Elena Buchatskaya, Trevor Cai, Eliza Rutherford,
Diego de las Casas, Lisa Anne Hendricks, Johannes
Welbl, Aidan Clark, Tom Hennigan, Eric Noland,
Katherine Millican, George van den Driessche, Bog-
dan Damoc, Aurelia Guy, Simon Osindero, Karen
Simonyan, Erich Elsen, Oriol Vinyals, Jack William
Rae, and Laurent Sifre. 2022. An empirical analysis
of compute-optimal large language model training.
In Advances in Neural Information Processing Sys-
tems.

Shengding Hu, Ning Ding, Huadong Wang, Zhiyuan
Liu, Jingang Wang, Juanzi Li, Wei Wu, and Maosong
Sun. 2022. Knowledgeable prompt-tuning: Incor-
porating knowledge into prompt verbalizer for text
classification. In Proceedings of the 60th Annual
Meeting of the Association for Computational Lin-
guistics (Volume 1: Long Papers), pages 2225–2240,
Dublin, Ireland. Association for Computational Lin-
guistics.

John Hutchins. 1999. Retrospect and prospect in
computer-based translation. In Proceedings of Ma-
chine Translation Summit VII, pages 30–36, Singa-
pore, Singapore.

Karen Sparck Jones. 1994. Natural language processing:
a historical review. Current issues in computational
linguistics: in honour of Don Walker, pages 3–16.

Daniel Jurafsky and James H. Martin. 2009. Speech
and language processing, 2. ed., [pearson interna-
tional edition] edition. Prentice Hall series in artifi-
cial intelligence. Prentice Hall, Pearson Education
International, London [u.a.].

Jared Kaplan, Sam McCandlish, Tom Henighan, Tom B.
Brown, Benjamin Chess, Rewon Child, Scott Gray,
Alec Radford, Jeffrey Wu, and Dario Amodei. 2020.
Scaling laws for neural language models. CoRR,
abs/2001.08361.

Vladimir Karpukhin, Barlas Oguz, Sewon Min, Patrick
Lewis, Ledell Wu, Sergey Edunov, Danqi Chen, and
Wen-tau Yih. 2020. Dense passage retrieval for open-
domain question answering. In Proceedings of the
2020 Conference on Empirical Methods in Natural
Language Processing (EMNLP), pages 6769–6781,
Online. Association for Computational Linguistics.

Jiachang Liu, Dinghan Shen, Yizhe Zhang, Bill Dolan,
Lawrence Carin, and Weizhu Chen. 2022a. What
makes good in-context examples for GPT-3? In
Proceedings of Deep Learning Inside Out (DeeLIO
2022): The 3rd Workshop on Knowledge Extrac-
tion and Integration for Deep Learning Architectures,
pages 100–114, Dublin, Ireland and Online. Associa-
tion for Computational Linguistics.

Linqing Liu, Patrick Lewis, Sebastian Riedel, and Pon-
tus Stenetorp. 2022b. Challenges in generalization in
open domain question answering. In Findings of the
Association for Computational Linguistics: NAACL
2022, pages 2014–2029, Seattle, United States. Asso-
ciation for Computational Linguistics.

Yang Liu and Mirella Lapata. 2019. Text summariza-
tion with pretrained encoders. In Proceedings of
the 2019 Conference on Empirical Methods in Natu-
ral Language Processing and the 9th International
Joint Conference on Natural Language Processing
(EMNLP-IJCNLP), pages 3730–3740, Hong Kong,
China. Association for Computational Linguistics.

Yinhan Liu, Jiatao Gu, Naman Goyal, Xian Li, Sergey
Edunov, Marjan Ghazvininejad, Mike Lewis, and
Luke Zettlemoyer. 2020. Multilingual denoising pre-
training for neural machine translation. Transac-
tions of the Association for Computational Linguis-
tics, 8:726–742.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized bert pretraining ap-
proach. arXiv preprint arXiv:1907.11692.

Ilya Loshchilov and Frank Hutter. 2019. Decoupled
weight decay regularization. In International Confer-
ence on Learning Representations.

Eric Malmi, Sebastian Krause, Sascha Rothe, Daniil
Mirylenka, and Aliaksei Severyn. 2019. Encode, tag,
realize: High-precision text editing. In Proceedings
of the 2019 Conference on Empirical Methods in Nat-
ural Language Processing and the 9th International
Joint Conference on Natural Language Processing
(EMNLP-IJCNLP), pages 5054–5065, Hong Kong,
China. Association for Computational Linguistics.

Christopher D. Manning and Hinrich Schütze. 1999.
Foundations of Statistical Natural Language Process-
ing. MIT Press, Cambridge, MA, USA.

Arya D. McCarthy, Christo Kirov, Matteo Grella,
Amrit Nidhi, Patrick Xia, Kyle Gorman, Ekate-
rina Vylomova, Sabrina J. Mielke, Garrett Nico-
lai, Miikka Silfverberg, Timofey Arkhangelskiy, Na-
taly Krizhanovsky, Andrew Krizhanovsky, Elena

https://www.bcg.com/publications/1970/strategy-the-product-portfolio
https://doi.org/10.18653/v1/2020.acl-main.244
https://doi.org/10.18653/v1/2020.acl-main.244
https://doi.org/10.18653/v1/2020.acl-main.398
https://doi.org/10.18653/v1/2020.acl-main.398
https://openreview.net/forum?id=iBBcRUlOAPR
https://openreview.net/forum?id=iBBcRUlOAPR
https://doi.org/10.18653/v1/2022.acl-long.158
https://doi.org/10.18653/v1/2022.acl-long.158
https://doi.org/10.18653/v1/2022.acl-long.158
https://aclanthology.org/1999.mtsummit-1.5
https://aclanthology.org/1999.mtsummit-1.5
http://aleph.bib.uni-mannheim.de/F/?func=find-b&request=285413791&find_code=020&adjacent=N&local_base=MAN01PUBLIC&x=0&y=0
http://aleph.bib.uni-mannheim.de/F/?func=find-b&request=285413791&find_code=020&adjacent=N&local_base=MAN01PUBLIC&x=0&y=0
http://arxiv.org/abs/2001.08361
https://doi.org/10.18653/v1/2020.emnlp-main.550
https://doi.org/10.18653/v1/2020.emnlp-main.550
https://doi.org/10.18653/v1/2022.deelio-1.10
https://doi.org/10.18653/v1/2022.deelio-1.10
https://doi.org/10.18653/v1/2022.findings-naacl.155
https://doi.org/10.18653/v1/2022.findings-naacl.155
https://doi.org/10.18653/v1/D19-1387
https://doi.org/10.18653/v1/D19-1387
https://doi.org/10.1162/tacl_a_00343
https://doi.org/10.1162/tacl_a_00343
https://openreview.net/forum?id=Bkg6RiCqY7
https://openreview.net/forum?id=Bkg6RiCqY7
https://doi.org/10.18653/v1/D19-1510
https://doi.org/10.18653/v1/D19-1510


1043

Klyachko, Alexey Sorokin, John Mansfield, Valts
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