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Abstract

In Referring Expression Generation, model in-
puts are often composed of different represen-
tations, including the visual properties of the
intended referent, its relative position and size,
and the visual context. Yet, the extent to which
this information influences the generation pro-
cess of black-box neural models is largely un-
clear. We investigate the relative weighting of
target, location, and context information in the
attention components of a Transformer-based
generation model.1 Our results show a general
target bias, which, however, depends on the
content of the generated expressions, pointing
to interesting directions for future research.

1 Introduction

Context is crucial in multimodal language genera-
tion tasks such as Referring Expression Generation
(REG), as descriptions for visible entities not only
depend on their own appearance but also on their
surroundings (e.g. Yu et al. 2016). For REG, this
is especially evident, as the same expression can
unambiguously describe an object in one context
but be misleading in others (Schüz et al., 2023).

To this end, it has become a common practice to
provide neural generation models for multimodal
REG not only with visual representations for the
target itself but also with information about its lo-
cation and size and the visual context it appears
in (see Figure 1). However, due to their black-
box nature, it is not entirely clear to which extend
state-of-the-art neural REG models take all of these
representations into consideration. While ablation
studies show how context information contribute
to model performance (Yu et al., 2016; Zarrieß and
Schlangen, 2018), they provide limited insight into
how it is processed and to what extend it is relevant
for e.g. lexical decisions.

1Code and models for this project are available at:
https://github.com/clause-bielefeld/REG-Input-Partitions

Figure 1: Input for our REG model. Input vectors are
concatenations of visual (Vt) and location (Loct) fea-
tures for targets and visual context features (Vc). We
examine the relative attention weights of each partition.

Similar questions arise in other vision & lan-
guage (V&L) tasks such as image captioning,
where recent work has looked into analyzing the in-
ternal attention mechanisms of generation models
(e.g. Ilinykh and Dobnik 2021, 2022). However, as
the respective models usually take global images
as input, analyses are mostly concerned with atten-
tion distribution within those representations rather
than across different parts of the input. For REG,
some authors use attention heatmaps as a method of
model introspection (Tanaka et al., 2019; Liu et al.,
2020; Sun et al., 2022), but without analyzing the
patterns in detail.

As a first step for deeper investigations of how
contextual information is processed in REG mod-
els, we quantify how attention is allocated over
the partitioned inputs in a simple REG model. In
more detail, we examine the model’s relative fo-
cus on different parts of the input during inference,
i.e. representations of the visual appearance of the
referential target, its location in the image and the
visual context it appears in. We analyze the atten-
tion weights on these input partitions both globally
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and for a subset of generated tokens to see if the
weighting is affected by the expression content. To
the best of our knowledge, no dedicated studies
have yet been conducted on how attention is allo-
cated across input partitions in REG models (but
see Tanaka et al. 2019, who discuss this for a sin-
gle example). Our results indicate that contextual
information is utilized by the model in linguisti-
cally meaningful ways, highlighting promising di-
rections for further research.

2 Background

Referring Expression Generation In REG, the
goal is to generate descriptions for entities, which
allow their identification in a given context (Reiter
and Dale, 2000). Based on symbolic representa-
tions of objects in a given domain, classic work
focused on rule-based approaches for determining
distinguishing sets of attribute-value pairs, which
identify a target by ruling out all other objects, cf.
Krahmer and van Deemter 2012 for a survey.

In recent years, advances in neural modeling and
vision and language corpora such as RefCOCO
(Kazemzadeh et al., 2014) enabled REG set-ups
based on real-world images. Neural REG models
generally resemble architectures from e.g. image
captioning, but are adapted in different ways to
increase the discriminativeness of generated ex-
pressions (Schüz et al., 2023). This includes sim-
ulations of listener behaviour embedded in train-
ing objectives (Mao et al., 2016), comprehension
modules (Luo and Shakhnarovich, 2017), reinforce-
ment agents (Yu et al., 2017) or decoding strategies
(Schüz and Zarrieß, 2021), but also supplementing
model inputs with additional information.

For this, some works propose visual compar-
isons to encode differences in appearance between
targets and context objects (Yu et al., 2016, 2017;
Tanaka et al., 2019; Kim et al., 2020; Liu et al.,
2020), whereas others directly use representa-
tions of the global image as context (Mao et al.,
2016; Luo and Shakhnarovich, 2017; Zarrieß and
Schlangen, 2018; Panagiaris et al., 2020, 2021). In
addition to visual context, many approaches pro-
vide their models with the relative position and
size of the target in the image (Mao et al., 2016;
Yu et al., 2016, 2017; Liu et al., 2017; Luo and
Shakhnarovich, 2017; Li and Jiang, 2018; Tanaka
et al., 2019; Kim et al., 2020; Panagiaris et al.,
2020; Liu et al., 2020). To be used as model inputs,
different representations are usually concatenated,

i.e. the inputs are composed of partitions of vi-
sual target and context features as well as location
information.

Attention Analysis in V&L In recent years, at-
tention mechanisms (Bahdanau et al., 2015; Luong
et al., 2015) have become a cornerstone in gener-
ative V&L tasks like image captioning (Xu et al.
2015; Lu et al. 2016; Anderson et al. 2018; Herdade
et al. 2019; Huang et al. 2019; Cornia et al. 2020;
Pan et al. 2020, among many others, cf. Zohourian-
shahzadi and Kalita 2021). Despite some cautious
remarks (Jain and Wallace, 2019), attention is used
as a method for model introspection (e.g. Clark
et al. 2019; Voita et al. 2019; Vig 2019 for text
and Cao et al. 2020, 2022; Ilinykh and Dobnik
2021, 2022 for V&L settings). While recent REG
approaches build on Transformer (Vaswani et al.,
2017) architectures with attention as the key com-
ponent (Panagiaris et al., 2021; Sun et al., 2022),
the inner workings of the attention modules have
only been studied in qualitative terms (Tanaka et al.
2019; Liu et al. 2020; Sun et al. 2022). Here, we
perform a quantitative analysis of attention alloca-
tion in a simple Transformer-based REG model.

3 Experiments

3.1 Model

We implement a simple REG model which is based
on an existing implementation for image caption-
ing.2 Following the general architecture in Vaswani
et al. (2017), our model consists of transformer en-
coder and decoder and is largely comparable to the
REG model in Panagiaris et al. (2021), but with-
out self-critical sequence training and layer-wise
connections between encoder and decoder. Unlike
e.g. Mao et al. (2016), who enforce informative-
ness during training, we train our model with Cross
Entropy Loss (cf. Limitations Section).

The model takes as input a concatenated feature
vector [Vt;Loct;Vc] where Vt is the visual repre-
sentation of the target region, Loct is a vector of
length 5 with the corner coordinates of the target
bounding box and its area relative to the whole
image, and Vc is the visual representation of the
image context, i.e. the global image with the tar-
get bounding box masked out (cf. Figure 1). For
both Vt and Vc the respective parts of the image
are scaled to 224 × 224 resolution (keeping the
original ratio and masking out the padding) and

2https://github.com/saahiluppal/catr
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encoded with ResNet-101 (He et al., 2015), result-
ing in representations with 196 features (14× 14)
and embedding size 2048 for both target and con-
text. Before being passed to the model encoder, Vt,
Loct and Vc are concatenated into a sequence of
397 features (196 + 5+ 196). When generating an
expression like left bike in Figure 1, we store one
set of attention weights per input from the encoder
self-attention component and one set per generated
token from the decoder cross-attention component.
In line with the input structure, the weights can be
decomposed into partitions applying to Vt, Loct
and Vc, with 196, 5 and 196 values, respectively.

3.2 Data

We use RefCOCO and RefCOCO+ (Kazemzadeh
et al., 2014) for training and evaluation. Both are
based on MSCOCO images (Lin et al., 2014) and
contain references to the same objects, but the loca-
tion attributes left and right, which are ubiquitous
in RefCOCO, have been prohibited in RefCOCO+.
The original test splits are separated for references
to humans (TestA) and other objects (TestB). We
combine both splits in our attention analysis but
provide detailed results in the appendix.

3.3 Evaluation

Generation Quality To estimate the general gen-
eration capabilities of our models we rely on BLEU
(Papineni et al., 2002), CIDEr (Vedantam et al.,
2014) and METEOR (Banerjee and Lavie, 2005) as
established metrics for automatic evaluation. How-
ever, we note that these metrics have been designed
for other tasks and have limited utility for evalu-
ating the overarching task objective in REG, i.e.
identifying the intended referent.

Attention Allocation To examine attention allo-
cation, we compare the summed attention weights
directed to the target and its location and context
for both the encoder (self-attention) and decoder
(cross-attention) multi-head attention components.
Importantly, we have different sample sizes for
encoder and decoder, as the attention weights are
calculated once per input for the encoder and once
per inference step for the autoregressive decoder.

First, we compute αt, αl and αc as the cumula-
tive attention weights directed to Vt, Loct and Vc,
respectively. For this, we calculate the sum of the
attention weights assigned to each input partition,
normalized such that αt + αl + αc = 1. As the
dimensionality of Vl is considerably lower, we also

BLEU1 BLEU2 CIDEr METEOR

TestA 49.7 30.7 92.0 19.5
TestB 51.9 30.0 127.7 22.1

TestA+ 24.4 13.6 80.3 12.3
TestB+ 20.6 8.9 61.0 10.0

Table 1: Automatic Quality Metrics for RefCOCO
TestA / TestB and RefCOCO+ TestA+ / TestB+.

RefCOCO RefCOCO+
αt αl αc αt αl αc

Encoder .55 .04 .40 .57 .01 .42
αnorm−t/l/c .21 .63 .16 .39 .32 .29

Decoder .58 .03 .39 .64 .02 .34
αnorm−t/l/c .32 .49 .19 .42 .38 .20

Table 2: Relative cumulative attention to the target
(αt), location (αl) and context partitions (αc) of inputs.
αnorm−t/l/c scores are normalized by the respective
dimensionality of Vt, Loct and Vc.

report normalized scores αnorm−t, αnorm−l and
αnorm−c, where we first divide the raw cumulative
scores by the number of features in each partition.

Second, to investigate the respective influence
of visual target and context features more closely,
we quantify the attention difference between αt

and αc as ∆t,c. As we exclude αl here, we nor-
malize the target and context scores such that
αt+αc = 1. We then calculate ∆t,c = αt−αc, i.e.
0 < ∆t,c ≤ 1 if there is relative focus on the target,
−1 ≤ ∆t,c < 0 if there is relative focus on the
context, and ∆t,c = 0 when both parts of the input
are equally weighted. We also test whether target
and context are weighted differently by the decoder
when head or subordinate nouns are generated. In
the referential noun phrases, head nouns generally
represent the class label of the target and are there-
fore hypothesized to relate to Vt more clearly. To
select nouns and determine NP heads in generated
expressions, we rely on the POS tagger and depen-
dency parser from the spaCy library.3

4 Results and Discussion

BLEU, CIDEr and METEOR are reported in Table
1. Although our scores fall below e.g. Panagiaris
et al. (2021),4 we note that our models are able to
generate well-formed expressions with reasonable

3https://spacy.io/
4The discrepancies between RefCOCO and RefCOCO+

as well as the respective TestA and TestB splits can be also
observed in other work on multimodal REG, cf. Section 2.
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(a) ∆t,c for Encoder and Decoder (all tokens) (b) Decoder ∆t,c for head and subordinate nouns

Figure 2: Target-Context Deltas (∆t,c), inner lines denote quartiles. Left: Global distribution, averaged over all
inputs (encoder) and generated tokens (decoder). Right: Decoder ∆t,c for head and subordinate nouns.

RefCOCO RefCOCO+

Encoder .16 .16
Decoder .18 .30

Decoder / Nhead .49 .69
Decoder / Nsub -.09 .15

Table 3: Mean target-context deltas (∆t,c) for Ref-
COCO and RefCOCO+. Decoder / Nhead and Nsub

refer to deltas for generated NP-head or subordinated
nouns.

similarity to the ground-truth annotations.
Table 2 shows the mean αt, αl and αc scores

for RefCOCO and RefCOCO+, as well as their
dimension-normalized counterparts. Without nor-
malizing for dimensionality, target features receive
most attention in all cases, in line with the intu-
ition that visual features of the referential target are
the primary source of information for generating
referring expressions. Loct features are consis-
tently ranked last by a large margin. However, this
changes if scores are normalized by their dimen-
sionality: In this case, αnorm−l surpasses αnorm−c

for both datasets and even αnorm−t for RefCOCO.
The large differences between both datasets with re-
spect to αnorm−l could be partly due to the location
attributes left and right, which are highly common
in RefCOCO but excluded in RefCOCO+.

Regarding the relative focus on target and con-
text partitions, the mean ∆t,c scores in Table 3
again show a general bias toward the target for
both datasets, especially for decoder attention. Be-
tween datasets, the encoder scores are nearly iden-
tical, but the RefCOCO+ decoder is more biased

to the target. Figure 2 (a) provides a more detailed
view of the delta distribution: For both datasets, the
median values of encoder and decoder are similar,
but the decoder distributions extend more toward
both extrema. This indicates that decoder attention
shifts between target and context features during
generation, possibly depending on which parts of
the input are relevant for the generated tokens.

To investigate this in more detail, we report de-
coder deltas for generated nouns in Table 3 and
Figure 2 (b), broken down by their syntactic sta-
tus (head or subordinate noun in the referential
noun phrase). For both datasets, mean scores and
illustrations clearly show that there is a strong bias
toward the target partition of the input when gen-
erating head nouns, supporting the intuition that
information from this part of the inputs is partic-
ularly relevant for generating the class label for
the referential target. However, the plots also re-
veal cases where context is given notable attention
weight.

Overall, while generally biased towards the vi-
sual target features, our models allocate substantial
attention weights to all input partitions. The in-
creased target bias for head nouns and the high
αnorm−l scores for RefCOCO indicate that atten-
tion allocation is sensitive to the respective rele-
vance of different input partitions during the gener-
ation process. Importantly, as encoder and decoder
are connected serially in our architecture, atten-
tion allocation in the decoder might be affected
by attention biases in the encoder. Against this
background, questions arise about the role of resid-
ual connections as well as layer-wise connections
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between encoder and decoder in the style of Pana-
giaris et al. (2021) for processing contextual infor-
mation, which we leave for future work.

5 Conclusion and Future Directions

In this paper, we investigated attention allocation
across input partitions for a simple REG model.
Our results show that the model attends to all
sources of information, albeit with a general bias to-
wards the target. In addition, our models show sys-
tematic differences between encoder and decoder
attention across datasets, as well as sensitivity to
the meaning of the generated tokens.

Importantly, this study only represents a small
step toward a more thorough understanding of the
significance of different types of information in
REG. One limitation of this work is that our mod-
els are not explicitly optimized for the general ob-
jective of the REG task, i.e., unambiguously iden-
tifying the referential target (see Limitations Sec-
tion). Consequently, as regarding for possible dis-
tractors is crucial for this, we see great potential in
investigating how different approaches to increase
the pragmatic informativeness of generated expres-
sions (cf. Section 2) affect the relative weighting of
input partitions. Along with this, given the multi-
faceted role of situational context for REG (Schüz
et al., 2023), future work should take a closer look
at attention allocation over semantic units in the
visual context, e.g. to see whether objects with cer-
tain classes or relations to the target are weighted
more or less during generation.

Limitations

We identify three main limitations in our study:
First, as our models are trained using Cross En-

tropy Loss as a target function, they have not been
optimized for the general objective in the REG task
and therefore may not be able to reflect certain
pragmatic influences on attention allocation. We
plan to address this weakness in future studies.

Second, the spaCy POS taggers and dependency
parsers are prone to errors on RefCOCO and Ref-
COCO+ annotations, in part because they often do
not consist of fully formulated sentences. This is a
potential problem for selecting nouns from gener-
ated expressions and identifying the heads of noun
phrases (although samples have shown that this still
works reasonably well in practice).

Finally, as previous studies have found that large
V&L models encode different kinds of informa-

tion in different attention layers (e.g. Ilinykh and
Dobnik 2021), a comprehensive investigation of at-
tention allocation in Transformer-based generation
models would require a comparison between dif-
ferent layers and heads of the multi-head attention
modules. Likewise, further state-of-the-art explana-
tion techniques for Transformer-based models (e.g.
Abnar and Zuidema 2020; Mohebbi et al. 2023)
could be instructive with respect to our research
question. Due to time and space constraints, we
leave this for future studies.
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A Appendix

TestA TestB TestA+ TestB+

Encoder .19 .12 .22 .09
Decoder .16 .21 .34 .26

Decoder / Nhead .50 .48 .69 .69
Decoder / Nsub -.07 -.10 .22 .07

Table 4: Mean target-context deltas (∆t,c) for Ref-
COCO and RefCOCO+. Decoder / Nhead and Nsub

refer to the deltas when generating NP-head or subordi-
nated nouns.

A.1 Data, Implementation and Training
Details

As described in Section 3, we trained our models on
RefCOCO and RefCOCO+.5 Both datasets consist
of about 140k expressions for 50k objects in 20k
images, out of which 42k objects in 17k images are
assigned to the train splits.

Our model configurations for RefCOCO and Re-
fCOCO+ are identical: In both cases, the model
has 6 encoder and 6 decoder layers with 8 attention
heads, a hidden dimension of 256, a feedforward
dimension of 2048, and a total of ∼ 84,000,000
parameters. Our initial learning rate is set to
0.0001 for the transformer encoder and decoder,
and 0.00001 for the pre-trained ResNet-101 back-
bone. We trained our models on an Nvidia RTX
A40. The RefCOCO model was trained for 5 and
the RefCOCO+ model for 7 epochs, with each
epoch lasting approximately 2 hours.

5https://github.com/lichengunc/refer
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TestA TestB TestA+ TestB+

Encoder .57 .05 .38 .54 .04 .42 .60 .02 .38 .54 .01 .45
αnorm−t/l/c .21 .65 .14 .22 .60 .18 .37 .40 .24 .42 .22 .35

Decoder .56 .04 .40 .59 .02 .38 .65 .02 .32 .62 .02 .36
αnorm−t/l/c .28 .54 .18 .36 .44 .20 .40 .42 .18 .44 .34 .23

Table 5: Relative cumulative attention to the target (αt), location (αl) and context partitions (αc) of inputs.
αnorm−t/l/c scores are normalized by the respective dimensionality of Vt, Loct and Vc.

(a) ∆t,c for Encoder and Decoder (all tokens)

(b) Decoder ∆t,c for head and subordinate nouns

Figure 3: Target-Context Deltas (∆t,c) for all splits in RefCOCO (TestA / TestB) and RefCOCO+ (TestA+, TestB+),
inner lines denote quartiles. Top: Global distribution, averaged over all inputs (encoder) and generated tokens
(decoder). Bottom: Decoder ∆t,c for head and subordinate nouns.

A.2 Results for Individual Test Splits
In our attention analysis, we have combined the
TestA and TestB splits of RefCOCO and Ref-
COCO+ for greater clarity. Table 5 shows the αt,
αl and αc scores as well as their normalized coun-
terparts for each test split. In Table 4 we report
and visualize target context deltas (∆t,c) for the
individual test splits (visualized in Figure 3).

These results are largely consistent with the find-
ings in Section 4: Visual target features receive
the most attention, but location features score high
when normalized by partition size. With respect
to target-context deltas, decoder attention exhibits
greater variance, and there is strong target bias for
generated head nouns.
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