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Abstract

Homophobia and Transphobia is defined as ha-
tred or discomfort towards Gay, Lesbian, Trans-
gender or Bisexual people. With the increase
in social media, communication has become
free and easy. This also means that people can
also express hatred and discomfort towards oth-
ers. Studies have shown that these can cause
mental health issues. Thus detection and mask-
ing/removal of these comments from the social
media platforms can help with understanding
and improving the mental health of LGBTQ+
people. In this paper, GPT2 is used to detect
homophobic and/or transphobic comments in
social media comments. The comments used
in this paper are from five (English, Spanish,
Tamil, Malayalam and Hindi) languages. The
results show that detecting comments in En-
glish language is easier when compared to the
other languages.

1 Introduction

Homophobic and/or Transphobic comments is a
form of Hate Speech directed towards LGBTQ+
community. With the increase in internet and use of
social media, the use of derogatory comments have
increased considerably. These comments cause
mental health issues for a lot of people within the
LGBTQ+ community (Chakravarthi et al., 2022a,b;
Chakravarthi, 2023). Thus identification of these
comments is necessary to improve the well being of
the community. This is a specific case of offensive
language or Hate speech detection.

The task in this paper, is to identify and classify
text into 3 classes (sub task 1) or 7 classes (sub
task 2) [detailed in section 2]. The language con-
cerned in this task are English, Tamil, Malayalam,
Hindi and Spanish. Some text are code-mixed
text. Code-mixing is the process of mixing more
than one language in a text. Chakravarthi et al.
(2020) and Chakravarthi et al. (2022c) have devel-

oped a dataset and methods for sentiment anal-
ysis for code-mixed data for the Dravidian lan-
guages of Tamil and English. The task in this
paper is a multi class classification problem. In
this task, there are more than 2 predefined classes
and each text can be placed in only one of the
predefined class. Several multi class classification
approaches have been proposed previously like in
(Thavareesan and Mahesan, 2019), (Thavareesan
and Mahesan, 2020a). However, considering the
languages and context, all the methods might not
be suitable for the task at hand. (Thavareesan and
Mahesan, 2020b) have proposed a embedding for
the language Tamil. Other forms of pre process-
ing for Dravidian languages have been proposed
by Ghanghor et al. (2021); Puranik et al. (2021);
U Hegde et al. (2021); Yasaswini et al. (2021)

2 Task Description

In this task in Chakravarthi et al. (2022a), com-
ments from social media from different languages
are used for the classification. The task has two sub
tasks. In the first subtask, the comments are from
five languages (English, Spanish, Tamil, Malay-
alam and Hindi) with 3 labels (Non-anti-LGBT+
content, Homophobia and Transphobia). The
second subtask has comments from 3 languages
(English,Tamil and Malayalam) with 7 labels
(Counter-speech, Homophobic-derogation,
Homophobic-Threatening, Hope-Speech,
Transphobic-derogation, Transphobic-Threatening,
None-of-the-above). Tables 1 and 2 shows the
number of comments in each set for the different
languages and different sub tasks.

3 Related Work

Detection and Classification homophobic and trans-
phobic comments can be considered as a specific
case of Hate Speech detection. There has been
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Language Train Dev Test
English 3164 792 990
Tamil 2662 666 831

Malayalam 3114 1211 864
Hindi 2560 318 321

Spanish 850 236 500

Table 1: Data statistics for Sub Task 1

Language Train Dev Test

English 3149 792 990
Tamil 2662 666 833

Malayalam 3114 1213 866

Table 2: Data statistics for Sub Task 2

several works done in the field of hate speech or
offensive language detection detection. Within this
field several work has been done. Machine Learn-
ing methods have been commonly used for classifi-
cation in several works such as (Yin et al., 2009),
(Dadvar et al., 2013), (ming Xu et al.), (Razavi
et al., 2010), (Spertus, 1997). These work focus on
cyber bullying, where a machine learning model is
used to classify text into specified categories such
that cyber bullying can be detected and reported.
(Rodrı́guez-Ibánez et al., 2023) proposes a compre-
hensive review for the sentiment analysis methods
applied on social media data. The authors review
both academic and industrial tools that have been
developed for the purpose of sentiment analysis of
social media texts.

Recent efforts on classification of offensive text
involve the use of Neural Networks. Within this
context, (Risch et al., 2020) compare four models:
an interpretable machine learning model (naive
Bayes), a model-agnostic explanation method
(LIME), a model-based explanation method (LRP),
and a self-explanatory model (LSTM with an at-
tention mechanism), showing that complex models
perform better than simpler ones.

Most work done within this area focuses on the
English Language, however there are language
processing challenges when different languages
are used. (Chakravarthi, 2022b; Kumaresan et al.,
2022; Chakravarthi, 2022a) presents an improve-
ment of word sense translation for under-resourced
languages. (Jeyafreeda, 2020) proposed a Multi-
class Classification method, where several Machine
Learning algorithms have been adapted to the task
of sentiment analysis and based on the accuracy

of the algorithms on the development set the best
suited technique is chosen for the language and
the task. (Andrew, 2021) suggests few machine
language approaches to classify texts from Code-
mixed Dravidian Languages. (Andrew, 2022) uses
a CNN approach for the classification of emotion
in YouTube comments for the dravidian language
of Tamil. In this paper, the data from various lan-
guages are pre-processed with using methods de-
scribed in (Andrew, 2021) and (Andrew, 2022).
This is then used along with a GPT model for clas-
sification.

4 Proposed System

In this work GPT2 is used for classification of Ho-
mophobic and Transphobic comments. The model
is finetuned on the training dataset for each task and
every language. For languages other than English,
the text is replaced with the IPA equivalent, this
approach has been inspired from (Andrew, 2021)
and (Andrew, 2022). The categories are in English
language, thus IPA equivalent character need not
be substituted.

Pre-processing: Similar to (Andrew, 2022), a
few steps of pre-processing is performed to get the
accurate representation of the text.

This involves the following:

• Texts from languages other than English into
IPA text equivalents. The International Pho-
netic Alphabet (IPA) is an alphabetic system
of phonetic notation based primarily on the
Latin script. This is performed using the
anyascii package in Python.

• The emojis are substituted with the words of
the emotion they represent like happy, sad,
excited etc.

• The tokenizer from the pretrained GPT2
model is used for tokenization of the trans-
formed text.

GPT2 GPT, Generative Pre trained models, is
a neural network based architecture which uses
transformers. These use a self-attention mecha-
nism allowing to focus on different parts of the
input text during the various stages on process-
ing. GPT-2 model has 1.5 billion parameters and
has been trained on 8 million web pages in a self-
supervised fashion. (Radford et al., 2019) provides
a detailed description of the model. The inputs are
sequences of continuous text of a certain length
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and the targets are the same sequence, shifted one
token (word or piece of word) to the right. The
model uses internally a mask-mechanism to make
sure the predictions for the token i only uses the
inputs from 1 to i but not the future tokens. This
allows the model to learn the inner representation
of the language, which can then be used to extract
features for downstream tasks.

GPT2 for classification: Python has a range
of packages that allow the use of GPT models
such as Hugging Face’s Transformers, NLTK, and
TextBlob. In this paper, this python package is used
for classification of text into classes of sentiments.
The training data for each language is used to fine
tune these models with the different classes (vary-
ing for the two sub classes) and for each language.

Figure 1: Process flow

5 Evaluation

The performance of the classification system is
measured in terms of macro averaged Precision,
macro averaged Recall and macro averaged F-
Score across all the classes (for both sub tasks).
The Scikit-learn 1 package is used for this purpose.

1https://scikit-learn.org/stable/
modules/generated/sklearn.metrics.
classification_report.html

6 Results

Language Weighted F1
English 0.90
Tamil 0.27

Malayalam 0.25
Hindi 0.02

Spanish 0.0

Table 3: Results of Sub Task 1

Language Weighted F1
English 0.23
Tamil 0.65

Malayalam 0.06

Table 4: Results of Sub Task 2

Tables 3 and 4 show the results of the sub tasks
1 and 2 respectively. To recap, the sub task 1 is to
classify the text into 3 classes (Non-anti-LGBT+
content, Homophobia and Transphobia) and the
sub task 2 is to classify the text into 7 classes
(Counter-speech, Homophobic-derogation,
Homophobic-Threatening, Hope-Speech,
Transphobic-derogation, Transphobic-Threatening,
None-of-the-above). Although the models are
specifically fine tuned for each languages and
sub tasks, some fine tuned models perform better
than the others. From Table 3, it can be noted
that the best results of the model are for the
English language, this is obvious considering the
model has been trained initially with English texts.
However, table 4 shows that the model achieves
better performance the Tamil language with the
F1 score of 0.65, while for the English language
the score is 0.23. This is an interesting result,
considering that the Tamil Language texts have
been replaced with IPA format text while the
English language text went through no such pre
processing. This could be because of the increase
in the number of classes for classification. The
most common class in the training data for the
tamil language was ”None-of-the-above”, while
the English language had several texts in each
classes. The model was not a success for the
Spanish and Hindi language, as seen from 3. For
the other languages, the models achieve an average
of 0.20 for F1-score. This is not the best results.
This indicates that several improvements need to

https://scikit-learn.org/stable/modules/generated/sklearn.metrics.classification_report.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.classification_report.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.classification_report.html
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be made to adapt models into other languages.
The replacement of text with IPA characters have

been efficient for some machine learning models
(Andrew, 2021) and (Andrew, 2022), however it
might not be the best representation for a trans-
former based model. Choosing to use a different
embedding system might prove to be more efficient,
such as (Thavareesan and Mahesan, 2020b) for the
Tamil language. A tokenizer designed for specific
languages can be used in place of the GPT2 pre-
trained tokenizer. Improving the balance of classes
in the training set could help in better classification
of the test set.
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Félix Castejón-Mateos, and Pedro-Manuel Cuenca-
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