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Abstract

For the 2023 IWSLT (Agarwal et al., 2023)
Maltese Speech Translation Task, UM-DFKI
jointly presents a cascade solution which
achieves 0.6 BLEU. While this is the first time
that a Maltese speech translation task has been
released by IWSLT, this paper explores pre-
vious solutions for other speech translation
tasks, focusing primarily on low-resource sce-
narios. Moreover, we present our method of
fine-tuning XLS-R models for Maltese ASR us-
ing a collection of multi-lingual speech corpora
as well as the fine-tuning of the mBART model
for Maltese to English machine translation.

1 Introduction

Speech Translation (ST), or speech-to-text trans-
lation, involves converting speech in a source lan-
guage into written text in a target language. With
the rise of deep learning, steep progress has been
made in this field and many other areas that fall
under the Natural Language Processing (NLP) um-
brella (Khurana et al., 2023; Qiu et al., 2020). How-
ever, development for low-resource languages has
continued to present difficulties and obstacles due
to a variety of factors, including the lack of suffi-
cient training data, language experts and other re-
sources (Magueresse et al., 2020; Hedderich et al.,
2021).

The International Workshop on Spoken Lan-
guage Translation (IWSLT) shared task is an an-
nual competition that aims to foster research in the
field of speech translation. With its low-resource
track, it also contributes to advanced research for
speech translation in low-resource scenarios. In
this paper, we present our submission to the low re-
source track: a pipeline system for English-Maltese
speech-to-text translation.

We begin by discussing the state of the art in
speech translation and describe the two main ap-
proaches, cascade and end-to-end. Afterwards, we
briefly summarise the challenges posed by low-
resource languages and possible mitigation strate-
gies. We then describe our system, a pipeline ap-
proach containing an internal Automatic Speech
Recognition (ASR) component and the outward
facing Machine Translation (MT) component. The
ASR component can use one of five fine-tuned
XLS-R (Babu et al., 2021) models, whereas the
MT stage always uses an mBART-50 model.

2 Literature Review

The following literature review aims to provide an
overview of previous IWSLT ST submissions, with
a particular focus on low-resource scenarios. The
review is divided into two sections; where the first
explores the general approaches and challenges as-
sociated with low-resource ST, and the second sec-
tion discusses previous approaches to low-resource
ST as applied to IWSLT.

2.1 Previous IWSLT Approaches for
Low-Resource Languages

The IWSLT (Anastasopoulos et al., 2022) set the
task in 2022 to attempt to solve “the problem of de-
veloping speech transcription and translation tools
for under-resourced languages”. This problem
involved translating Tamasheq into English and
Tunisian Arabic into French. Three different teams
attempted to solve the problem of the Tamasheq-
English ST; Taltech publish an encoder-decoder
ST model that used a pre-trained XLS-R that they
fine-tuned on unlabelled Tamasheq as the encoder
and mBART-50 as the decoder, GMU used the
Fairseq s2t extension with its transformer archi-
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tecture in which they fine-tuned the pre-trained
XLS-R 300M encoder on French and Arabic and
then trained the whole model on the provided data
from the task; finally, ON-TRAC had a primary
submission which used a pre-trained Wav2Vec 2.0
base model trained on Tamasheq and a contrastive
model which was comprised of a partial Wav2Vec
2.0 model, a linear layer used for down projecting
the output of the Wav2Vec and a transformer de-
coder. All three submissions decided to focus on
using large pre-trained models when approaching
the task, which is the approach taken for our models
as well. The results from the submissions showed
that using powerful speech feature extractors such
as Wav2Vec 2.0 and massive multilingual decoders
such as mBART-50 does not stop low-resource ST
from being a major challenge. Of the three submis-
sions, training self-supervised models on the target
data and producing artificial supervision seemed
to be the most effective approach to solving the
problem (Zanon Boito et al., 2022).

Previous, well-performing systems submitted to
the IWLST offline and low-resource speech trans-
lation tracks made use of various methods to im-
prove the performance of their cascade system. For
the ASR component, many submissions used a
combination of transformer and conformer mod-
els (Zhang et al., 2022; Li et al., 2022; Nguyen
et al., 2021) or fine-tuned existing models (Zhang
and Ao, 2022; Zanon Boito et al., 2022; Denisov
et al., 2021). They managed to increase ASR perfor-
mance by voice activity detection for segmentation
(Zhang et al., 2022; Ding and Tao, 2021), train-
ing the ASR on synthetic data with added punc-
tuation, noise-filtering and domain-specific fine-
tuning (Zhang and Ao, 2022; Li et al., 2022) or
adding an intermediate model that cleans the ASR
output in terms of casing and punctuation (Nguyen
et al., 2021). The MT components were mostly
transformer-based (Zhang et al., 2022; Nguyen
et al., 2021; Bahar et al., 2021) or fine-tuned on pre-
existing models (Zhang and Ao, 2022). Additional
methods used to improve MT performance were
multi-task learning (Denisov et al., 2021), back-
translation (Ding and Tao, 2021; Zhang et al., 2022;
Zhang and Ao, 2022), domain adaption (Nguyen
et al., 2021; Zhang et al., 2022), knowledge distil-
lation (Zhang et al., 2022), making the MT compo-
nent robust by training it on noisy ASR output data
(Nguyen et al., 2021; Zhang et al., 2022; Zhang and
Ao, 2022), re-ranking and de-noising techniques

(Ding and Tao, 2021). Bahar et al. (2021) trained
their ASR and MT components jointly by passing
the ASR output to the MT component as a proba-
bility vector instead of a one-hot vector to attenuate
error propagation and avoid information loss of the
otherwise purely textual output.

2.2 Wav2Vec 2.0 XLS-R For Maltese ASR
One of the latest developments for the Wav2Vec
system is the introduction of multilingual pre-
training. Due to the robust architectural design
of Wav2Vec 2.0, models are able to learn cross-
lingual speech representations (XLSR) while pre-
training on massive amounts of data. This is put
in practice with the XLSR models, which are pre-
trained on up to 53 different languages from the
Mozilla Commonvoice (v. Nov. 2019), BABEL
(Gales et al., 2014) and Multilingual LibriSpeech
(Pratap et al., 2020) speech corpora, with the largest
model, pre-trained on a total of 56 thousand hours
of speech data (Conneau et al., 2021). To test out
the XLSR approach, several Wav2Vec BASE mod-
els are pre-trained either monolingually or multi-
lingually. Monolingual models follow the process
previously taken, i.e. they are pre-trained using the
same language on which they are fine-tuned. This
process is changed slightly for multilingual models,
which are pre-trained on ten languages; then at the
fine-tuning stage, a model is fine-tuned for each
language. The experiment also included the pre-
training of the Wav2Vec LARGE XLSR-53 model,
which was pre-trained on the entire dataset of unan-
notated data, and just like the multilingual models,
a separate model is then created for each language
it was evaluated on during fine-tuning. The perfor-
mance of different approaches, evaluated on four
languages; Assamese, Tagalog, Swahili, and Geor-
gian, is shown in Table 1. In these languages, the
multilingual models, XLSR even more so, outper-
form the monolingual model.

The work on the XLSR approach continues in
(Babu et al., 2021) with the release of the XLS-R
model, which saw an increase in both the size of
the unannotated data and the languages included.
BABEL, Multilingual LibriSpeech, and Common-
Voice (v. Dec. 2020) are joined by the VoxPopoli
(Wang et al., 2021) and VoxLingua107 (Valk and
Alumäe, 2021) corpora for a total of 436 thousand
unannotated hours.
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Table 1: XLSR Wav2Vec 2.0 performance on low-
resource settings when evaluated using WER. Assamese
(AS), Tagalog (TL), Swahili (SW), and Georgian (KA)
are the languages presented.

Language AS TL SW KA
Annotated Data (h) 55 76 30 46

XLSR-10 44.9 37.3 35.5 -
XLSR-53 44.1 33.2 36.5 31.1
XLS-R (0.3B) 42.9 33.2 24.3 28.0
XLS-R (1B) 40.4 30.6 21.2 25.1
XLS-R (2B) 39.0 29.3 21.0 24.3

2.3 mBART For Maltese to English
Translation

According to (Liu et al., 2020), using mBART-25 as
the pre-trained model has been shown to improve
translations over a randomly initialized baseline
in low/medium resource language. mBART-25 is
a transformer model trained on the BART (Lewis
et al., 2019) objective. It is trained on 25 differ-
ent languages. mBART-25 was later extended to
include 25 more languages and was called mBART-
50 (Tang et al., 2020). However, neither model
included Maltese - in fact, translation experiments
on Maltese are very limited. In our experiments,
in Section 3.2, we checked whether these perfor-
mance gains expand to the Maltese language, and
this claim appears to hold.

3 Methodology

For this task, we decided to use a cascade system
where the ASR and MT components were trained
separately but evaluated jointly. In this section, a
detailed description of both components is given.
First, the training data is described, followed by
the pre-processing steps applied to said data. Next,
the models are introduced, and lastly training, the
training procedure is outlined.

3.1 Automatic Speech Recognition
The ASR component in this submission contin-
ues the previous work done in (Williams, 2022),
and so the same annotated dataset consisting of 50
hours of Maltese speech is used for this task. We
opted not to use data released for this task for two
reasons. First was the additional annotation work
that was required, mainly segmentation, for which
we experienced issues attempting to do in a timely
manner. Secondly, this submission includes models
fine-tuned with non-Maltese data. Making use of

the dataset in (Williams, 2022) as a base has made
comparisons with previous experiments possible.

As described in Table 2, the Maltese speech cor-
pus is made up of several segments from two main
Maltese speech corpora, MASRI (Hernandez Mena
et al., 2020), CommonVoice (CV) (Ardila et al.,
2020) and an annotated set from publicly available
parliamentary sittings. Previous research in ASR
for Maltese has used English speech data with vary-
ing degrees of success (Mena et al., 2021). How-
ever, when applied in fine-tuning an XLS-R model,
the effect was detrimental. To further observe the
effect non-Maltese data would have on the trans-
lation task, we used three other subsets from the
CommonVoice speech corpus. Selecting 50 hours
of validated each from the Italian, French and Ara-
bic sets.

Individually these speech corpora each amount
to 50 hours, from which four models are trained.
One with just the Maltese data and the other three
trained on the extra language combined with the
Maltese set. A fifth model is also trained with all
the data included. Further combinations were not
tried due to time concerns.

Table 2: Each corpus is listed along with its total length,
sample count and average sample length.

Dataset Length
(h,m) Samples Average

Length (s)

HEADSET 6, 40 4979 4.81
MEP 1, 20 656 7.11
Tube 13, 20 8954 5.34
MERLIN 19, 4 9720 6.14
Parlament 2, 30 1672 5.35
CV Validated 4, 57 3790 12.68
CV Other 5, 4 3833 4.71
CV French 50 - -
CV Italian 50 - -
CV Arabic 50 - -
Validation 2, 32 1912 4.89
Test MASRI 1 668 5.39
Test CV 0, 54 670 4.74

The XLS-R model comes in three pre-trained
variants; the small model with 300 million parame-
ters, the medium model with a billion parameters
and the large model with two billion parameters.
Size on disk scales with size with the small model
being roughly 1GB in size and the large model
being roughly 8GB. All three of them have been
pre-trained on roughly 500 thousand hours of un-
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Table 3: ASR Models and the data used for fine-tuning.

Model Corpora used

MT Only All Maltese corpora

MT+All All corpora presented

MT+AR All Maltese corpora + Arabic sub-
set

MT+FR All Maltese corpora + French
subset

MT+IT All Maltese corpora + Italian sub-
set

labelled, multilingual speech. Previous research
(Williams, 2022), has shown that both the small
and large models fare well when fine-tuned for
the downstream Maltese ASR task. With this in
mind, the small 300M XLS-R variant model was
chosen for this task. The main reason was due to
its smaller size, a larger batch size could be used
which expedited the fine-tuning process, while the
performance loss was expected to be minimal.

This submission follows the same training pro-
cedure as outlined in (Williams, 2022). Where the
procedure was conducted utilising the Huggingface
Trainer object with the following hyper-parameters.
Each model is trained for 30 epochs, using the
AdamW criterion with a starting learning rate of
3e − 4. To stabilise the training process, the first
500 training steps were used as warm-up steps.
Gradient accumulation was also used to effectively
quadruple the batch size. The batch size was depen-
dent on the training set used, where due to some
differences in sample lengths, different batch sizes
had to be used. We fine-tune 5 XLS-R 300m mod-
els as presented in Table 3.

3.2 Machine Translation
The dataset used to train the machine translation
systems comes from publicly available sources.
The original data sources include datasets from
Arab-Acquis (Habash et al., 2017), the Euro-
pean Vaccination Portal1,the Publications Office
of the EU on the medical domain2, the European
Medicines Agency3, the COVID-19 ANTIBIOTIC

1https://bit.ly/3dLbGX9
2https://bit.ly/3R2G5OH
3https://bit.ly/3QWIjPM

dataset4, the COVID-19 EC-EUROPA dataset5,
the COVID-19 EU press corner V2 dataset6, the
COVID-19 EUROPARL v2 dataset7, the Digital
Corpus of the European Parliament (Hajlaoui et al.,
2014), the DGT-Acquis (Steinberger et al., 2014),
ELRC8, the Tatoeba corpus9, OPUS (Tiedemann,
2012), EUIPO - Trade mark Guidelines10, Malta
Government Gazette11, MaCoCu (Bañón et al.,
2022), as well as data extracted from the Laws
of Malta12.

The different datasets were compiled into a sin-
gle one. The total number of parallel sentences
amounts to 3,671,287. The development and test
set was kept the exact same as the OPUS dataset
(Tiedemann, 2012), which amount to 2000 sen-
tences each, and the rest of the data was placed
in the training set, which amounts to 3,667,287
parallel sentences.

Before training the system, the data has to be
further pre-processed. Firstly, a BPE tokenizer is
trained on the training set only. The MosesDe-
coder13 package is used to pre-process the dataset,
by normalising punctuation and training a true case
on the training set and applying it to the whole
dataset. In the case of Maltese data, a tokenizer
specifically designed for Maltese was used because
the regular English tokenizer does not tokenize ev-
erything correctly. For this, the tokenizer from
MLRS14 was used, which utilises regular expres-
sions to tokenize linguistic expressions that are
specific to Maltese, such as certain prefixes and
articles. The dataset is then encoded using the pre-
viously trained BPE encoder.

The machine translation model is built and
trained using Fairseq (Ott et al., 2019). Fairseq
is a library that allows for easy implementation
of a machine translation system through CLI com-
mands, meaning minimal code is needed to create
a fully working machine translation system.

For this system, a pre-trained mBART-50 model
(Tang et al., 2020) was used and fine-tuned on our

4https://bit.ly/3pBCg7u
5https://bit.ly/3AcjIzR
6https://bit.ly/3wmCyTD
7https://bit.ly/3wl3brZ
8https://www.lr-coordination.eu/node/

2
9https://bit.ly/3cejoIU

10https://bit.ly/3AB01Tr
11https://bit.ly/3QDXm1a
12https://legislation.mt/
13https://www.statmt.org/moses/
14https://mlrs.research.um.edu.mt/
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data. An mBART-25 (Liu et al., 2020) model, as
well as a randomly initialised baseline Transformer
model, were also experimented with, however af-
ter training a system using a subset of the dataset,
it was apparent that the mBART-50 model outper-
forms them both. Due to limited resource con-
straints, only one MT model was trained on the full
dataset.

The maximum number of steps was set out to
be 1,000,000, yet the validation was performed ev-
ery 10,000 steps with a patience value of 10. This
means that if the BLEU score on the validation set
does not improve after ten validation steps, then
the model stops training. After multiple experi-
ments using a smaller subset of the dataset, it was
seen that increasing max-tokens tended to result
in higher overall performance. However, due to
resource constraints, the maximum number of to-
kens per batch was set to 1024. The learning rate is
set to 1e−3, but the initial learning rate is smaller
at 1e−7 and increases using an inverse square root
learning rate scheduler to linearly increase the rate
after 10,000 steps. For inference, a beam size of
five is used to generate predictions.

The total number of updates using mBART-50
was 990,000, with an early stop since the validation
didn’t improve in the last 10 validation epochs.
This amounts to exactly three full epochs on the
whole training set.

3.3 Completed Pipeline
To create a speech-to-text translation system, a
Huggingface pipeline is set up to accept an audio
file that is passed to the ASR system. The test set
provided for this task is a single file of over one
hour. Due to its size, the file needs to be segmented
for inference and evaluation due to its size. The
XLS-R model automatically returns a timestamp
for each output word. These timestamps are used
to create segments that align with the segments file
provided with the test set.

This means that the ASR component returns a
list of text strings. Each segment is an item in the
list of strings. Each string is passed to the MT sys-
tem. Before passing through the MT component,
the resultant strings are pre-processed. The afore-
mentioned MosesDecoder package is used to trans-
form the strings using the same rules that have been
applied to the MT training data. This means that
the strings have their punctuation normalised, then
true cased and finally tokenized. The processed

strings are then passed to the mBART model to be
inferred and the BPE model to encode the inputs.
The beam size is set to five. The resulting tokens
are then detokenized and saved.

4 Evaluation and Results

Table 4 contains the official results for our submis-
sion for the Maltese → English spoken language
translation track. While we observed better scores
during training and validation, our models strug-
gled with the official test set. In this section, we
note our few observations and qualitative analysis
of results to highlight the errors.

The test set proved to be difficult for both the
ASR and MT systems to get right due to the type of
language used as well as the speed of the speech in
general. Table 5 shows the reference transcription
of the beginning of the file, accompanied by the MT
Only and MT+All ASR transcription, and lastly,
the machine translation of the mt-50 model. The
monolingually fine-tuned MT Only model was our
primary submission from the five submitted ASR
models, with BLEU scores of 0.6.

The mt-50 output is relatively similar to the refer-
ence sentence, except for a few minor errors, includ-
ing the misspelling of the name “Mark”. However,
this should still be a good sentence to input into the
machine translation system. In stark contrast to the
MT+All system outputs.

The main issue here is that this system does not
output Maltese characters and completely omits
them, which presents an issue for the downstream
translation task since the meaning of the word is
lost in these cases.

Machine translation also had similar issues. The
training set contained data coming from legal texts,
so the data is very formal, making it very difficult
to evaluate since the input text is very informal and
unlike the legal text data seen.

Unfortunately, most of this is unrelated to what

Table 4: Official Results for our models for Maltese →
English SLT task

Submission Name BLEU Score

MT Only 0.6
MT+All 0.7
MT+AR 0.4
MT+FR 0.3
MT+IT 0.4
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Table 5: Reference transcription sample from the
IWSLT 2023 test set along with the MT Only and
MT+All automatic transcription and the machine trans-
lation of the MT Only output.

Reference

merh̄ba’ gh̄al- podcast ieh̄or din
id- darba ma bniedem kemxejn
polemikuż mhux gh̄ax jien gh̄andi
wisq xi ngh̄id però Mark Camil-
leri huwa il- mexxejj kemxejn
kontroversjali tal- kunsill naz-
zjonali tal- ktieb

MT Only

merba’ l- pot kast ieh̄or din
id- darba ma bniedem kemx-
ejn polemikuż mhux gh̄ax jien
gh̄andi wisq xi ngh̄id però mar
Camilleri huwa il- mexxejj kemx-
ejn kontroversjali tal- kunsill naz-
zjonali tal- ktieb

MT+All

meba l Pold cast ieor din id-
darba ma bniedem kemmxejn
polemiku mhux gax jien Gandi
wisq xi ngid per mar kamileri
huwai - mexxejk emxejh kontro-
versjali tal- kunsill nazzjonali tal-
ktieb

Translation
MT Only

four of the other potential this
time does not work very slightly
at all , but not at all , the same
time , it is the slightly cross- sec-
toral leader of the national when
the book is also of humane

was actually said. Looking into the translations
deeper, one can see the reasoning behind certain
translations. For example, the dataset does not con-
tain a lot of conversational data, so general greet-
ings like “merh̄ba” may not be present. This case is
represented by the translation of the token “merba”,
which was translated to “four”. Here the token
“merba” (welcome) was mistaken for “erba” (four).
Other mistakes include those that are phonetically
plausible but grammatically incorrect output, such
as the transcription for “podcast” which was tran-
scribed as “pot kast”. Certain expressions like “din
id-darba” were correctly translated to “this time”,
however rarer words such as “polemikuż” and “kon-
troversjali”, both of which have the same meaning
as “controversial”, seemed to not appear in the
translation.

Continuing the trend observed in (Williams,
2022), the use of additional languages when fine-
tuning an XLS-R model proved to be detrimental
towards the final output. As observed in Section
4, some models trained with additional data lost
the ability to transcribe Maltese-specific alphabetic
characters. So far, the character-to-sound pair was
always made with the source language in mind. For
example, the French ‘Ç’ is transformed into the ‘C’
character, which itself is only present in the Maltese
alphabet when English words are loaned and used
directly. It’s important to note that code-switching
to English is very common in Maltese speech. Fu-
ture work should explore these character-to-sound
pairs.

5 Conclusion and Future Work

This paper showcased the results of a speech-to-
text translation system in the direction of Maltese
to English. A cascade system is chosen, where
ASR and MT models are pipelined together.

The automatic speech recognition system chosen
is based on XLS-R and is fine-tuned on data from
different languages. The best-performing model
was the XLS-R 300M model fine-tuned on 50 hours
of Maltese speech. The machine translation system
chosen is based on mBART-50, and it was fine-
tuned on parallel Maltese - English data. Aside
from fine-tuning, no modifications were made to
the pre-trained models.

For future work, we have various potential av-
enues for improvement. For machine translation,
since mBART-50 was not pre-trained on Maltese
data, extending the vocabulary to include Maltese-
specific tokens would improve the representation
and potentially the downstream performance as
well. Moreover, our approach solely relied on
parallel data and did not investigate techniques
which leverage monolingual data, such as back-
translation. Monolingual corpora, such as Korpus
Malti v4 (Micallef et al., 2022), not only provide
significantly more data but also have more diversity
in terms of domains. Apart from this, it might be
beneficial to perform more quality checks on the
parallel dataset since some portions of the publicly
available datasets are automatically crawled and, in
some cases, contain noise.

Regarding ASR improvement, other systems,
such as Whisper and, most recently Meta’s Mas-
sively Multilingual Speech (MMS) project should
be tried and evaluated. The research made in multi-

438



lingual fine-tuning needs to be more focused. One
idea we can explore is the transliteration of foreign
alphabetic characters into Maltese characters, e.g.
’h’ in English would be transliterated as ’h̄’. It is
also the case that no language model is used to
correct the ASR output mistakes; this is currently
our next milestone.
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