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Abstract

As machine learning models grow increasingly
sophisticated, the question of their reliabil-
ity and understanding becomes critical, espe-
cially within specialized domains like finance,
medicine, and law. Definition modeling, the
task of generating a textual definition from a
word, has proven a useful technique to help
better understand word sense and embeddings,
which is at the core of language learning and
word acquisition. Drawing upon a repository of
financial terminology (Investopedia), we build
a dataset of 14,000 terms and definitions. We
design a number of tasks to evaluate the capac-
ity of various LLMs to generate accurate and
expansive definitions in this domain, and pro-
pose to utilize definition modeling to probe the
abilities of Large Language Models (LLMs) in
the context of the financial domain. Using our
dataset, we present an empirical study where
we test a broad selection of LLMs on our tasks
with zero-shot and k-shot approaches. We show
the extent to which these models are able to
define financial terms. We observe large per-
formance increases for smaller models with in-
context learning, and see that they are almost
comparable to GPT-3.5. Our work shows the
boons of using definition modeling to evaluate
models in more specific fields of study, such as
finance.

1 Introduction

Definition modeling is the task of estimating the
probability of a textual definition, given a word
being defined. Since its conception (Noraset et al.,
2017) several approaches have tackled this task,
and over the past few years have achieved substan-
tial performance improvements. This task has been
shown to give an arguably more transparent view
of the extent to which syntax and semantics are
captured by a model.

So far, existing approaches for this task have
followed the traditional approach, where models

are trained on a corpus of word-definition pairs to
later be tested on how well they generate definitions
for words not seen during training. However, the
recent success of Large Language Models (LLMs)
has caused a shift in our field, showing that such
models can achieve excellent performance on a
wide variety of downstream tasks, utilizing zero-
shot or few-shot approaches (Brown et al., 2020;
Kojima et al., 2022), i.e. without fine-tuning.

Term Definition (1st Key Takeaway)

Enterprise
value
(EV)

Enterprise value (EV) measures a com-
pany’s total value, often used as a more
comprehensive alternative to equity mar-
ket capitalization.

Bonds Bonds are units of corporate debt issued
by companies and securitized as tradeable
assets.

Table 1: Examples of Term-Definition pairs taken from
dataset built out of Investopedia

Furthermore, while the definition modeling task
was originally intended for the study of general
words, we note that some recent work has fo-
cused on extending the task to domain specific
terms. These works propose domain specific mod-
els trained to define specialized terminology. While
these efforts are welcome, and remain an interest-
ing and useful approach, we note that they are still
limited in terms of scope, with key domains such
as finance or chemistry, being left out so far.

In this paper, we tackle the two aforementioned
issues by: (1) Using definition modeling tasks as
a probe to test the abilities of LLMs in a zero-
shot or few-shot setting, motivated by the original
ideas of (Noraset et al., 2017), and (2) Introducing a
new dataset with 14,000 term-definition pairs in the
financial domain - so far an unexplored direction
which we believe is particularly relevant due to
the way in which LLMs are trained, while also
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presenting relevant use-cases.
To this end, we construct a new dataset of ap-

proximately 14,000 terms specific to the financial
domain. Table 1 shows examples of how our data
looks like. We use this new dataset to assess the
quality of financial definitions generated from some
of the latest LLMs with a zero-shot and few-shot
approach. Our proposals offer a concrete direction
for prompting methodology, examining variables
such as number of shots, usage of word context,
role of domain, and evaluation.

Our experiments show that while some of the
larger and most cutting-edge LLMs are able to de-
fine financial terms, they outperform classical defi-
nition modeling tasks. Our choice of COMET as
an evaluation metric also appears like an adequate
metric to use for definition modeling tasks. Lastly,
we release our code to encourage research in this
direction1.

2 Related Work

Our work is primarily related to the seminal work
by Noraset et al. (2017) and Hill et al. (2016), in
which a model is tasked with generating a defi-
nition for a word given its respective embedding,
or with mapping dictionary definitions to lexical
representations of words, respectively.

After this, several works have proposed improve-
ments. Many introducing techniques and datasets
to address several shortcomings of the initial ideas.
For example, Gadetsky et al. (2018) addresses poly-
semy and presents a dataset from Oxford Dictionar-
ies, where each definition is also supplemented
with context sentences, in which each example
word is used, allowing models to disambiguate.
Ni and Wang (2017) proposed an approach for au-
tomatically explaining slang English terms in a
sentence, and introduced yet another dataset. Ishi-
watari et al. (2019) and Reid et al. (2020) propose
to further rely on local and global contexts, with
the latter also introducing a dataset based on Cam-
bridge Dictionaries, and a dataset for French.

More recently, Huang et al. (2021) study the
problem of definition specificity, and propose a
method for tuning a model to account for hyper
focused (over-specific) or highly general (under-
specific) definitions. Chen and Zhao (2022) pro-
pose to unify the seminal ideas of reverse dictionary
and definition modeling in a single model, with the
goal of helping better understand word sense and

1https://github.com/KobiJames/Financial-DefMod

embeddings.
Finally, we find several works aiming to gen-

erate definitions in specialized fields, whose ef-
forts are well aligned with our work. August et al.
(2022) propose to generate definitions of scientific
and medical terms with varying complexity, us-
ing a dataset constructed from consumer medical
questions and science glossaries (MedQuAD and
Wikipedia). Liu et al. (2021) introduce Graphine, a
dataset for biomedical terminology definition, and
Huang et al. (2022) propose to model ‘jargon’, with
a dataset constructed semi-automatically based on
Wikipedia and Springer. Though our work is sim-
ilar, since we also extend definition modeling to
a new domain, critically our approach differs as
we ‘probe’ our models’ understanding of financial
terms through definition modeling.

3 The INVESTOPEDIA Dataset

To construct a dataset of financial terms, we rely
on Investopedia, an extensive repository of finan-
cial information and terminology. We initiated
our data collection by fetching every available link
on the website. Out of approximately 25,000 ex-
tracted links, half were found to contain articles
or news discussing specific events, while the re-
maining comprised pages focused on delineating
specific financial terms or concepts.

The extraction of the main term from the article
presented a complex task due to the variety in arti-
cle title structures. To achieve this, we employed
a set of heuristics that guided the selection of the
most appropriate string as the main term, which
were also combined with manual annotation.

A similar strategy was used for identifying po-
tential acronyms associated with each term, incor-
porating both heuristic and manual processes.

Investopedia Dataset

# of Terms 13,609

Definition Length (in tokens) 19.69 ± 7.33

Mean # Key Takeaways 3.66

Oxford Dataset

# of Terms 122,319

Definition Length (in tokens) 11.03 ± 6.97

Table 2: Statistics on our financial data and the Ox-
ford dataset. The definitions for the financial data is
considered to be the first key takeaway.
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The second phase of our data scraping involved
the extraction of the “Key Takeaways” section
found in each article. This section, typically con-
sisting of 3 to 5 bullet points summarizing the ar-
ticle, is a critical part of our dataset. We chose
to leverage this section over the first paragraph to
generate the definitions for each term. The choice
of the “Key Takeaways” section over the first para-
graph was primarily due to its structure and ease
of extraction. While both sections offered a gen-
eral description of the term, the former provided
something more akin to a set of distinct ‘mini def-
initions’. Each point in the “Key Takeaways” is
grammatically independent of the previous, and
captures something different about the article than
the other points. This encapsulation of the entire ar-
ticle’s content in conveniently parsed pieces, made
it an ideal source for our definitions.

Our finalized dataset consists of data points, each
corresponding to a single article. The primary com-
ponents of each data point include the processed
term name, any associated acronym, and a list of
key takeaways serving as the definition. Supple-
mentary data, added for convenience and potential
further research, encompasses the article’s header,
and the full text of the article, separated by HTML
tags (‘h1’,‘h2’,‘p’, etc...) and ordered from top to
bottom in an array.

4 Empirical Study

4.1 Experimental Setup

To test the abilities of LLMs in performing defini-
tion modeling in the financial domain, we leverage
the “Key Takeaways” section in INVESTOPEDIA.
Based on the success of previous work in augment-
ing definition modeling with contextual informa-
tion (Gadetsky et al., 2018; Ishiwatari et al., 2019;
Reid et al., 2020), we additionally leverage sample
phrases from the article content, which we present
to the models as context in addition to the term, for
generating the definition. They are presented to our
models by appending them to the prompt, and we
refer to them as “examples” in further discussion.

The structure and wording of the prompts pre-
sented to the models were established through a sys-
tematic testing process. Most notably, we observed
that prompting the models with the task to define a
“financial term” led to consistently significant per-
formance improvements. A similar improvement
was seen when the models were asked to present
their responses as points or bullet points, leading us

to incorporate these findings into our final prompt,
which we used across all the experimental runs in
the zero-shot scenario. For our experiments incor-
porating examples or for the k-shots settings, we
append each phrase or shot above the prompt, and
add a newline character to separate the base prompt,
examples, and shots. For prompts with both exam-
ples and shots, shots are put above examples. For
prompts with examples, we use two examples, and
for prompts with shots, we use two shots. Please
see our supplementary material for details.

Regarding model choice, we consider a broad
section of LLMs varying widely in terms of
the number of parameters and training scheme.
Concretely, we work with the following mod-
els: OPT-IML 1.3B (Iyer et al., 2023), GPT-J
(6B parameters) (Wang and Komatsuzaki, 2021),
GPT-JT (6B parameters) (Rel, 2022), MT0-XXL
(13B parameters), FLAN-UL2 (20B parameters)
(Tay et al., 2023; Muennighoff et al., 2023), and
ChatGPT/GPT-3.5 Turbo (175B parameters).

In terms of evaluation, we note that previous
work has mainly utilized n-gram overall metrics
such as BLEU (Papineni et al., 2002) and ME-
TEOR (Banerjee and Lavie, 2005). Reid et al.
(2020) showed that by migrating to metrics based
on Machine Learning (ML), such as BERTScore
(Zhang et al., 2019), it was possible to more ade-
quately capture nuance in the definitions generated
by their approach, which led more recent models
to adopt this evaluation metric as well. In this
paper, we take another step in this direction and
experiment with COMET (Rei et al., 2020) as an
evaluation metric for our task. Though COMET
is intended for evaluation of Machine Translation
models, in our early experiments we found that
it offered a robust alternative to other ML-based
metrics such as BERT-Score and worked well at
capturing the ability of the models at generating
accurate and expansive definitions.

We also note that the complexity of our terms,
evidenced by the length and detail of the “Key Take-
aways” section of our dataset, pose a considerable
challenge in our evaluation process. We observe
that any of the takeaway points can, to a degree,
serve as a separate definition of the term. To avoid
penalizing the model when it generates such rel-
evant information, we propose a scoring scheme
where we compare the output of the model against
combinations of “Key Takeaways”. Let xi be our
target financial term. For i ∈ [1 . . . L], we have
j ∈ [1 . . . Ni], where L is the size of our dataset,
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Data Model Params. COMET METEOR BLEU

base ex. sh. sh.+ex. base ex. sh. sh.+ex. base ex. sh. sh.+ex.
In

ve
st

op
ed

ia
(1

st
K

TA
W

)

OPT-IML 1.3B 47.82 47.41 59.75 60.01 15.92 17.11 25.96 29.74 4.54 5.26 6.48 6.36
GPT-J 6.0B 50.77 43.73 57.55 60.80 22.17 16.94 28.32 32.37 3.56 3.30 4.97 6.52
GPT-JT 6.0B 33.23 44.41 57.18 60.35 6.65 18.60 27.99 31.16 0.96 3.33 4.44 5.85
MT0-XXL 13B 55.21 64.55 63.06 66.10 24.68 30.18 24.82 28.85 4.90 7.81 6.72 8.95
FLAN-UL2 20B 66.30 68.49 68.15 68.98 27.30 30.17 30.16 32.31 7.93 10.16 9.73 10.66
GPT-3.5-Turbo 175B 68.64 69.12 68.51 69.79 35.82 37.29 36.63 38.22 5.74 6.36 6.73 7.15

In
ve

st
op

ed
ia

OPT-IML 1.3B 48.45 48.92 61.21 62.95 16.38 18.48 27.33 32.67 2.99 4.28 5.65 7.06
GPT-J 6.0B 52.11 45.27 59.93 63.77 23.56 18.39 29.86 34.97 3.93 3.81 5.51 7.55
GPT-JT 6.0B 33.99 45.98 59.61 63.68 7.12 20.49 29.62 34.39 1.01 3.76 4.98 7.01
MT0-XXL 13B 56.43 67.47 63.69 68.10 26.12 33.28 25.40 31.00 4.38 7.17 3.85 6.46
FLAN-UL2 20B 66.63 69.74 68.67 70.61 27.71 31.72 30.68 34.19 4.11 6.50 5.82 7.44
GPT-3.5-Turbo 175B 72.18 72.82 71.98 73.57 38.50 40.02 39.38 41.20 6.65 7.38 7.78 8.32

O
xf

or
d

OPT-IML 1.3B 32.66 32.88 47.23 49.02 2.78 2.65 7.80 9.09 0.29 0.39 3.29 3.43
GPT-J 6.0B 39.00 40.61 38.20 42.80 8.14 10.49 10.45 13.21 0.84 1.12 1.26 1.28
GPT-JT 6.0B 40.88 40.59 39.54 42.64 9.22 10.18 12.10 14.40 0.97 1.24 1.38 1.61
MT0-XXL 13B 46.08 50.39 33.75 39.45 8.70 9.75 3.32 8.50 2.80 3.35 0.50 1.40
FLAN-UL2 20B 45.72 50.10 47.52 50.46 6.73 9.83 8.41 10.70 2.63 4.03 3.40 4.40
GPT-3.5-Turbo 175B 55.93 59.69 57.96 61.75 23.90 27.99 25.26 29.93 3.57 4.74 8.63 9.84

Table 3: Scores across COMET, METEOR and BLEU on financial definition modeling tasks and the Oxford dataset
on “dictionary” definition modeling, where we use. ‘ex.’ to indicate use of examples, ‘sh.’ to indicate use of 2-shot,
and KTAW is short for “Key Takeaway”. Values which are bold & underlined are the best out of all the models;
values that are only underlined are the best results from open-source models

and Ni denotes the number of “Key Takeaways”
for term xi. Let yi,j be the jth “Key Takeaway”
for xi, and the set {yi,j |j ∈ [1 . . . Ni]} is the list
of sorted “Key Takeaways” to be used as targets.
Finally, let P (s) be the function that generates the
power set of a set s. Then, for a given evaluation
Metric M , our final score is computed following
Equation 1, below, where a;B denotes the sequen-
tial string concatenation of every element in B to
the end of a in order (i.e. a+ b1 + b2 + . . .).

Si := max{M(ŷ, [yi,1;K])|K ∈ P ([yi,2, . . . yi,Ni ])} (1)

The idea of combining “Key Takeaways” in such a
way derives from the fact that the first bullet point
typically provides the most straightforward defini-
tion of the term. By combining this with the rest
of the points, we ensured that a wide array of defi-
nitions, ranging from simplistic to comprehensive,
were accounted for in our evaluation scheme.

While this method of evaluation is holistic, it
also makes it difficult to compare results of our
evaluations against different datasets that lack this
type of information for their gold standard. Evalua-
tion scores could possibly be inflated, which would
cause an uneven comparison. Evaluations over our
dataset just using the first key takeaway as a gold
standard were added as a baseline for the purpose

of comparability. Finally, to understand the com-
plexity of defining financial terms, we also test our
approach on the dataset constructed from Oxford
dictionaries (Gadetsky et al., 2018). To the best
of our knowledge, our work is the first one to test
the abilities of LLMs on the “dictionary” definition
modeling task using zero-shot or few-shot settings.
We believe results on this will help contextualize
our results in the financial domain, while also giv-
ing new insight into the abilities of LLMs.

4.2 Prompts
The following is the prompt structure we used for
each term, as well as every variation of the prompt
we used for the term “A-B Trust”.

T ∈ Investopedia Terms

ET
i ∈ Examples for term T |i ∈ 0, 1

Si ∈ Shot List|i ∈ 0, 1

Prompt Structure
“S0

S1

ET
0

ET
1

Define, in a financial context, ‘[T ]’ with bullet
points. Please list up to 2 bullet points.
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Definition: ”
Prompt without examples or shots
“Define, in a financial context, ‘A-B trust’ with
bullet points. Please list up to 2 bullet points.
Definition: ”
Prompt with examples
“06 million will opt for an A-B trust in 2022
While A-B trusts are a great way to minimize estate
taxes, they are not used much today
Define, in a financial context, ‘A-B trust’ with bul-
let points. Please list up to 2 bullet points.
Definition: ”
Prompt with shots
“Define, in a financial context, ‘Enterprise Value’
with bullet points. Please list up to 2 bullet points.
Definition: Enterprise value (EV) measures a com-
pany’s total value, often used as a more compre-
hensive alternative to equity market capitalization.
Enterprise value includes in its calculation the mar-
ket capitalization of a company but also short-term
and long-term debt and any cash on the company’s
balance sheet.
Define, in a financial context, ‘Bond’ with bullet
points. Please list up to 2 bullet points.
Definition: Bonds are units of corporate debt issued
by companies and securitized as tradeable assets.
A bond is referred to as a fixed-income instrument
since bonds traditionally paid a fixed interest rate
(coupon) to debtholders.
Define, in a financial context, ‘A-B trust’ with bul-
let points. Please list up to 2 bullet points.
Definition: ”
Prompt with examples and shots
“Define, in a financial context, ‘Enterprise Value’
with bullet points. Please list up to 2 bullet points.
Definition: Enterprise value (EV) measures a com-
pany’s total value, often used as a more compre-
hensive alternative to equity market capitalization.
Enterprise value includes in its calculation the mar-
ket capitalization of a company but also short-term
and long-term debt and any cash on the company’s
balance sheet.
Define, in a financial context, ‘Bond’ with bullet
points. Please list up to 2 bullet points. Defini-
tion: Bonds are units of corporate debt issued by
companies and securitized as tradeable assets. A
bond is referred to as a fixed-income instrument
since bonds traditionally paid a fixed interest rate
(coupon) to debtholders.
06 million will opt for an A-B trust in 2022
While A-B trusts are a great way to minimize estate
taxes, they are not used much today

Define, in a financial context, ‘A-B trust’ with bul-
let points. Please list up to 2 bullet points.
Definition: ”

4.3 Results
The performance outcomes for all selected models,
based on INVESTOPEDIA are displayed in Table
3. We also show our results on the classic or “dic-
tionary” definition modeling task, for which all
models were evaluated under comparable configu-
rations. To assess the performance of the models,
three evaluation metrics were employed, namely
COMET, METEOR, and BLEU, with focus on the
former. We use four different prompting methods,
as described in section 4.1; ‘base’ for no shot, no
examples, ‘ex.’ for no shot, 2 examples, ‘shot’ for
2 shot, no examples, and ‘shot+ex.’ for 2 shots, 2
examples.

As shown in Table 3 we observe that the per-
formance of all considered models aligns with re-
spective size — the larger the model, the better the
performance. We also note that smaller models
seem to be unable to perform well without the help
of the additional context presented. Finally, the per-
formance gain of smaller models with in-context
learning is substantial relative to the baselines.

In our exploration of the effects of differing
prompting styles, an interesting pattern emerged,
particularly when contrasting the smaller models
with larger ones. The performance of MT0-XXL,
Flan-UL2, and GPT-3.5-Turbo increase when aug-
mented with examples in the prompt (i.e. from
base to ex., or sh. to sh.+ex.), while OPT-IML,
GPT-J, and GPT-JT are unaffected by this change.
This discrepancy is also seen in the results on the
Oxford dataset, further exemplifying the relevance
of this observation. Since, MT0-XXL, Flan-UL2,
and GPT-3.5-Turbo are larger models. This raises
a compelling hypothesis that, for models without
direct knowledge of terms, model size may be cor-
related with enhanced capabilities of utilizing non-
shot context to increase performance. This is seen
by the aforementioned model’s increase in perfor-
mance with examples over our other models.

Results on the Oxford dataset exhibit a decrease
in performance relative to the financial definition
modeling tasks. We ascribe this primarily to the
discrepancy in length between the Oxford gold stan-
dard and the model outputs, as can be seen in Table
2. The brevity of the Oxford definitions contrasts
with the verbose model responses, contributing to
the performance gap for GPT-3.5-turbo on a seem-
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Model COMET METEOR BLEU

INVESTOPEDIA
Ours (FLAN-UL2) 68.98 32.31 10.66

Oxford
Gadetsky et al. (2018) - - 23.77
Ishiwatari et al. (2019) - - 25.19
Reid et al. (2020) 57.00 35.05 27.38
Huang et al. (2021) - - 26.52
Ours (GPT-3.5-Turbo) 61.75 29.93 9.84

Table 4: Comparison of our best performing mod-
els against state-of-the-art approaches for the Oxford
dataset.

ingly simpler task. While we intend for Oxford to
be a type of baseline for our tests, INVESTOPEDIA

has more expansive definitions, which make com-
parisons using COMET difficult. For comparison,
our dataset has around three to four key points for
each definition, each, at minimum, the length of a
definition from the Oxford dataset. This discrep-
ancy exposes a limitation of the COMET evaluation
metric, despite its many advantages.

Concerning results of our special evaluation
schema which uses multiple gold standards, com-
pared to only using the first key takeaway, we see
an across the board improvement of each model by
a few comet points. This is expected, as taking a
max across multiple gold standards will inevitably
boost evaluation scores.

Finally, we compare our best results on IN-
VESTOPEDIA and the Oxford benchmark against
state-of-the-art models for the latter, all based
on fine-tuning. Specifically, we consider the ap-
proaches by Gadetsky et al. (2018) who released
the Oxford dataset, Ishiwatari et al. (2019) who
proposed a local-and-global context model based
on word embeddings, Reid et al. (2020) who lever-
aged BERT (Devlin et al., 2019) and combined it
with a variational inference framework, and Huang
et al. (2021) who propose a specificity-sensitive
approach with models based on T5 (Raffel et al.,
2020).

As Table 4 shows, we see that finetuning-based
approaches are able to outperform our k-shot and
zero-shot techniques based on prompting by a large
margin in terms of BLEU. We also see that the
overall best performance of the latter techniques
on INVESTOPEDIA remain on pair with Oxford
in terms of all metrics, suggesting that fine-tuning
could also lead to improved results in our dataset as
well. We think this could be interesting for specific
applications where generating accurate definitions

of financial terms is needed.

5 Conclusions

In summary, this paper advances our understanding
of the capabilities and limitations of Large Lan-
guage Models (LLMs) in specialized domains by
using definition modeling tasks as a lens into our
models abilities. We have established a framework
for testing LLMs in a zero-shot or few-shot setting
and demonstrated the utility of this approach with a
novel dataset of 14,000 term-definition pairs in the
financial domain - an area so far underrepresented
in such studies. Our empirical results, derived from
an array of LLMs, highlight the degree to which
these models can define financial terms accurately
and expansively. Notably, we observed consid-
erable performance enhancements when adding
in-context learning to smaller models, indicating
that they can approach the performance levels of
larger counterparts, such as GPT3.5. While our
study presents a significant step towards compre-
hending the nuances of LLMs in specialized areas
like finance, it also underscores the challenges that
remain. The performance gap witnessed on tasks
with shorter definitions, like those in the Oxford
dataset, reveals inherent limitations of the evalu-
ated models and evaluation metrics. We hope our
work inspires further research into the application
of definition modeling as a means to understand
and refine LLMs, particularly in critical fields such
as finance, law, and medicine.

Limitations

There are a few notable limitations of our work.
Firstly, the methods we used were primarily in-
context learning. We did not fine-tune any models,
although this was by intention. While our goal was
to ‘probe’ the models we chose, it does remain
a question whether our dataset can be used for
performance gains with training. We leave this
to future work.

Ethics Statement

Our main objective is to propose a new task to eval-
uate the abilities of LLMs, introducing a dataset
of financial term definition. One potential use-case
is to have a model generate fake definitions that
may mislead users that interact with an LLM when
deployed. By publicly releasing our data, we hope
to minimize such risks.
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