
Findings of the Association for Computational Linguistics: EACL 2023, pages 2430–2438
May 2-6, 2023 ©2023 Association for Computational Linguistics

Combining Psychological Theory with Language Models for Suicide Risk
Detection

Daniel Izmaylov1

izmaylov@post.bgu.ac.il
Amir Bialer1

amirbial@post.bgu.ac.il
Avi Segal1

avisegal@gmail.com

Meytal Grimland2

meytal.grimland@gmail.com
Yossi Levi-Belz2

yossil@ruppin.ac.il
Kobi Gal1,3

kobig@bgu.ac.i

1Ben-Gurion University of the Negev 2Ruppin Academic Center 3University of Edinburgh

Abstract

Recent years saw a dramatic increase in the pop-
ularity of online counseling services providing
emergency mental health support. This paper
provides a new language model for automatic
detection of suicide risk in online chat sessions
between help-seekers and counselors. The
model adapts a hierarchical BERT language
model for this task. It extends the state of the art
in capturing aspects of the conversation struc-
ture in the counseling session and in integrating
psychological theory into the model. We test
the performance of our approach in a leading
national online counseling service that operates
in the Hebrew language. Our model outper-
formed other non-hierarchical approaches from
the literature, achieving a 0.76 F2 score and
0.92 ROC-AUC. Moreover, we demonstrate
our model’s superiority over strong baselines
even early on in the conversation, which is key
for real-time detection in the field. This is a first
step towards incorporating suicide predictive
models in online support services and advanc-
ing NLP tools for resource-bounded languages.

1 Introduction

Suicide accounts for more than 700,000 lives lost
across the world every year. It is the second leading
cause of death for adolescents and adults from 15
to 29 years of age in many countries. A key effort
in suicide prevention is to identify individuals at
risk of suicide as early as possible (World-Health-
Organization, 2021).

In the past decade, online counseling services
for mental health support have become common-
place in many countries, providing chat support
and guidance to at-risk individuals (see fictitious
example in Figure 1). Online counseling services
aim to provide mental support and address a va-
riety of mental health crises through specialist
counselors. These counselors are trained to de-
tect suicide risk during conversations and inter-
vene quickly as needed. These services have ex-

Figure 1: A fictitious example of a conversation.

perienced tremendous growth in traffic since the
commencement of the COVID pandemic (Zalsman
et al., 2021). Any kind of technological support to
help counselors in this critical task can potentially
save lives.

This paper provides a computational model for
detection of suicide risk from anonymous text-
based discussions between help-seekers and coun-
selors. Our data is taken from an online counsel-
ing service in a low-resource language (Hebrew).
There are several challenges towards solving sui-
cide risk detection in our setting: State of the art
pre-trained language models for suicide prevention
usually focus on posts from social media which
are very different in structure from online conver-
sations between counselors and help-seekers. Ex-
isting works that do consider conversations in this
domain ignore the conversation structure or are
limited in the size of the conversation they con-
sider. Also, the set of NLP resources available for
low-resource languages is extremely limited when
compared to English.

To address this gap, we present a hierarchical
language model called SR-BERT that includes a
base layer for encoding the conversation text and
an additional layer for capturing aspects of con-
versation structure. The hierarchical structure of
SR-BERT encodes each of the messages in the con-
versation separately and is not limited by the size
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of the conversation. We hypothesized that incorpo-
rating knowledge from suicide risk theory as part
of the pre-training step can improve downstream
performance of the detection model. To this end,
we develop a new domain knowledge-based pre-
training step that embeds a Suicide Risks Factor
lexicon (SRF) into SR-BERT. The SRF lexicon was
created by a team of psychologists who are experts
on suicide risk theory and prevention.

In empirical studies, SR-BERT significantly out-
performs alternative classifiers for suicide risk (SR)
detection, including the state-of-the-art (Bialer
et al., 2022). We show that adding the domain-
expert information to SR-BERT plays a critical part
in its performance. In particular, it obtained consis-
tently better performance than Bialer et al. (2022)
when processing different portions of the conver-
sation. These findings suggest that SR-BERT can
perform well in the field when analyzing conversa-
tions in real-time.

We extend the state-of-the-art hierarchical lan-
guage models to combine conversation structure
and expert-based knowledge in the pretraining step.
We show this approach leads to significant in-
creases in performance for detecting suicide risk
from chat conversations.

2 Related Work

This paper relates to past studies in suicide risk
detection in online settings, representing domain
knowledge and conversation structure in deep lan-
guage models and NLP tools for low-resource lan-
guages. We expand on each of these topics in turn.
For a review on using machine learning in suicide
prevention, we refer the reader to Ji et al. (2021).

The majority of work using machine learning to
predict suicide risk analyzes posts from social me-
dia (Coppersmith et al., 2018; Zirikly et al., 2019;
Shing et al., 2018; Sawhney et al., 2018; Tadesse
et al., 2019). Recent works in this social media
suicide prediction space includes Cao et al. (2019)
who used an LSTM with an additional attention
layer to predict SR from social media posts, and
Wang et al. (2021) who combined a generic BERT
model with predefined rules for scoring suicide risk
in social media. Additionally, Ophir et al. (2020)
showed that psychological questionnaires can im-
prove the performance of neural networks to iden-
tify at-risk individuals from Facebook posts. We
significantly differ from the social media setting
in our focus on conversations from online coun-

seling services, where messages are significantly
longer than social media posts, and messages are
part of a conversational structure and exhibit psy-
chological dynamics. We show that capturing these
aspects in the conversation model is necessary for
recognizing SR in our setting.

There are few works on suicide detection in on-
line counseling conversations, but none of these
reasons about the conversation structure in the ses-
sion. Most relevant to our approach is the model by
Bialer et al. (2022) who combined a pre-trained lan-
guage model based on BERT (Devlin et al., 2018)
with a lexicon of suicide terms that were manu-
ally extracted from conversations. This model was
able to represent only part of the conversation (512
tokens) and ignored the input from the counselor.
Our SR-BERT model used a lexicon extracted from
psychological theory, which was embedded in the
pre-training process. The model significantly out-
performs that of Bialer et al. (2022) on the same
dataset, both for entire conversations as well as
when considering early detection on parts of the
conversation.

We mention two approaches for detecting SR in
counseling services that did not consider early de-
tection. Xu et al. (2021) combined a word2vec rep-
resentation of suicide concepts with a bi-directional
LSTM network for SR prediction in Korean online
counseling service. Each side of the conversation
was represented by an independent BI-LSTM. This
approach used a knowledge graph to represent a
psychological lexicon which may be more time-
consuming for human experts to construct. Our
model is shown to outperform a baseline using
a similar representation (doc2vec) on our dataset.
Bantilan et al. (2021) used TF-IDF embedding with
XGBoost to predict SR in transcribed phone calls
from an English counseling service. This model
did not use a lexicon.

There is ample evidence on the benefits of in-
corporating domain knowledge in language models
for downstream tasks (Childs and Washburn, 2019;
Cao et al., 2019; Lee et al., 2020; Colon-Hernandez
et al., 2021; Gaur et al., 2019). Notable examples
include Gaur et al. (2019) and Wang et al. (2021)
who showed that using lexicon-based features can
improve machine learning prediction of suicide risk
in Chinese blogs. They use lexicons to map terms
from online discussions to clinically relevant sets
of categories. We extend these approaches by pre-
senting a new method for incorporating domain
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knowledge in the pre-training phase of deep learn-
ing models.

In general, NLP models and solutions for low-
resource languages are extremely limited. In He-
brew, two pre-trained language models were pub-
lished, HeBERT(Chriqui and Yahav, 2021) and
AlephBERT (Seker et al., 2022). We used Aleph-
BERT which is freely available and was trained on
a larger dataset than HeBERT and was able to out-
perform HeBERT on a variety of natural language
tasks. We are first to use hierarchical transformer
architecture to model conversation structures in a
low-resource language.

3 The Sahar domain

Sahar (Hebrew acronym for Online Mental Health
Support 1) was established in 2000 and is the lead-
ing internet-based emotional support and suicide
prevention organization in Israel. It provides anony-
mous, confidential, and free crisis support via a
chat hotline (in Hebrew and in Arabic). The orga-
nization handles more than 40, 000 chat sessions
per year, and these numbers have increased signifi-
cantly during the COVID-19 pandemic (Zalsman
et al., 2021).

Sahar counselors are volunteers who receive
year-round guidance and supervision from a team
of mental health professionals. Shifts take place in
the evening hours and are accompanied by trained
therapists who monitor the conversations and pro-
vide professional support to counselors as needed.
During the shifts, counselors work in a high-stress
environment and usually handle multiple chat ses-
sions in parallel at any given time. Counselors pro-
vide a written summary of each of their conversa-
tions, as well as indicate whether the conversation
exhibits suicide risk.

The Sahar corpus contains more than 40, 000
chat sessions (conversations) that took place over
the span of five years (2017-2022). Each conversa-
tion includes the messages generated by the help-
seekers and the counselors, ordered by time sig-
natures. Table 1 presents general statistics about
the dataset. We note that 39.5% of the sessions are
labeled with either positive or negative SR label
and 17% of these sessions are SR positive.

To validate the SR labels, a sample of 600 con-
versations (300 positive SR, 300 negative SR) was
labeled separately by clinical psychologists with
expertise in suicide theory. The Krippendorff’s α

1https://sahar.org.il

Table 1: General statistics for Sahar corpus

Total num. of sessions 44,506
Num. of labeled sessions 17,564
SR positive label ratio 17%
Mean(Median) num. of messages 57(46)
Mean(Median) num. of turn exchanges 27(25)
Mean(Median) num. of tokens 617(566)

for inter-annotator agreement between the psychol-
ogists and the SR label in the conversation is 0.766,
which is en par with other works. We note that the
inconsistencies found in the samples were debated
by the psychologists and resolved in the data set.

4 The SRF Psychological Lexicon

As part of our research, a team of psychology ex-
perts from a national center for suicide prevention
in Israel has constructed a Suicide-Risk Factors
Lexicon (SRF) in Hebrew that is based on psycho-
logical theory.

The SRF lexicon contains terms relating to per-
sonal and situational variables associated with an
increase in suicidal thinking, based on valid self-
report questionnaires in the psychological and psy-
chiatric literature (Klonsky and May, 2015; Turecki
and Brent, 2016; Nock et al., 2008).

Each of the 3,094 sentences in the lexicon be-
longed to one of 25 categories. Specifically, terms
relating to depression are taken from the Patient
Health Questionnaire Depression Module (PHQ-
9) (Kroenke et al., 2001). Terms relating to a sense
of burdensomeness are taken from the Interper-
sonal Needs Questionnaire (INQ) (Van Orden et al.,
2012). Terms relating to a sense of hopelessness
are taken from the Beck hopelessness scale (Beck
et al., 1996). Terms relating to suicide behavior
were taken from the Columbia questionnaire (Pos-
ner et al., 2008) which is a standard tool to measure
suicide risk.

Examples of sentences for the category “per-
ceived burdensomeness” (translated) included sen-
tences such as “better without me”, “I am a bur-
den”, “I spoil everything for my spouse”; and the
lexicon category “explicit suicide mentions” con-
tains phrases such as: “to die”, “to commit suicide”,
“kill myself” etc.

5 The SR-BERT Language Model

Our main contribution is SR-BERT, a two-layer hi-
erarchical language model that extends the generic
DialogBERT (Gu et al., 2021) to reason about con-
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Figure 2: Model architecture. (a) SR-BERT base architecture, encoding conversation and speaker roles. (b)
Pre-training procedure on 4 self-supervised tasks including psychological knowledge learning using the SRF lexicon.
(c) Fine-tuning procedure learning to predict Suicide Risk (SR)

versation structure in suicide risk prediction set-
tings and harness psychological domain knowledge.
The SR-BERT architecture is shown in Figure 2(a).

The architecture is composed of two part: A
transformer based layer performing message encod-
ing, and on top of it an additional transformer layer,
which captures conversation structure, named Con-
text Encoder Transformer.

The base layer uses the AlephBERT (Seker et al.,
2022) pre-trained language model to encode each
message in the dialogue to a vector. The received
message encoding is then combined with speaker
role representation (help-seeker vs. counselor) to
capture important conversation aspects such as turn-
taking. The Context Encoder Transformer is a
transformer based encoder applied at the message
level (instead of the single token level) which trans-
forms the series of message vectors into a context-
sensitive repression of the conversation. The Con-
text Encoder Transformer included 12 attention
layers, and 12 hidden layers, each with a vector
size of 780. The hidden layer size is 780 rather
than 768 in AlephBert to account for the additional
speaker role encoding.

The hierarchical structure of the architecture en-
ables the model to capture multiple messages in-
cluding turn exchanges and speaker roles. Fur-
thermore, it enable the encoding of each message
independently, thus avoiding the need to truncate
conversations (due to AlephBert’s 512 token limit)
as in past work.

5.1 Pre-training with Self Supervised
Knowledge

In this section we describe the use of several pre-
training tasks for adapting SR-BERT to conversa-
tion structure of online counseling, including a new
pre-training task for incorporating the SRF lexicon.

This procedure uses the entire Sahar dataset, and is
shown in Figure 2 (b).

The first step in this process is to represent con-
versations as a 25 dimension vector representing
the different categories in the lexicon. For a given
conversation, the value at index k is the number
of sentences in the conversation with at least one
occurrence in the kth lexicon category.

We also considered a reduced 5-dimension rep-
resentation of conversations on the SRF lexicon
space. To this end we selected the top categories us-
ing XGBoost feature selection (Chen and Guestrin,
2016) on the SR prediction task of entire conver-
sations. We identified the top 5 categories as “self
perceived burdensomeness”, “previous suicide at-
tempt”, “loss of hope” “self injury” and “suicidal
thinking”. The 5-dimension representation out-
performed the 25-dimension representation on the
validation set, leading us to use this representation
in the subsequent pre-training phase.

The second step, called the Self Supervised
Knowledge task, applies a new pre-training task
for predicting Sahar conversations in the SRF rep-
resentation space. For a given prefix of a conver-
sation, we mask a message in this subset with a
fixed probability of 80%. We then use SR-BERT to
predict the conversation subset’s representation in
the SRF space using a fully connected layer. The
loss is obtained by calculating the mean squared
error (MSE) between the original subset represen-
tation and the predicted (masked) representation
in the SRF space. This process is repeated for in-
creasing size of conversation prefixes, to simulate
conversations of varying sizes.

In addition to the SSK task, we implemented the
three pre-training tasks defined by DialogBERT(Gu
et al., 2021) for capturing several aspects of the
conversation structure: message-level semantics,
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conversation structure, and underlying dialogue
sequential order. We describe them briefly here and
refer the reader to the full paper for more details.

• Next Utterance Generation The goal of this
task is to generate the next message in the
conversation when the previous messages are
given. The task tries to minimize the cross-
entropy loss between the predicted words and
the original words of the next message.

• Masked Utterance Regression The goal of
this task is to predict a randomly masked mes-
sage in a conversation from its context. The
loss is obtained by calculating the MSE be-
tween the original and the predicted message
vectors.

• Distributed Order Ranking Network This
task predicts the order index of each message
from a shuffled order of a conversation. The
task tries to minimize the KL divergence be-
tween the predicted order and the true order.

The calculated loss for the model propagation
over the four self supervised tasks is the weighted
sum of each loss function in the pre-training stage.
The AdamW optimizer is employed with a linear
planned warm-up technique and an initial learn-
ing rate of 5e-5. Additionally, we use an adap-
tive learning-rate scheduler with 0.01 weight decay,
15,000 warm-up steps, and a batch size of 32. The
model is trained for 20 epochs. All experiments
are conducted on a GeForce RTX 3090 GPU using
the PyTorch package.

5.2 Fine-tuning

In the fine-tuning step Figure 2(c), SR-BERT is
adapted for the suicide risk prediction task using a
standard approach (Sun et al., 2020). To this end we
add a binary classification head to SR-BERT. The
classification head consists of a dense layer with an
output size of 2 and a softmax activation function.
By maximizing the log-likelihood of the actual la-
bel, we fine-tune the Context Encoder Transformer
and the classification head. We employ the AdamW
optimizer with a linear planned warm-up technique
and an initial learning rate of 2e-5. Additionally,
we use an adaptive learning-rate scheduler with
0.01 weight decay, and a batch size of 16. The
model is trained for 10 epochs.

6 Empirical Methodology

We randomly split the labeled Sahar dataset to a
train (70%) validation (15%) and test (15%) sets.
These data sets were used throughout the exper-
iments described in the following section. The
validation set was used for training model hyper
parameters.

We follow prior work in evaluating model perfor-
mance using ROC-AUC which is widely employed
in suicide detection research (Bernert et al., 2020).
Additionally, we report on the F2-score (Sokolova
et al., 2006) for predicting the positive SR label.
This measure concentrates on reducing false nega-
tives (rather than false positives) and is thus well
suited for SR detection where missing a positive
class has life threatening implications.

We compare SR-BERT with SSK to the follow-
ing baseline models:

6.1 SR-BERT w.o.SSK

This model omits the SSK pre-training task from
SR-BERT w. SSK. Apart from the SSK pre-
training task this model is identical to SR-BERT
w. SSK. including the hierarchical structure and
pre-training on the other 3 tasks.

6.2 Explicit based lexicon + XGBoost

We used an XGBoost classifier that was based on an
encoding of conversations over the explicit suicide
related terms proposed by Bialer et al. (2022). This
list includes 67 terms such as “commit suicide”,
“cut wrists”, “wish to die” etc. We note that explicit
terms carry very weak signal for SR detection.

6.3 Ensemble SI-BERT (Bialer et al., 2022)

This is a non-hierarchical Hebrew language model
ensembled with a classifier based on the Explicit
lexcion, that represents the state of the art for SR de-
tection. It was trained on the same dataset from the
Sahar organization. To bypass BERT’s constraint
of 512 tokens, Ensemble SI-BERT only utilized
the help seeker text and truncated text greater than
512 tokens. We re-implemented this model with
the code and parameters provided by the authors
and run it on the dataset provided for this research.
This is the reported state of the art for this domain
in the Hebrew language.

6.4 SRF based lexicon + XGBoost

An XGBoost (Chen and Guestrin, 2016) classifier
based on the 5-dimension SRF conversations rep-
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Table 2: SR prediction results of compared models. Bold highlights highest value.

Model Recall [%] Precision [%] ROC-AUC [%] F2 [%] F1 [%]
Doc2Vec+XGBoost 31.3 69.2 64.7 35.1 43.1

Explicit lexicon+XGBoost 49.2 67.1 76.9 52.3 57.7
SRF lexicon + XGBoost 55.1 67.2 76.5 57.1 60.0

Ensemble SI-BERT 60.4 70.9 91.3 62.3 65.3
SR-BERT w.o. SSK 72.9 68.4 92.1 71.9 70.6

SR-BERT w. SSK 78.3 68.9 92.1 76.2 73.3

resentation over the SRF lexicon. We note that
XGBoost outperformed Random Forest and Logis-
tic Regression as the classifier for this baseline (and
for the next two baselines)

Consider for example one of the sessions which
includes the statement “I am having strong stomach
aches since yesterday, I want to die.”. This session
includes a term from the Explicit lexicon while it
is not an SR positive session.

6.5 Doc2Vec + XGBoost

An XGBoost classifier based on an encoding of
each conversation to a 300-dimensional space us-
ing the Doc2Vec representation(Le and Mikolov,
2014).

7 Results

We first present the performance of the SR-BERT
model in predicting SR on labeled conversations
compared to the proposed baselines. Results are
then reported for early SR detection, when increas-
ing percentages of conversation information are
available.

7.1 SR Detection from Complete
Conversation

Table 2 compares the performance of the SR-BERT
model to the baselines when predicting suicide risk
from complete conversations. As seen in the ta-
ble, both SR-BERT-based models (with and with-
out SSK pre-training) outperformed the Ensemble
SI-BERT model in terms of recall, F1, F2, and
ROC-AUC metrics. Most notable improvement
was in the recall metric where SR-BERT w.o. SSK
achieved a 12.5% improvement over the Ensemble
SI-BERT model, which led to a 9.6% improve-
ment in the F2 metric. Moreover, the additional
SSK pre-training improved on the SR-BERT w.o.
SSK results for all metrics except the ROC-AUC
score, where it hasn’t change. Ensemble SI-BERT
achieved the highest precision, which was slightly

Figure 3: Classification results for early detection of
top-performing SR detection approaches

better than SR-BERT w. SSK. It exhibited a sub-
stantially lower recall score, which correlates to
lower F1 and F2 values.

The SRF lexicon + XGBoost based classifier was
better than the Explicit lexicon + XGBoost classi-
fier in all measures apart from ROC-AUC. We also
note that the BERT based models outperformed the
none BERT models on all tested metrics.

We used the McNemar paired test for labeling
disagreements (Gillick and Cox, 1989) to compare
between the predictions of the different models.
Statistical significance with p < 0.05 was demon-
strated for SR-BERT w. SSK vs. SR-BERT w.o.
SSK and for SR-BERT w. SSK vs. Ensemble
SI-BERT.

Overall SR-BERT w. SSK achieved a substan-
tial improvement in recall and F2 compared the
Ensemble SI-BRET of 17.9% and 13.9% respec-
tively, with only a slight decrease in precision per-
formance. This is critical in the suicide risk de-
tection realm where recall is key to identifying
help-seekers at risk and enabling targeted support.

7.2 Early SR Detection

Evaluating the ability of SR-BERT to predict SR
risk from partial sessions provides an indication
of its performance in real time, when only part of
the session is available. To this end, Figure 3 com-
pares the performance of the different models after
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receiving the first {20, 40, 60, 80, 100} percent of
messages in the session. As seen in the figure, the
performance of all models improved as the sessions
progressed. However, SR-BERT w. SSK model
consistently outperformed the other models, fol-
lowed by SR-BERT w.o. SSK. The difference in
performance between SR-BERT with SSK and SR-
BERT w.o. SSK was the largest at the beginning of
the session and reduced as the sessions advanced.
This may indicate the contribution of SR-BERT w.
SSK to identify risk variables from the lexicon in
early stages of the dialogue when information is
lacking. In contrast, the difference in performance
between SR-BERT w.o. SSK and the Ensemble SI-
BERT model increases as sessions advance. This
could be due to the inability of Ensemble SI-BERT
to process the lengthy dialogue without having to
truncate it, which may result in the loss of impor-
tant information as sessions develop.

8 Conclusion and Future Work

This work has provided a new automatic approach
for suicide risk detection in online conversations
between help-seekers and counselors. Early detec-
tion of at-risk individuals is a key goal of suicide
prevention. Our approach extends the state-of-the-
art in deep language modeling by 1) incorporating
domain knowledge relevant to suicide risk detec-
tion as part of the pre-training step; 2) reasoning
about the structure of the conversation between
help-seekers and counselors; 3) adapting to a low-
resource language (Hebrew). The presented ap-
proach was able to significantly outperform the
state-of-the-art approaches when detecting SR from
complete conversations, as well as early detection
when only part of the conversation is available.
These results suggest the model may be able to
support the work of counselors in real chat ses-
sions, alerting them in real-time to at-risk individu-
als and enabling quick and focused responses. For
future work, we intend to improve our approach by
capturing more aspects of conversations, such as
prosody (Wilson and Wharton, 2006; Kliper et al.,
2010) as well as model the mental state dynam-
ics of the help-seeker. We are also extending the
model with explanations to be able to provide jus-
tifications for predictions made and point to key
exchanges and phrases that triggered specific pre-
dictions.

9 Limitations

We note several limitations of this study.
First, our model was evaluated only in the He-

brew language. We have not directly compared
SR-BERT to approaches for detecting suicidal risk
in non-Hebrew domains, and note that the effec-
tiveness of the model may vary across different
languages and cultural contexts. It is difficult to
make this comparison given the lack of public data
sets from online counseling services.

Second, the proposed approach relies on the exis-
tence of psychological knowledge for pre-training
the SR-BERT model which requires human effort.
On the one hand, psychological lexicons already
exist in English (Lee et al., 2020) and possibly in
other languages. On the other hand, lexicons inher-
ently suffer from limited coverage, lack of context
and are expensive to maintain. Sharing domain
knowledge across research tasks may go a long
way to overcome these issues. We intend to make
the lexicon developed for this research publicly
available.

Third, the annotation of the help seekers’ men-
tal state was performed by the counselors, rather
than the help seekers themselves. While the coun-
selors underwent a thorough training process last-
ing several months and were monitored by certified
clinical psychologists, there is still the possibility
that they may have misclassified the mental state
of the help seekers. This issue is prevalent in many
studies that rely on observer-reported data.

Finally, the current model does not provide any
explanations for its predictions, which are of high
importance in order to support counselors in the
field. This is essential in order to ensure that the
model is not merely a means of classification but
instead is able to provide valuable insights and
assistance to counselors. This is a key focus of our
future development plans.

10 Ethics Statement

The present study has been conducted in accor-
dance with the highest ethical standards and has
been approved by the relevant institutional review
board of the participating institutions. All data uti-
lized in this study, including the Sahar corpus of
conversations between help-seekers and counselors,
and the SRF psychological lexicon, have been ob-
tained in compliance with the IRB. Specifically, the
Sahar dataset has been anonymized and encrypted
to protect the privacy of the participants, and all
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help-seekers who have provided data for this study
have given informed consent for the anonymous
use of their sessions for research purposes. The
counselors signed consent papers to allow the us-
age of their text data for the study.

It is important to note that despite the model’s
ability to successfully predict SR during the con-
versation and its demonstrated gender fairness, it
is not intended to replace human volunteer coun-
selors. We believe that human involvement is es-
sential in providing support to help-seekers, and
the role of an automated model is to serve as an
aid to counselors, enhancing their ability to assess
SR rather than replacing them. Our take is that in
the future, when such models could be deployed
in the field (after all necessary approvals and adap-
tations), they may only act as a "friendly parrot"
on the counselors’ shoulders, providing additional
insights and supporting their decision-making pro-
cess in the high load situations these counselors are
facing on a daily basis.
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