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Abstract
Quality Estimation (QE) is the task of evaluat-
ing the quality of a translation when reference
translation is not available. The goal of QE
aligns with the task of corpus filtering, where
we assign the quality score to the sentence
pairs present in the pseudo-parallel corpus. We
propose a Quality Estimation based Filtering
approach to extract high-quality parallel data
from the pseudo-parallel corpus. To the best
of our knowledge, this is a novel adaptation of
the QE framework to extract quality parallel
corpus from the pseudo-parallel corpus. By
training with this filtered corpus, we observe
an improvement in the Machine Translation
(MT) system’s performance by up to 1.8 BLEU
points, for English-Marathi, Chinese-English,
and Hindi-Bengali language pairs, over the
baseline model. The baseline model is the one
that is trained on the whole pseudo-parallel cor-
pus. Our Few-shot QE model transfer learned
from the English-Marathi QE model and fine-
tuned on only 500 Hindi-Bengali training in-
stances, shows an improvement of up to 0.6
BLEU points for Hindi-Bengali language pair,
compared to the baseline model. This demon-
strates the promise of transfer learning in the
setting under discussion. QE systems typically
require in the order of (7K-25K) of training
data. Our Hindi-Bengali QE is trained on only
500 instances of training that is 1/40th of the
normal requirement and achieves comparable
performance. All the scripts and datasets uti-
lized in this study will be publicly available.

1 Introduction

In recent times, Neural MT has shown excellent per-
formance, having been trained on a large amount
of parallel corpora (Dabre et al., 2020). However,
not all language pairs have a substantial amount of
parallel data. Hence, we have to rely on the noisy
web-crawled corpora for low-resource languages.
The task of Parallel Corpus Filtering aims to pro-
vide a scoring mechanism that helps extract good-
quality parallel corpus from a noisy pseudo-parallel

corpus. The task of Quality Estimation (QE) aims
to provide a quality score for a translation when the
reference translation is unavailable. We use Quality
Estimation to assign the quality scores to the sen-
tence pairs present in pseudo-parallel corpora and
extract good-quality parallel sentences. We aim
to improve the quality of Machine Translation for
English(En)-Marathi(Mr), Hindi(Hi)-Bengali(Bn)
and Chinese(Zh)-English(En) language pairs by us-
ing sentence-level QE-based corpus filtering. We
observe that QE-based corpus filtering performs
better than previously proposed methods.

Our contributions are:

1. Adaptation of the QE framework, which is nor-
mally used for MT evaluation, to extract high-
quality parallel corpus from pseudo-parallel
corpus; to the best of our knowledge, this
is a novel adaptation of the QE framework
to extracting quality parallel corpus from the
pseudo-parallel corpus.

2. Demonstrating the promise of Few-Shot QE
technique to generate training data for MT; a
Hindi-Bengali QE model is trained with only
500 training instances transfer learned from
an English-Marathi trained QE model; the fil-
tered parallel data using this Hindi-Bengali
QE system gives 0.6 BLEU point improve-
ment over Hi-Bn MT system trained on the
pseudo-parallel corpus.

3. Demonstrating performance improvement of
the Machine Translation systems by up to
1.8 BLEU points for English-Marathi, Hindi-
Bengali and Chinese-English language pairs,
over the model trained on the whole pseudo-
parallel corpus.
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2 Related work

2.1 Parallel Corpus Filtering

Neural Machine Translation (NMT) is extremely
data hungry (Sutskever et al., 2014; Bahdanau
et al., 2015; Vaswani et al., 2017). Recently, there
has been a growing interest in the process of fil-
tering noisy parallel corpora to enhance the data
used for training machine translation systems. The
Conference on Machine Translation (WMT) has
organized annual Shared Tasks on Parallel Corpus
Filtering (WMT 2018, WMT 2019, WMT 2020).
Lu et al. (2020) proposed an approach that uses the
Dual Bilingual GPT-2 model and the Dual Condi-
tional CrossEntropy Model to evaluate the quality
of the parallel corpus. Feng et al. (2020) proposed
the LaBSE model, which is a multilingual sentence
embedding model trained on 109 languages, in-
cluding some Indic languages. Herold et al. (2022)
mentioned different types of noise that can be in-
jected in a parallel corpus and investigated whether
state-of-the-art filtering models are capable of re-
moving all the noise types proposed by Khayrallah
and Koehn (2018).

Most recently, Batheja and Bhattacharyya (2022)
used a combination of Phrase Pair Injection and
LaBSE (Feng et al., 2020) based Corpus Filtering
to extract high-quality parallel data from a noisy
parallel corpus. In contrast, we use QE-based filter-
ing to extract high-quality data from noisy pseudo-
parallel data. We observe that QE quality scores
are superior to the LaBSE quality scores.

2.2 Quality Estimation

Quality Estimation (QE) is the task of evaluating
the quality of a translation when reference trans-
lation is not available. The state-of-the-art Mono-
TransQuest architecture, proposed by Ranasinghe
et al. (2020), builds upon XLM-R, a widely-used
pretrained cross-lingual language model known
for its ability to generalize to low-resource lan-
guages (Conneau et al., 2020). (Kocyigit et al.,
2022) proposed a combination of multitask train-
ing, data augmentation and contrastive learning to
achieve better and more robust QE in a Parallel Cor-
pus Mining setting. The Parallel Corpus Mining
task aims to detect the most similar texts in a large
multilingual collection and perform sentence align-
ment. This motivates us to use QE in the Parallel
Corpus Filtering task.

Figure 1: Quality Estimation based Filtering Pipeline

3 Approaches

We first discuss methods to extract good-quality
parallel sentences from the pseudo-parallel corpus.
Then we discuss a transfer learning-based filtering
approach in few-shot settings.

3.1 LaBSE based Filtering
Language Agnostic BERT Sentence Embedding
model (Feng et al., 2020) is a multilingual embed-
ding model that supports 109 languages, including
some Indic languages. We generate the sentence
embeddings for the source and target sides of the
pseudo-parallel corpora using the LaBSE 1 model.
Then, we compute the cosine similarity between
the source and target sentence embeddings. Af-
ter that, we extract good-quality parallel sentences
based on a threshold value of the similarity scores.

3.2 Phrase Pair Injection (PPI) with
LaBSE-based Filtering

Batheja and Bhattacharyya (2022) proposed a com-
bination of Phrase Pair Injection (Sen et al., 2021)
and LaBSE-based Corpus Filtering to extract high-
quality parallel data from a noisy parallel corpus.
We train a PBSMT model on the noisy pseudo-
parallel corpus using the Moses 2 decoder. Then,
we extract phrase pairs with the highest translation
probability. Finally, we perform LaBSE-based fil-
tering on these phrase pairs to remove poor-quality
phrase pairs. We augment these high-quality phrase
pairs with LaBSE-filtered parallel sentences.

3.3 Quality Estimation based Filtering
In this approach, we train the MonoTran-
sQuest3 (Ranasinghe et al., 2020) model and use

1https://huggingface.co/sentence-transformers/
LaBSE

2http://www2.statmt.org/moses/?n=Development.
GetStarted

3https://github.com/TharinduDR/TransQuest
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it to generate the quality scores for the pseudo-
parallel corpus of the corresponding language pair.
Then, we extract high-quality parallel sentences
from the pseudo-parallel corpus using a threshold
quality score value.

3.4 Few-shot Quality Estimation
The Quality Estimation task requires human-
annotated Direct Assessment scores for the cor-
responding language pairs. In few-shot settings,
we fine-tune a pre-trained QE model for a high-
resource language pair on QE data for the corre-
sponding low-resource language pair to obtain a
QE model for the low-resource language pair.

4 Mathematical Preliminaries

LaBSE scoring Let D = {(xi, yi)}Ni=1 be a
pseudo-parallel corpus with N examples, where
xi and yi represents ith source and target sentence
respectively. We first feed all the source sentences
present in the pseudo parallel corpus as input to
the LaBSE4 (Feng et al., 2020) model, which is a
Dual encoder model with BERT-based encoding
modules to obtain source sentence embeddings (Si).
The sentence embeddings are extracted as the l2
normalized [CLS] token representations from the
last transformer block. Then, we feed all the target
sentences as input to the LaBSE model to obtain
target sentence embeddings (Ti). We then compute
cosine similarity (scorei) between the source and
the corresponding target sentence embeddings.

Si = LaBSE (xi) (1)

Ti = LaBSE (yi) (2)

scorei = cosine_similarity (Si, Ti) (3)

QE scoring We feed “xi[SEP ]yi" as an input
to the MonoTransQuest (Ranasinghe et al., 2020)
architecture which uses a single XLM-R model.
The output of the [CLS] token is used as the input
of a softmax layer that predicts the quality score
(scorei) of the ith sentence pair < xi, yi >.

scorei = MonoTransQuest (xi, yi) (4)

5 Experimental Setup

5.1 Dataset
In all NMT experiments, we use two sets of corpus,
namely, Parallel and Pseudo-Parallel corpus. The

4https://huggingface.co/sentence-transformers/
LaBSE

Corpus Name Language Sentence
Pairs Pairs

Parallel Corpus
Hindi-Bengali 3.6M
English-Marathi 248K
Chinese-English 62K

Pseudo-Parallel Corpus
Hindi-Bengali 6.3M
English-Marathi 3.28M
Chinese-English 24.7M

Table 1: Dataset Statistics of Parallel and Pseudo-
Parallel Corpus for the task of Neural Machine Transla-
tion

Language train dev test
English-Marathi 26,000 1,000 1,000
Chinese-English 7,000 1,000 1,000
Hindi-Bengali 440 50 10

Table 2: Dataset Statistics of human-annotated z-
standardized Domain Adaptation (DA) scores for the
task of Quality Estimation

Parallel corpus consists of high-quality sentence
pairs, while the Pseudo-Parallel corpus contains
sentence pairs of varying quality.

The En-Mr Parallel Corpus consists of the ILCI
phase 1, Bible, PIB and PM-India corpus (Jha,
2010; Christos Christodouloupoulos, 2015; Had-
dow and Kirefu, 2020). The Zh-En Parallel corpus
consists of ParaMed5 corpus. The Hi-Bn Parallel
corpus is obtained from the OPUS6 corpus reposi-
tory. The En-Mr and Zh-En Pseudo-Parallel Cor-
pus consist of the Samanantar (Ramesh et al., 2021)
and WMT18 Zh-En7 corpus, respectively. The Hi-
Bn Pseudo-Parallel Corpus consists of Samanantar
and Tatoeba (Tiedemann, 2020) corpus. The de-
tailed data statistics are mentioned in table 1.

In QE experiments, we create a small corpus
(500 instances) for Hindi-Bengali language pair
that consists of human-annotated Domain Adap-
tation scores for each sentence pair annotated by
three annotators. The pairwise Pearson Correla-
tion between the three annotators of Hindi-Bengali
QE is 0.68, 0.61 and 0.67. This indicates a good
agreement between the three annotators. Please re-
fer to Appendix A.3 for further annotation details.
We use the QE data provided by Ranasinghe et al.
(2020) and Deoghare and Bhattacharyya (2022) for
the Zh-En and En-Mr language pairs, respectively.
The detailed QE data statistics are mentioned in

5https://github.com/boxiangliu/ParaMed
6https://opus.nlpl.eu/
7http://data.statmt.org/wmt18/

translation-task/preprocessed/zh-en/
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Technique # Sentence Pairs En→Mr Mr→En
QE based Filtering 2.61M 9.4 17.7
LaBSE + PPI-LaBSE based Filtering 4.09M 9.9 17.0
(Batheja and Bhattacharyya, 2022)
LaBSE based Filtering 2.85M 8.8 16.7
Baseline 3.53M 8.8 15.9

Table 3: BLEU scores of En→Mr and Mr→En NMT models on FLORES101 test data. Here, we establish the
efficacy of QE-based filtering in extracting a high-quality parallel corpus from En-Mr pseudo-parallel corpus. For
actual instances of translations please refer to Appendix A.1.

Technique # Sentence Pairs Zh→En
QE based Filtering 15.09M 8.7
LaBSE + PPI-LaBSE based Filtering 15.59M 8.47
(Batheja and Bhattacharyya, 2022)
LaBSE based Filtering 15.57M 8.29
Baseline 24.8M 7.85

Table 4: BLEU scores of Zh→En NMT models on FLORES101 test data. Here, we establish the efficacy of
QE-based filtering in extracting a high-quality parallel corpus from Zh→En pseudo-parallel corpus. For actual
instances of translations please refer to Appendix A.1

table 2.
For evaluation, we use the FLORES 101 test

set which contains 1,012 sentence pairs for each
language pair.

5.2 Models

We use MonoTransQuest model architecture to
train the QE models. We use the Indic NLP li-
brary for preprocessing the Indic language data and
Moses for preprocessing the English language data.
For Indic languages, we normalize and tokenize
the data. For English, we lowercase and tokenize
the data. We use a Transformer based architecture
provided by OpenNMT-py library to train the NMT
models for all our experiments. The optimizer used
was adam with betas (0.9, 0.98). The initial learn-
ing rate used was 5e-4 with the inverse square root
learning rate scheduler. We use 8000 warmup up-
dates. The dropout probability value used was 0.1
and the criterion used was label smoothed cross en-
tropy with label smoothing of 0.1. We use a batch
size of 4096 tokens. All the models were trained for
200,000 training steps. We use MonoTransquest8

model to train the sentence-level QE model. We
start with a learning rate of 2e-5 and use 5% of
training data for warm-up. We use early patience
over ten steps. We use a batch size of eight. The
model architecture is mentioned in Appendix A.2.
Baseline We train the baseline NMT models on

8https://github.com/TharinduDR/TransQuest

the whole pseudo-parallel corpus augmented with
the parallel corpus for the corresponding language
pairs.
LaBSE based Filtering In this model, we use
the LaBSE filtering with threshold 0.8 to extract
good quality parallel sentences from the En-Mr,
Hi-Bn and Zh-En pseudo-parallel corpus. Then
we augment the parallel corpus with the LaBSE-
filtered parallel sentences and train the respective
NMT models.
LaBSE + PPI-LaBSE based Filtering We ex-
tract LaBSE Filtered parallel sentences and phrases
from the pseudo-parallel corpus and augment them
with the parallel corpora to train the respective
NMT models.
Our Model, QE based Filtering We train the
sentence-level QE model from scratch for En-Mr
and Zh-En language pairs using their respective
training data, Table 2. We use the English-Marathi
pre-trained QE model for the Hi-Bn language pair
and finetune it on Hi-Bn training data, Table 2.
We compute quality scores for the noisy pseudo-
parallel corpora using the trained QE models. Then,
we extract high-quality sentence pairs from the
pseudo-parallel corpus using the threshold values
of -0.5, -0.4, and 0 for En-Mr, Zh-En, and Hi-Bn
language pairs, respectively. We augment the ex-
tracted high-quality sentence pairs with the parallel
corpus and train the respective NMT models.
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Technique # Sentence Pairs Hi→Bn Bn→Hi
QE based Filtering 7.77M 13.28 21.06
LaBSE + PPI-LaBSE based Filtering 8.73M 13.24 20.51
(Batheja and Bhattacharyya, 2022)
LaBSE based Filtering 7.77M 13.23 20.48
Baseline 10M 12.91 20.43

Table 5: BLEU scores of Hi→Bn and Bn→En NMT models on FLORES101 test data. Here, we establish the
efficacy of few-shot QE-based filtering using a pre-trained En-Mr model fine-tuned on Hi-Bn QE data to extract a
high-quality parallel corpus from the Hi-Bn pseudo-parallel corpus. For actual instances of translations please refer
to Appendix A.1

6 Results and Analysis

We evaluate our NMT models using BLEU (Pap-
ineni et al., 2002). We use sacrebleu (Post, 2018)
python library to calculate the BLEU scores. Table
5 shows that QE based filtering model outperforms
all other models for Hi-Bn, En-Mr and Zh-En lan-
guage pairs. The QE based Filtering model im-
proves the MT system’s performance by 0.85, 0.6,
1.8, 0.37 and 0.63 BLEU points over the baseline
model for Zh→En, En→Mr, Mr→En,Hi→Bn and
Bn→Hi, respectively. It also outperforms LaBSE
+ PPI-LaBSE based Filtering model by up to
0.7 BLEU points for Zh-En, En-Mr and Hi-Bn
language pairs. The LaBSE + PPI-LaBSE based
Filtering model performs better than QE based Fil-
tering model for En→Mr language direction. The
LaBSE + PPI-LaBSE model, which is trained on
nearly twice the amount of training data compared
to the QE-based filtering model, can be a contribut-
ing factor to its better performance in En→Mr.

The improvement in the performance of the
Bn→Hi QE-based filtered MT system is compara-
ble to the En→Mr and Zh→En QE-based filtered
MT model. The Hi-Bn QE model is trained with
only 500 training instances transfer learned from
En-Mr trained QE models. This demonstrates the
promise of the few-shot QE technique to generate
training data for MT.

Technique En-Mr Hi-Bn Zh-En
LaBSE 0.44 0.51 0.2
QE 0.52 0.53 0.4

Table 6: Pearson Correlation between human annotated
quality scores and quality scores computed using LaBSE
and QE

We compute Pearson Correlation between hu-
man annotated quality scores and quality scores
computed using LaBSE and QE, shown in Table

En-Mr Hi-Bn Zh-En
0.5 0.37 0.28

Table 7: Pearson Correlation between LaBSE and QE
quality scores computed on the pseudo-parallel corpus
for En-Mr, Hi-Bn and Zh-En language pairs respectively

6. The QE quality scores have a higher correlation
with human annotated quality scores, compared
to LaBSE quality scores for all 3 language pairs.
Table 7 shows the Pearson Correlation between
LaBSE and QE quality scores for all 3 language
pairs. We observe that the LaBSE quality score has
a low correlation with the QE quality score and the
QE quality score has a high correlation with the
human annotated quality score. This establishes
the superiority of QE over the LaBSE quality score.

7 Conclusion and Future Work

We introduced a simple Quality Estimation based
corpus filtering approach to extract high-quality
parallel data from the noisy pseudo-parallel cor-
pora. The takeaway from our work is that
sentence-level QE-based filtering performs better
than LaBSE-based filtering and helps improve the
performance of NMT systems. We also show
that few-shot QE models trained using a trans-
fer learning-based approach can be used to ex-
tract good-quality parallel corpus from the pseudo-
parallel corpus. Only 1/40th of the normal data
requirement (7K-25K) of QE training data achieves
comparable performance for the Hindi-Bengali lan-
guage pair. We also show that the QE quality score
is superior to the LaBSE quality score.

In the future, we plan to use the proposed corpus
filtering technique for other language pairs. This
will provide us with a general overview of how this
filtering technique performs for multiple languages.
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Limitations

Although our primary effort in this work was to
extract as much parallel corpora as possible, the
improvement in the performance has been found to
be only marginal. The LaBSE and QE-based filter-
ing experiments involve a hyper-parameter called
"threshold quality score." To achieve optimal re-
sults, we conduct experiments with different values
of this hyper-parameter. The proposed few-shot
transfer learning technique requires a small amount
of data that needs to be annotated by multiple an-
notators.

Ethics Statement

The aim of our work is to extract high-quality par-
allel corpus from a noisy pseudo-parallel corpus.
The datasets that we used in this work are pub-
licly available and we have cited the sources of all
the datasets that we have used. Publicly available
datasets can contain biased sentences. We have also
created a dataset for Hindi-Bengali few-shot QE.
We briefly discuss the annotation guideline given
to the annotators for the task in the Appendix A.3.
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A Appendix

A.1 Instances of Translations (Referred from
Table 5)

The instances of translations for all 3 language
pairs are provided in Table 6, 7, 8, 9 and 10.

A.2 Model Architecture (Referred from
section 5.2)

We use a Transformer based architecture to
train English-Marathi, Hindi-Bengali and Chinese-
English NMT models for all our experiments. The
encoder of the Transformer consists of 6 encoder
layers and 8 encoder attention heads. The encoder
uses embeddings of dimension 512. The decoder

of the Transformer also consists of 6 decoder lay-
ers and 8 decoder attention heads. We use Mono-
TransQuest architecture to train English-Marathi,
Hindi-Bengali and Chinese-English QE models for
all our experiments. We use a single Nvidia A100
GPU with 40 GB memory to train our NMT and
QE models

A.3 Annotation Details (Referred from
section 5)

A.3.1 Annotator Demographic
For the Direct Assessment score annotation, we
requested three native language speakers of Bengali
who are well-versed in Hindi and have attended
their graduate degrees in the Hindi language. They
were aged between 25 to 42 and were paid for the
time they spent on annotations.

A.3.2 Guidelines
The guidelines provided to the annotators for the
Quality Estimation task are shown in Figure 2.

A.3.3 Dataset
We create Hi-Bn QE data for our few-shot set-
tings. We use 500 high-quality Hindi sentences
from IIT Bombay English-Hindi parallel cor-
pus (Kunchukuttan et al., 2018). We use the Hindi-
Bengali NMT model to generate translations for
the 500 Hindi sentences. We provide this Hindi-
Bengali parallel data to the annotators for the Direct
Assessment Task. The Direct Assessment tasks re-
quire the annotators to score the MT translations as
per the guidelines provided, Figure A.3.
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Table 6: Examples of NMT model output for En→Mr

Table 7: Examples of NMT model output for Mr→En

Table 8: Examples of NMT model output for Hi→Bn

Table 9: Examples of NMT model output for Bn→Hi

Table 10: Examples of NMT model output for Zh→En
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Figure 2: Evaluation Guidelines for the Hindi-Bengali Direct Assessment (for Quality Estimation) Task.
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