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Abstract

Automatic extraction of party (dis)similarities
from texts such as party election manifestos or
parliamentary speeches plays an increasing role
in computational political science. However,
existing approaches are fundamentally limited
to targeting only global party (dis)similarity:
they condense the relationship between a pair
of parties into a single figure, their similarity.
In aggregating over all policy domains (e.g.,
health or foreign policy), they do not provide
any qualitative insights into which domains par-
ties agree or disagree on.

This paper proposes a workflow for estimat-
ing policy domain aware party similarity that
overcomes this limitation. The workflow cov-
ers (a) definition of suitable policy domains;
(b) automatic labeling of domains, if no manual
labels are available; (c) computation of domain-
level similarities and aggregation at a global
level; (d) extraction of interpretable party po-
sitions on major policy axes via multidimen-
sional scaling. We evaluate our workflow on
manifestos from the German federal elections.
We find that our method (a) yields high correla-
tion when predicting party similarity at a global
level and (b) provides accurate party-specific
positions, even with automatically labelled pol-
icy domains.

1 Introduction

Party competition is a fundamental process in
democracies. It provides space for different po-
litical stances to emerge, allowing people to choose
which of them they most identify with. Investigat-
ing this process is relevant for understanding the
reasons behind the choice of voters in elections as
well as the behavior of parties in policy decision-
making once in power (Benoit and Laver, 2006).

Within political science, the positioning of par-
ties is investigated under the umbrella term of
“party competition”. Some studies look at specific
policies such as “welcoming refugees”, others, at

broader domains such as “economy”. Traditionally,
the positioning of parties within these policies or
domains is scaled down to a reduced number of
political dimensions such as the well-established
left-right or the libertarian-authoritarian axes in or-
der to facilitate the comparison among parties and
their ideologies (Heywood, 2021). Analyses are
usually carried out by experts, who gather policy
and ideological stances of members of the political
parties in several countries in Europe and beyond
(Jolly et al., 2022). Alternatively, electoral pro-
grams are manually annotated following a specific
codebook that takes into account the position of the
parties on policies so that the salience of the labels
can be scrutinised (Burst et al., 2021).

Recently, computational approaches have been
developed to automate and scale up party posi-
tion analysis to larger amounts of text (Slapin and
Proksch, 2008; Däubler and Benoit, 2021; Ceron
et al., 2022). This development has the potential
of alleviating the burden of annotation, but has so
far been realised only at an aggregated level: party
positions are projected on the left-right scale or on
a distance-based approach between party pairs ac-
cording to several policies, not providing insights
at the level of policy domains. This requires politi-
cal scientists either to manually check for sections
of the text of their interest in case the objective is
to understand the positioning of parties on a more
fine-grained level or to make assumptions about a
policy considering the entire document.

In this paper, we extend the previous studies to
provide a computational model for party positions
and party similarity at the level of policy domains.
To do so, we semi-automatically decompose the
texts into interpretable thematic blocks based on
an updated inventory of annotated labels from the
Comparative Manifesto Project (CMP). Sentence
embeddings leverage well the grouping of finer-
grained categories into these blocks, which we call
policy domain from now on. Then, they are used to
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Party Text Category
AfD The principles of equality before the law. Equality: Positive
CDU We are explicitly committed to NATO’s 2% target. Military: Positive

FDP
And with a state that is strong because it acts lean and modern
instead of complacent, old-fashioned and sluggish.

Government and
Admin. Efficiency

SPD
There need to be alternatives to the big platforms - with real
opportunities for local suppliers.

Market Regulation

Grüne We will ensure that storage and shipments are strictly monitored. Law and Order: Posi.
DieLinke Blocking periods and sanctions are abolished without exception. Labour groups: Posi.

Table 1: Translated examples of sentences from German federal election manifestos (2021) with their categories as
annotated by the Comparative Manifesto Project.

compute pairwise policy differences between par-
ties. The results show that this re-grouping of cat-
egories into higher policy domains performs well
not only at an aggregate level in comparison with
the ground truths, but that they also match the posi-
tioning of parties within the political dimensions at
the individual level of policy domains.

Besides shedding light on the positioning of par-
ties regarding where they most (dis)agree, we also
avoid relying on the salience (i.e., frequency) of the
categories. This assumption is implicit in many ex-
isting party positioning models including our own
prior work (Ceron et al., 2022) and is motivated on
the grounds that major domains, such as economic
and social policy, should play a more prominent
role. At the same time, there is strong evidence that
voters re-weigh domains by their priorities (Iversen,
1994). We take this as evidence that models would
benefit from focusing on modeling within-domain
similarities and differences between parties.

We evaluate the extent to which annotations can
be forgone by evaluating several classifiers to au-
tomatically predict the policy domains of the 2021
German federal elections based on annotated man-
ifestos from previous elections. Comparing the
party positioning given by the manually annotated
and the predicted labels, we find that the classifier
can substitute annotations at an aggregate level and
also in most policy domains, allowing new, unanno-
tated documents to be analysed automatically. We
make our code freely available.1

2 Related Work

The Comparative Manifesto Project. Party
manifestos, also known as electoral programs or
party platforms, condense parties’ ideologies and

1https://github.com/tceron/additive_manifesto_
decomposition

stances towards various policies (Budge, 2003).
The Comparative Manifesto Project2 annotates
manifestos from multiple countries around the
world following a codebook that takes into account
the positioning of parties according to the left-right
political dimension (Budge et al., 2001). The code-
book contains 143 fine-grained categories. Table 1
shows some examples. The categories are labelled
according to policies and may or may not contain
the stance towards the policy as well. For example,
there are two labels for Military: Military: Positive
and Military: Negative, but there is only one cat-
egory for Peace because no party is against it. In
most cases, the annotations are assigned to every
sentence of the manifesto, however, sentences are
split into smaller parts whenever there is more than
one self-contained category.

Computational models of party positioning.
Party manifestos, which provide a particularly rich
source of information on parties’ positions, have
been extensively used in computational political
science. In the pre-neural era, they mainly fo-
cused on word/token distributions to position par-
ties along a scale; thus, the Wordscore approach
used the distributions extracted from reference texts
to determine party positioning of new texts (Laver
et al., 2003). Slapin and Proksch (2008) focus on
overcoming the disadvantageous dependence on
reference texts which assumes that political dis-
course does not change significantly over time and
that the reference corpus always contains good rep-
resentations of extreme policy positions.

Arguably, the adoption of (static) word embed-
dings such as Word2Vec (Mikolov et al., 2013)
instead of word distributions constituted a step for-
ward for computational models of party positioning.
For example, Glavaš et al. (2017) take advantage of

2https://manifesto-project.wzb.eu/
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the possibility to align word embeddings across lan-
guages to present a multilingual model for extract-
ing party positions from speeches of the European
parliament. Rheault and Cochrane (2020) exploit
another property of embedding spaces, namely the
information on graded word similarity implicit in
them. They build combined representations from
word embeddings and political metadata and then
estimate the positions of different parties through
dimensionality reduction. The embeddings are re-
duced to two dimensions and their projection in the
space shows the alignment of parties from Britain,
Canada, and the US on a left-right axis.

The recent shift from static word embeddings
to contextualized embeddings was a second im-
portant step. Contextualized embedding models,
like BERT (Devlin et al., 2019), are not only able
to pick up on corpus-specific usage of words, but
can also be fine-tuned for specific tasks, which
greatly improves the quality of the representations.
In previous work (Ceron et al., 2022), we pre-
dicted global party similarity using Sentence-BERT
(SBERT, Reimers and Gurevych 2019), a model for
the task of sentence-similarity prediction. It uses
a Siamese network with a triplet loss function that
aims at placing mutually similar sentences close
to one another in embedding space and pushing
dissimilar ones apart. We found that SBERT repre-
sentations can profit substantially from tuning by
party, forcing the model to place sentences from the
same party closely together in the semantic space.

Architectures similar to SBERT with modifica-
tions in the loss function have followed such as
different types of contrastive and non-contrastive
self-supervised learning (Gao et al., 2021) and nor-
malization techniques in the distribution through
an unsupervised objective during training (Li et al.,
2020). The original SBERT architecture, though,
remains the most widely used and numerous pre-
trained models, including multilingual ones, have
been made publicly available (Ceron et al., 2022).

Despite these successes, the computational stud-
ies mentioned above have not proposed a general
way of capturing the positioning of parties within
specific policy domains, opting for narrowly appli-
cable ad-hoc modifications of existing algorithms.
For example, Laver et al. (2003) adapt their refer-
ence values (related to the word distribution) to few
chosen domains, and Slapin and Proksch (2008)
manually identify sections of the manifestos that
discuss economic issues.

Figure 1: The workflow of additive manifesto decompo-
sition for party positioning analysis.

3 Methodology

3.1 Workflow

The goal of the additive manifesto decomposition
method we propose is to computationally analyse
the positioning of parties both at the level of policy
domains and at an aggregated level of informa-
tion. Figure 1 illustrates the four steps in which
we decompose this analysis: (1), we define policy
domains (visualized as colors). This is discussed
in Section 3.2. (2), we label manifestos with the
policy domains. Unless manual annotation is avail-
able, this involves training a policy domain labeller.
This is discussed in Section 3.3. (3), we represent
parties’ positions on policy domains by vectors
and compute the similarities between these vectors,
which can later be aggregated to obtain global sim-
ilarities. This is discussed in Section 3.4. Finally,
(4), we apply a dimensionality reduction technique
to the parties’ policy domain distance matrix to be
able to inspect their positions.

We apply the methods that we propose to corpora
from the Comparative Manifesto Project (CMP, cf.
Section 2) and use examples from the CMP be-
low for illustration. However, we believe that the
CMP is fairly typical regarding size and annotation
granularity for resources in computational politi-
cal science. We are confident that our methods
generalize to other corpora.

3.2 Policy Domain Grouping

Given that the objective is to understand where par-
ties (dis)agree the most according to the way they
expose their stances and ideologies in the mani-
festos rather than on the salience of mentions of a
policy, we first have to decompose the manifestos
into interpretable thematic blocks, which we iden-
tify as policy domains. Policy domains are in prin-
ciple freely definable in an inductive fashion (Wald-
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herr et al., 2019) but must fulfil three requirements
to be useful:
(1) Domains must be coherent and interpretable

in the context of policies to support the goal
of understanding in which domains parties are
most similar and dissimilar

(2) Domains must be neutral with regard to stance.
In other words, the categories with opposite
stances (positive and negative) vis-a-vis a cer-
tain problem (e.g., immigration) should be-
long to the same policy domain.

(3) Domains must be located at the right level of
granularity: they must be detailed enough to
be informative (cf. (1)), but not so detailed
that accurate classification becomes impossi-
ble in practice. For example, the original CMP
categories are arguably too fine-grained (such
as the examples in Table 1).

We propose that a reasonable granularity for party
positioning can typically be achieved by cluster-
ing fine-grained category annotations from sources
such as the CMP codebook.

To do so, we represent the texts through sentence
embeddings as state-of-the-art representations (cf.
Section 2). This already enables us to compute
cosine distances between all pairs of sentences be-
longing to two categories and use their average as a
distance measure of topical coherence between two
given categories. Formally, given a set of sentences
{s1, s2, . . . , sn} and a disjoint collection of cat-
egories {C1, C2, . . . , Ck}, for each category pair
(Cp, Cq), we compute

dist(Cp, Cq) =
1

N

∑

i∈Cp,j∈Cq

1− cosine(si, sj)

where N is the number of sentence pairs.
The resulting distance matrix between low-level

CMP categories can then serve as input for an
average-linkage hierarchical-clustering algorithm,
which produces a tree of categories, from which
a suitable level of abstraction can be selected that
meets the requirements laid out above. Inspection
of candidate policy domains is also adopted as a
sanity check for the sentence embedding model.

3.3 Policy Domain Prediction
For texts without policy domain annotation, we pre-
dict policy domains for all sentences using existing
annotated corpora as training data. Technically, this
is a labeling task where each token is a sentence
(or segment thereof) which can be solved by any

state-of-the-art classifier architecture. It has two
main challenges. The first one is the high contex-
tual dependence on political discourse. As a result,
the classification of individual sentences is often
challenging. For example, a vague formulation,
such as There is still a lot to do, must take into
account based on the category of the previous sen-
tence, a possibility explicitly acknowledged by the
CMP codebook. This clearly indicates that it is sen-
sible to approach domain prediction as a sequence
labeling task.

The second challenge is that training and test
data are always bound to be “out of domain”, since
they will differ in either country or time: we either
need to project from past elections to new ones, or
across countries, and thus political cultures. Since
both of these settings can introduce strong concept
drift, this makes the task an example of out-of-
domain prediction.

The end result of policy domain prediction
is then a decomposition of a party manifesto p
into a disjoint collection of k policy domains
{Dp

1, D
p
2, . . . , D

p
k}. Note that the set of sentences

associated with any domain may be empty.

3.4 Computing Party (Dis)similarities
After decomposing the sentences of manifestos into
policy domains, we compute the similarity between
parties by domain. We re-use the simple coher-
ence measure from the policy domain grouping
(cf. Section 3.2). Again, this involves choosing
a sentence embedding model, a parameter of our
method. Given two parties’ manifestos p and q, we
interpret dist(Dp

i , D
q
i ), the average pairwise dis-

tance among sentences for policy i as the distance
between parties p and q for this domain.

To obtain an aggregated party distance, we sim-
ply average the distances of all policy domains.
As argued in Section 1, this removes the effect of
domain salience from the model and arguably ob-
tains the clearest party positioning as perceived by
a “neutral” voter (Iversen, 1994).

3.5 Multidimensional Scaling
The results of the previous step can be represented
as a square matrix of the distances between ev-
ery party pair. In order to enable a more qualitative
analysis of the results by policy domain, we apply a
multi-dimensional scaling (MDS) technique which
maps a distance matrix onto a one-dimensional
scale while respecting the distances as well as pos-
sible. MDS models are well established for visual-
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ization in political science (Rheault and Cochrane,
2020; Heywood, 2021). We utilize Principal Com-
ponent Analysis is chosen because the first compo-
nent explains well the variability in the data.

4 Experimental Setup

4.1 Data

We analyze the positions of the six German parties
which obtained parliamentary seats in 2021 based
on their 2021 federal election manifestos. These
are Die Linke, Bündnis 90/Die Grünen, Chris-
tian Democratic Union (CDU), Free Democratic
Party (FDP), Social Democratic Party for Germany
(SPD), and Alternative for Germany (AfD).

We train a policy domain labelled for these man-
ifestos based on the annotated data provided by
the CMP. We experiment with two training sets:
DEtrain contains only manifestos from Germany
dating from 2002 to 2017. The second instead,
DACHtrain consists of manifestos from the major-
ity German-speaking countries (Germany, Austria,
and Switzerland) for all elections from 2002 to
2019. This allows us to understand whether the
classifier benefits more from focused data of a sin-
gle country (the country of interest for the analysis)
or if the raw amount of data is more relevant. Ap-
pendix A provides details on data statistics.

4.2 Policy Domain Grouping

To define our policy domains, we concatenate
the manifestos of six German major political par-
ties from the 2021 elections, together with their
CMP annotations, into a single corpus. It con-
tains a total of 69 annotated categories, however,
only the ones with 10 occurrences or more are
included in the grouping - a total of 61. We em-
ploy multilingual-mpnet-base-v2, the vanilla
SBERT model to compute similarities3 in order to
make the clustering more general. It is a vanilla
multi-lingual model with the base-size version of
XLM-RoBERTa (Conneau et al., 2020) as the en-
coder trained on more than 50 languages.4

Representations from the multilingual SBERT
model are post-processed with whitening trans-
formation (Su et al., 2021), as suggested by ex-
periments finding that more isotropic embeddings

3Provided by HuggingFace as a part of
sentence-transformers collection.

4https://huggingface.co/sentence-transformers/
paraphrase-multilingual-mpnet-base-v2

capture political text similarity substantially better
(Ceron et al., 2022).

Hierarchical agglomerative clustering led to a
clustering that consistently grouped thematically
close categories with opposite valences into single
domains, as shown in Fig. 3 in Appendix B. In the
inspection of the clustering tree, we verify that all
10 categories that contained positive and negative
labels fall in the same cluster in order to satisfy re-
quirement 2. We then selected the tightest possible
clusters of categories that together formed coherent
policy domains (fulfilling requirements 1 and 3).
The remaining 8 categories (that were not included
in the clustering) are added to the formed clusters
manually. We consulted with political scientists
and related work (Benoit and Laver, 2006; Jolly
et al., 2022) to verify the result. The full list of
CMP categories falling into each of our issues is
presented in Appendix B.

4.3 Policy Domain Labelling
As stated above in Section 3.3, domain labels in
manifestos are context-dependent. Therefore, we
give up the assumption of previous analyses of
manifestos (Däubler and Benoit, 2021) that anno-
tated sentences are independent units of informa-
tion. Instead, we treat policy domain labelling as
a sequence labelling task. Our preliminary experi-
ments showed that incorporating sequence informa-
tion is indeed beneficial for prediction quality, and
we chose a simple “bigram”-based model: pairs of
subsequent sentences from manifestos were con-
catenated, and the model was tasked with predict-
ing the label of the second one.5

We use averaged token embeddings from
xlm-roberta-large and pooled representations
from the multilingual version of mpnet-base-v2
fine-tuned on paraphrase detection as sentence-pair
embeddings6 as encoded representations and use a
two-layer MLP with tanh activation as the classifi-
cation head. The system is then trained end-to-end
for two epochs. As a first baseline, we choose the
majority baseline between the 14 categories (13
policy domains in addition to the category “Other”
which does not belong to any domain). The sec-
ond baseline instead follows the same bi-gram idea

5I.e. we are not using the label of the first sentence. Using
it could help with training but may lead to increased variance
on new data where an incorrect label for a sentence would
then bias the prediction for the next one.

6xlm-roberta-large is nearly twice as big as the sen-
tence transformer but benefited from less sentence-focused
training.
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in terms of input and is logistic regression fed
with the representation taken from frozen SBERT
mpnet-base-v2.

4.4 Party (dis)similarity – sentence encoders

We experiment with four different sentence en-
coding models when computing party similari-
ties (as explained in Section 3.4). Our base-
line is FastText for German based on character
n-gram embeddings (Bojanowski et al., 2017).7

The second model is a base-sized cased version
of BERT trained on German data, a monolingual
Transformer-based model. The representation of a
given sentence from these models is an average of
its token embeddings. Then, as end-to-end sen-
tence encoders we use two versions of SBERT.
The first is the vanilla SBERT pre-trained model
multilingual-mpnet-base-v2. The second is
SBERTdomain, a pre-trained model from our prior
work (Ceron et al., 2022), which we fine-tuned on
German CMP data from before 2019 to distinguish
between 6 higher-level domains from the CMP
codebook.

Our preliminary experiments showed that apply-
ing post-processing with whitening improves all
models. Therefore, all sentence representations in
this step are whitened as in Section 4.2.

4.5 Evaluation

4.5.1 Ground Truth

We evaluate our additive manifesto decomposition
method against two sources of ground truth.

RILE index. The RILE index is a widely used
way of computing the positioning of parties on
certain policy domains or in aggregate. Laver
and Budge (1992) selected 12 categories from the
CMP codebook as left-leaning and 12 others as
right-learning.8 The score is then computed as
RILE = (R − L)/N , where R and L are counts
of sentences from the right and left categories, re-
spectively. Dividing by N , the manifesto length,
results in a normalized score between -1 and 1.

As our approach returns a distance matrix, we
need to use dimensionality reduction to obtain a
single estimate per party. For this purpose, we
extract the first axis of the classical MDS algorithm

7Pre-trained model downloaded from fasttext.cc
8The table of categories can be found at

https://manifesto-project.wzb.eu/down/tutorials/
main-dataset.html

applied to distance matrices – corresponding to the
first principal component in PCA analysis.

CMP-category salience. Given that the RILE in-
dex makes use of only 24 out of the 143 categories
from the CMP codebook, we used another type of
ground truth that takes into account all categories
and corresponds to the traditional political science
approach of comparing domain saliences, i.e. rel-
ative prominences of different policy categories
in manifestos (Budge et al., 2001). Each party is
represented as a vector of relative frequencies of
categories normalized by the manifesto length. Eu-
clidean distances between these representations are
then used to create a party distance matrix.

4.6 Evaluation Metrics

We evaluate the results of the first principal com-
ponent analysis against the RILE score with Pear-
son correlation in order to understand the extent to
which our models capture the aggregated left-right
dimension of the political spectrum through textual
similarity. For checking how well our method cap-
tures the more nuanced method of measuring party-
platform dissimilarities from category saliences,
we use the Mantel test (Mantel, 1967). For both
metrics, both by-domain and aggregate agreement
scores can be computed.

For experiments with unannotated manifestos,
we predict the policy domain labels using the best-
performing classifier and then repeat the evaluation
in the same way using the predicted labels.

5 Results and Discussion

5.1 Annotated Setup

In the annotated setup, we use the ground truth of
policy domains as annotated in the CMP dataset.
We evaluate party-positioning landscape extracted
using our method, both in aggregate and for dif-
ferent policy domains, against the ground truths:
the RILE scores and the distances computed using
CMP-category saliences.

Aggregated similarity. Table 2 illustrates the
correlation of the aggregated similarity computa-
tion with the ground truths. Correlations are very
high in both ground truths with small differences
across models. FastText, our baseline, performs
best in predicting the Rile index (Mantel r = 0.94)
and second in the CMP distance (r = 0.80). We be-
lieve that the excellent performance of this model is

7879

fasttext.cc
https://manifesto-project.wzb.eu/down/tutorials/main-dataset.html
https://manifesto-project.wzb.eu/down/tutorials/main-dataset.html


Policy Domains are . . .
Annotated Predicted

Model Rile
r

CMP
Man

Rile
r

CMP
Man.

FastText 0.94* 0.80* 0.67 0.76*
BERTGerman 0.84* 0.77* 0.59 0.79*
SBERTvanilla 0.91* 0.80* 0.56 0.71*
SBERTdomain 0.87* 0.84* 0.79* 0.80*

Table 2: Correlations of party distances produced by
our method with ground truths. For comparison with
the RILE index, the first axis of an MDS projection
computed based on the distance matrix is used. CMP
domain-based distances form their own distance matrix.
* means p < 0.05.

given due to the similarity computation. The com-
parison between sentences from the same policy do-
main (theme) might help in capturing fine-grained
differences in stances between parties. BERTGerman
is the model that performs the worst even though
for a slim difference – as previous research sug-
gested, the quality of BERT for sentence represen-
tation is low (Li et al., 2020). Finally, SBERTvanilla
and SBERTdomain have comparable results. While
the former performed the best on RILE (r = 0.91)
in comparison with the latter (r = 0.87), the lat-
ter comes out first in the CMP distances (r = 0.84
vs. 0.80). This suggests that the non-fine-tuned
model can still excel in the task of text similarity
on out-of-domain data. Depending on the purpose,
however, the fine-tuned version might be a better
option, in line with previous results on representing
political text (Ceron et al., 2022).

Similarity by policy domains. We further an-
alyze the output of the best model, namely
SBERTdomain. Figure 2 shows the results of the
application of MDS to the policy domain distance
matrices. On the left-handed side of the plot lies the
name of policy domains and on the right-handed
side the Pearson’s r with respect to the RILE score.

The higher the (absolute value of the) correlation
coefficient, the more the scale in question follows
the classic left-right scale as measured by RILE. As
expected, some policy domains yield high correla-
tion whereas others do not. Importantly, this is not
a measure of model quality. Rather, as it has often
been observed in the political-science literature, the
left-right scale cannot explain the complete picture
of party positioning (Heywood, 2021). Therefore,
quantitative analysis has to be complemented by

Figure 2: First axis of MDS projections derived from
the SBERTdomain by-policy-domain distance matrices.
Pearson r values give correlation to Rile scores. See
Appendix A.1 for full party names.

qualitative judgments about the appropriateness of
the predictions.

Indeed, the results mirror some well-known facts
about German politics. For example, in foreign
relations, EU and protectionism – which is only
moderately correlated with the left-right scale at r
= 0.47 – the AfD is an outlier compared to other
parties, arguably because it is against being part
of the European Union and has a different stance
with regard to having ties with Russia as compared
with the other parties, which all fall in the same
region. Another case is education and technology
where AfD and Die Linke, who are generally can
be regarded as the opposite pole of the left-right
spectrum, happen to share a lot of common ground
in their stance toward the expansion of education
and investment in technology and infrastructure (r
= -0.38). On the other hand, in policy domains
such as military and peace and immigration and
multiculturalism, party positions align very well
with the overall left-right scale (r > 0.85), with
right-leaning parties being more militaristic and
immigration averse.

In sum, we take the results of this analysis as
evidence that our workflow produces accurate fine-
grained characterizations of party positions.
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Model DEtrain DACHtrain
Majority Baseline 14.5% 14.5%
SBERTfrozen+log. reg. 55.3% 56.7%
RoBERTaxlm+MLP 62.5% 64.5%
SBERTtune+MLP 60.4% 63.1%

Table 3: Accuracy score of the classifier on the test set
(same test set for both training datasets).

5.2 Predicted Setup

In the predicted setup, we do not use the CMP
annotations of policy domains but predict the policy
domains instead.

Policy domain labeller. Table 3 shows the accu-
racy of the models and the majority baseline on
the test set. Overall, the larger but more varied
training set including all German-speaking coun-
tries (DACHtrain) performs better than DEtrain (data
only from Germany) in all models, suggesting
that it is not necessary to exclusively have data
from the same country of analysis – given the
similarity in the political scenario. As expected,
the SBERTfrozen which is not fine-tuned for the
task, performed the worst (55.3% and 56.7%).
Whereas SBERT+MLP performed second (60.4%
and 63.1%) and the best model is XLM-RoBERTa-
large+MLP (62.5% and 64.5%), whose bigger size
likely won over additional pretraining of a smaller
model. The results of the XLM-RoBERTa-large
model fine-tuned on DACHtrain are used for the rest
of this analysis.

Aggregated similarity. We evaluate how the pre-
dictions of our policy domain labeller perform in
a scenario where there are new upcoming elec-
tions and no annotations are available. Table 2
shows that even though even results are not as in-
cisive as in the annotated scenario, the correlation
scores are still high for CMP saliences. In terms
of models, SBERTdomain is the best-performing
model (Mantel r = 0.80), similarly to the anno-
tated scenario SBERTvanilla is the worst perform-
ing encoder (r = 0.71), with FastText (r = 0.76)
and BERTGerman (r = 0.79) in between. As for
the RILE score, only SBERTdomain demonstrates a
statistically significant correlation. These results
confirm that the additive manifesto decomposition
is dependent on the precision of the policy domains
labels but can also provide interpretable results for
unannotated data.

Policy domain Mantel Acc.
culture & civic minded-
ness

0.51 58.2%

democracy & constitution-
alism

0.92* 62.8%

education & technology 0.89* 61.8%
equality 0.94* 70.7%
foreign relations, eu & pro-
tectionism

0.96* 70.5%

government admin, de-
centralization & econo...

0.91* 53.0%

immigration, multicultur-
alism & human rights

0.96* 53.8%

labour groups & welfare
state

0.69* 72.7%

law and order &
traditional morality

0.78* 71.8%

market regulation &
nationalisation

0.83* 72.0%

military & peace 0.88* 86.9%
political authority,
civic mindedness & anti...

0.34 27.9%

sustainability &
agriculture

0.97* 77.4%

Table 4: Mantel correlation between the distance matri-
ces of the annotated and the predicted setups. ∗ means
p < 0.05. Acc.: accuracy of classifier within each policy
domain.

Similarity by policy domains. Our sources of
ground truth do not provide us with gold measures
of the similarity within each policy domain. There-
fore, we cannot directly evaluate by-domain matri-
ces produced with the predicted data. However, we
can indirectly evaluate their usefulness by compar-
ing them to the matrices produced using the gold
annotations, which we already know to be highly
meaningful.

Table 4 shows the Mantel correlations between
the distance matrices produced with the annotated
setup and the one from the predicted setup for each
policy domain. Mantel correlation is 0.78 or higher
in 10 out of 13 policy domains. Negative outliers
are culture and civic mindedness, political author-
ity and labour groups and welfare state. We further
investigate whether there is a correlation between
the number of correctly labelled sentences by clas-
sifier (measured by accuracy) and Mantel correla-
tion of the results. We find that there is a relatively
strong correlation (Pearson r = 0.59, p = 0.03).
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This suggests that one can predict which policy
domains will yield the most faithful results in an
unsupervised scenario on the basis of their accuracy
in the policy domain labeling part of the workflow.

6 Conclusion

In our first contribution, we introduce Additive
Manifesto Decomposition, a workflow for efficient
analysis of party platforms, both in aggregate and
across a range of policy issues. It builds on state-
of-the-art sentence-representation models, which it
uses for three operations on policy domains: defi-
nition, prediction, and (cross-party) similarity com-
putation. In this manner, our workflow can in-
corporate advances on the representational level
(Reimers and Gurevych, 2019; Ceron et al., 2022)
but complements them with a crucial level of reflec-
tion and analysis at the informative level of policy
domains.

Our second contribution is a study of the politi-
cal landscape in Germany using our workflow. The
results we obtain match well with expert judge-
ments, suggesting that our workflow yields a reli-
able technique to automatically study the similarity
between parties across policy domains. In addition
to analysing the implicit stance space, operational-
ized through distance matrices derived from text
similarity, we show that our method makes it pos-
sible to recover the traditional scaling analyses of
the political science literature: we can efficiently
approximate the aggregate RILE (right-left) scores
provided by experts in the aggregate settings, and
when proceeding by domain, we see that our meth-
ods recover non-trivial policy configurations, e.g.,
the agreement of the far-right and far-left parties in
Germany on the subject of EU and the expansion
of education. Moreover, we show that classifiers
substitute the annotations of these high-level do-
mains and still yield similar results as compared to
the fully annotated scenario.

Germany provided an appropriate target for our
case study, given both the large number of anno-
tated manifestos and large body of expert analy-
ses. Nevertheless, an important direction for future
work is testing the applicability of our workflow
to other countries, in particular regarding the train-
ing of policy domain labelers given the challeng-
ing concept drift between elections, and the possi-
ble cross-lingual application of our model compo-
nents despite differences between political cultures
(Braun and Schmitt, 2020).

Lastly, our methodology does not only suit the
identification of the positioning in the political do-
main, but more broadly it can be seen as a different
way of identifying the stance of an entity (person,
organization, group). It can be applied whenever
there is some aggregation of texts with regard to
a set of entities. The distinction lies in the more
fine-grained identification of stances: we (a) take
larger chunks of text as input and (b) position the
entities on a scale rather than characterizing them
as in favor, neutral or against a given topic.

7 Limitations

The main limitation of the proposed study is the
relatively small scale of the dataset it is based on.
The proposed method is scalable and computation-
ally undemanding (all of the analyzed models can
be trained on a single GPU with 12G of memory),
and it is feasible to apply it to other countries in
the CMP dataset. However, in order to arrive at
interpretable results that could be verified in terms
of policy substance based on the experts’ knowl-
edge of the political spectrum, we had to focus the
evaluation part on the materials of a single election
cycle in one country. Potentially, the method can
be applied to any country whose manifestos have
CMP annotations, however, further investigation
with data from other countries needs to be carried
out to verify that.

While most policies are recurrent in manifestos,
there may be a few topics appearing in upcoming
elections, adding some variability in debate across
election years. The policy domain labeller might
need to be updated every now and then with current
topics of interest (e.g. Covid, a sudden expansion
of the military). Therefore, the effect of news elec-
toral programs in the classification step requires
more investigation namely, the feasibility of further
training with new topics of the current debate or
the necessity to re-train the whole classifier with
new manifestos over again. That being said, the
CMP codebook has remained the same for over two
decades now. We take this as evidence that the pol-
icy domains do not need to change, only the ability
of the classifier to correctly identify sentences with
unseen topics.
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A Data Statistics and Handling

A.1 Data for the party positioning analysis

Party 2021
The Left (Die Linke) 4850
Social Democratic Party of Germany (SDP) 1665
Alternative for Germany (AfD) 1574
Christian Democratic Union/Christian Social Union (CDU) 2775
Alliance‘90/Greens (Grüne) 3947
Free Democratic Party (FDP) 2239

Table 1: Number of sentences per party per year from the 2021 German elections.

A.2 Data for training the policy domain classifiers

Preprocessing. The CMP annotations contain the H and 0 labels for some sentences. While Hs are
excluded from all the modelling because they represent the heading of a section. The 0 label is kept for
the classifier in order to emulate a real world case scenario where there are labels that do not represent any
policy domain/category.

The “Germany” training regime with manifestos from Germany only contains 57,259 instances whereas
the “German” regime with data from German-speaking countries has 106,724 instances in total. 10% of
each of them is used as the validation set.

2017 2002 2005 2009 2013
Alliance‘90/Greens 3826 1644 1860 3578 5382
Alternative for Germany 1003 0 0 0 72
The Left 3926 0 0 1660 2453
Free Democratic Party 2053 1971 1398 2230 2560
Party of Democratic Socialism 0 840 0 0 0
Christian Democratic Union/Christian Social Union 1340 1293 769 1975 2534
Social Democratic Party of Germany 2631 1591 880 2181 2873
The Left. Party of Democratic Socialism 0 0 572 0 0
Pirates 0 0 0 0 1755

Table 2: Number of sentences per party per year from the German elections.

Party 2007 2019 2011 2015
Christian Democratic People’s Party of Switzerland 125 313 148 278
FDP. The Liberals 126 784 207 110
Swiss People’s Party 1035 1423 120 1329
Conservative Democratic Party of Switzerland 0 974 72 329
Swiss Labour Party 104 673 0 353
Green Liberal Party 94 144 68 225
Christian Social Party 172 0 270 0
Social Democratic Party of Switzerland 1133 122 71 129
Federal Democratic Union 40 637 0 0
Green Party of Switzerland 800 571 411 506
Protestant People’s Party of Switzerland 89 129 25 553

Table 3: Number of sentences per party per year from the Swiss elections.
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Party 2017 2019 2002 2006 2008 2013
The New Austria and Liberal Forum 126 1170 0 0 0 1006
Team Stronach for Austria 0 0 0 0 0 1195
Austrian Communist Party 0 0 0 0 113 0
Austrian People’s Party 2793 719 2163 2051 602 1157
Austrian Freedom Party 452 220 2667 325 461 115
Peter Pilz List 71 0 0 0 0 0
Austrian Social Democratic Party 2722 1893 1139 714 1189 716
Alliance for the Future of Austria 0 0 0 551 342 0
The Greens 1084 2248 683 693 691 2369

Table 4: Number of sentences per party per year from the Austrian elections.

Country equality military and peace democracy and
constitutionalism

foreign relations, eu
and protectionism

market regulation
and nationalisation

political authority,
civic mindedness
and
anti-imperialism

immigration,
multiculturalism
and human rights

Austria 3348 555 2301 2369 2181 976 1905
Germany 5462 1614 2784 3903 5182 2744 5094
Switzerland 779 403 431 1388 1218 763 1070
Total 9589 2572 5516 7660 8581 4483 8069

Country
labour groups
and
welfare state

sustainability
and agriculture

education
and
technology

culture and
civic mindedness

government admin,
(de)centralization
and economic
planning

law and order
and traditional
morality

other

Austria 5222 3288 4238 1476 3450 3131 224
Germany 6386 4311 5999 1484 7865 4022 409
Switzerland 2022 2198 1377 285 1378 1380 109
Total 13630 9797 11614 3245 12693 8533 742

Table 5: Number of sentences per label and country for training the policy domain labeller.

A.3 Models’ hyperparameters and libraries
SBERTfrozen+Logistic Regression:

• No hyperparameter optimization for the logistic regression model - default parameters from the
library Scikit-learn

• Frozen SBERT model: paraphrase-multilingual-mpnet-base-v2

RoBERTaxlm + Multi-layer perception (MLP):
• RoBERTa model: xlm-roberta-large
• First linear layer’s input size: RNx1024

• One tahn activation layer
• Second linear layer’s input size: RNx14

• 5 epochs
• AdamW optimizer (Loshchilov and Hutter, 2019)
• Learning rate: 10−5

• HuggingFace for implementation

SBERTtune + Multi-layer perception (MLP):
• SBERT model: paraphrase-multilingual-mpnet-base-v2
• First linear layer’s input size: RNx768

• One tahn activation layer
• Second linear layer’s input size: RNx14

• 5 epochs
• AdamW optimizer (Loshchilov and Hutter, 2019)
• Learning rate: 10−5

• SBERT HuggingFace for implementation
Hardware information for all experiments:
• System CPU: 2 x Intel Xeon E5-2650 v4, 2,20GHz, 12 Core
• 24 cores
• 256 GByte of memory
• GPU: 4 x Nvidia GeForce GTX 1080 Ti, 12 GB
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B Appendix

B.1 Hierarchical clustering with CMP categories

Figure 3: Results of the hierarchical clustering of lower-categories from the manifestos.
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B.2 CMP categories clustered across Germany, Switzerland, and Austria

policy domain Categories from CMP
equality Equality: Positive
military and peace Military: Negative, Peace, Military: Positive

democracy and
constitutionalism

Political Corruption, Direct Democracy: Positive, Democracy General: Positive,
Constitutionalism: Negative, Representative Democracy: Positive,
Constitutionalism: Positive, Democracy General: Negative, Democracy

foreign relations, eu
and protectionism

Internationalism: Negative, European Community/Union: Positive, Protectionism: Negative,
Protectionism: Positive, Internationalism: Positive, European Community/Union: Negative

market regulation
and nationalisation Nationalisation, Controlled Economy, Free Market Economy, Market Regulation

political authority,
civic mindedness
and anti-imperialism

Civic Mindedness: Bottom-Up Activism, Political Authority: Party Competence,
Anti-Imperialism: State Centred Anti-Imperialism, Marxist Analysis, National
Way of Life General: Negative, National Way of Life General: Positive, Transition:
Rehabilitation and Compensation, Political Authority: Personal Competence,
Political Authority, Political Authority: Strong government, Transition: Pre-Democratic
Elites: Negative, Civic Mindedness: Positive, Anti-Imperialism, Anti-Imperialism:
Foreign Financial Influence

immigration,
multiculturalism and
human rights

National Way of Life: Immigration: Negative, Human Rights, Underprivileged Minority
Groups, Multiculturalism General: Negative, Multiculturalism: Immigrants Assimilation,
Foreign Special Relationships: Positive, Multiculturalism General: Positive,
Multiculturalism: Immigrants Diversity, National Way of Life: Immigration: Positive,
Freedom and Human Rights, Multiculturalism: Indigenous rights: Positive, Multiculturalism:
Positive, National Way of Life: Positive, National Way of Life: Negative, Multiculturalism:
Negative, Foreign Special Relationships: Negative

labour groups
and welfare state

Welfare State Limitation, Middle Class and Professional Groups, Labour Groups: Positive,
Labour Groups: Negative, Welfare State Expansion

sustainability
and agriculture

Environmental Protection, Agriculture and Farmers: Positive, Sustainability: Positive,
Agriculture and Farmers: Negative, Agriculture and Farmers: Positive

education and
technology Technology and Infrastructure: Positive, Education Expansion, Education Limitation

culture and
civic mindedness Culture: Positive, Civic Mindedness General: Positive

government admin,
(de)centralization
and economic planning

Governmental and Administrative Efficiency, Corporatism/Mixed Economy,
Anti-Growth Economy: Positive, Keynesian Demand Management, Centralisation,
Economic Growth: Positive, Decentralization, Incentives: Positive, Economic Goals,
Economic Planning, Economic Orthodoxy, Anti-Growth Economy: Positive

law and order and
traditional morality

Law and Order: Negative, Traditional Morality: Negative, Non-economic
Demographic Groups, Freedom, Law and Order: Positive, Traditional Morality:
Positive, Law and Order: Positive

Table 6: Categories of CMP in final policy domain clusters. The ones in blue are the results of the policy domain
grouping approach with SBERT whereas the ones in purple refer to the categories that occurred less than 10 times in
the 2021 German manifestos, and therefore, are added manually in the clusters. The ones in black are also manually
added because they were annotated in the manifestos used for the classification, but not for the analysis.
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