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Abstract

Large language models (LLMs) and their ap-
plications in low-resource languages (such as
in Vietnamese) are limited due to lack of train-
ing data and benchmarking datasets. This pa-
per introduces a practical real-world imple-
mentation of a question answering system for
Vietnamese, called ViGPTQA, leveraging the
power of LLM. Since there is no effective LLM
in Vietnamese to date, we also propose, evalu-
ate, and open-source an instruction-tuned LLM
for Vietnamese, named ViGPT. ViGPT demon-
strates exceptional performances, especially on
real-world scenarios. We curate a new set of
benchmark datasets that encompass both AI-
and human-generated data, providing a compre-
hensive evaluation framework for Vietnamese
LLMs. By achieving state-of-the-art results
and approaching other multilingual LLMs, our
instruction-tuned LLM underscores the need
for dedicated Vietnamese-specific LLMs. Our
open-source model supports customized and
privacy-fulfilled Vietnamese language process-
ing systems.

1 Introduction

Large language models (LLMs), especially
instruction-following models have achieved re-
markable success in a wide range of natural lan-
guage processing (NLP) tasks, demonstrating their
ability to understand and generate human-like text.
These models, including proprietary models such
as ChatGPT, BingAI, and Bard, and open-source
models such as LLaMA (Touvron et al., 2023), Al-
paca (Taori et al., 2023), and Vicuna (Zheng et al.,
2023), have been trained on vast amounts of text
data, enabling them to learn intricate language pat-
terns and capture semantic nuances.

While LLMs have shown impressive perfor-
mance on various languages, there has been a
noticeable gap in efforts dedicated to developing
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Figure 1: Our ViGPTQA system powered by LLM, com-
bined with an embedding module to query and extract
input for factual and referenced responses.

LLMs for Vietnamese, a low-resource language.
Vietnamese possesses its own linguistic character-
istics and contextual nuances, making it imperative
to explore and optimize language models tailored
to this unique language. Additionally, initial ef-
forts for evaluating performances of multilingual
LLMs (Lin et al., 2021; Zheng et al., 2023) have
been carried out only for dominant languages, such
as English and Chinese. As a result, it is impor-
tant for thorough evaluation of Vietnamese LLMs.
Comprehensive benchmarking will offer insights
into the capabilities and potential limitations of
LLMs when used with Vietnamese, enabling re-
searchers and developers to fine-tune and optimize
these models for optimal performance.

LLMs have significantly empowered various ap-
plications across multiple domains (Li et al., 2023;
Wu et al., 2023). For example, they can be used
to create question answering systems that provide
more accurate and informative responses than tra-
ditional systems. Figure 1 illustrates our real-world
question answering system called ViGPTQA, in
which LLMs are combined with an embedding
module to query and extract input from users for
factual and referenced responses. A crucial point to
highlight is that these applications require a highly
proficient LLM to be feasible.

In this work, we propose, implement, evalu-
ate, and open-source a Vietnamese monolingual
instruction-tuned LLM, named ViGPT. By fine-
tuning a pre-trained language model with specific
instructions, ViGPT aims to enhance its perfor-
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mance and adaptability to the Vietnamese language.
In addition to the general-purpose ViGPT model,
we also introduce a law domain-specific variant,
named ViGPT-Law, to power our ViGPTQA sys-
tem. ViGPT-Law is specifically trained on a legal
text corpus, allowing it to generate more accurate
and informative responses to law-related queries.
Moreover, we curate a comprehensive set of bench-
mark datasets specifically designed for evaluating
Vietnamese LLMs. These datasets include both
AI-generated and human-generated data, covering
a wide range of emergent capabilities evaluations
and task-specific challenges. This diverse range of
benchmark datasets offer a standardized framework
for assessing and comparing the performances of
Vietnamese LLMs.

Our main contributions are listed as follows:

• We present ViGPTQA system, a practical real-
world implementation of a question answering
system for Vietnamese, harnessing the capa-
bilites of LLM.

• We contribute an instruction-tuned LLM for
Vietnamese, named ViGPT, with multiple vari-
ants, including domain-specific models.

• We curate a new set of benchmark datasets
that encompass both AI-generated and human-
generated data, providing a comprehensive
evaluation framework for Vietnamese LLMs.

• We benchmark our proposed model on es-
tablished datasets for Vietnamese on various
tasks (question answering, named entiy recog-
nition) and practical use cases with excep-
tional performances compared to previous
methods.

Source code, benchmark datasets, and model
weights are made publicly available at https:
//github.com/DopikAI-Labs/ViGPT for further
advancement of customized and privacy-fulfilled
systems for Vietnamese language processing.

2 Related Work

The development of large language models (LLMs)
has gained significant attention in the natural lan-
guage processing (NLP) community, leading to a
plethora of research efforts on various aspects of
LLMs for different languages (Zeng et al., 2021;
Touvron et al., 2023; Taori et al., 2023; Zheng et al.,
2023; Peng et al., 2023). Instruction-following

language models have emerged as a promising di-
rection to enable LLMs to generate targeted and
controlled outputs based on user instructions. Re-
cent studies have explored various methods for fine-
tuning LLMs with instruction data, enhancing their
performance on specific tasks and domains (Koleva
et al., 2022; Qiao et al., 2022; Li et al., 2023; Wu
et al., 2023; Chen et al., 2023). Prior research on
Vietnamese language processing has been carried
out to pre-train Vietnamese monolingual language
models (Duong et al., 2021), with downstream
application to tasks such as question answering
(Phan et al., 2022; Tran et al., 2023), named entity
recognition (Vu et al., 2019; Tran et al., 2023), and
text summarization (Phan et al., 2022), exploring
challenges specific to Vietnamese language. Exist-
ing models show promise in traditional NLP tasks
but lack dedicated efforts for Vietnamese-specific
LLMs and real-world applications. To the best of
our knowledge, as of the time of writing this work,
this is one of the first studies to introduce a billion-
parameter Vietnamese instruction-tuned LLM with
thoroughly benchmarked results, emphasizing real-
world applicability.

3 Methodology

In this section, we will outline our fine-tuning ap-
proach and data curation process for training the
generic ViGPT model and adapting it to the spe-
cific domain of Vietnamese laws, referred to as
ViGPT-Law. Our primary objective is to expand
the boundaries of LLM for Vietnamese, thereby
empowering our ViGPTQA system.

3.1 ViGPT Finetuning Approach

Figure 2 demonstrates our finetuning strategy for
ViGPT and its variants. As indicated in previous
works (Touvron et al., 2023), there are two main
crucial factors in training a high-quality instruction-
following language model: a strong pre-trained
model and high-quality instruction-following data.
In our literature review, we assessed the current
state of pre-trained large language models for Viet-
namese. Regarding the second challenge, we
leveraged a dataset comprising 52K instruction-
following samples released by Alpaca (Taori et al.,
2023). As the dataset was in English, we utilized
OpenAI’s gpt-3.5-turbo model (OpenAI, 2022) to
translate the data into Vietnamese.

However, it is important to acknowledge that
the 52K Alpaca dataset, as well as the transla-
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Figure 2: Overview of our finetuning strategies for ViGPT.

tion process conducted by another LLM. It might
overlook or hallucinate distinct features unique to
the Vietnamese language (e.g., characteristics of
characters in Vietnamese novels or specific reg-
ulations). To address these limitations, we col-
lected and processed an additional set of 1107
question-answering samples created by native Viet-
namese users. It covers topics such as Vietnam’s
history, geography, and literature. We also uti-
lized 3000 extractive question-answering samples
from the VinewsQA dataset (Nguyen et al., 2020b)
and generated 5000 synthetic abstractive question-
answering samples within the Vietnamese law do-
main. Combining these 9107 native samples with
the 52K examples, we performed supervised fine-
tuning of our LLMs, resulting in ViGPT-v2. This
variant differs from ViGPT-v1, which was only
fine-tuned with the translated Alpaca dataset. The
fine-tuning process employed Hugging Face’s train-
ing framework (Huggingface), incorporating tech-
niques like Fully Sharded Data Parallel, mixed
precision training, and Low-Rank Adaptation (Hu
et al., 2022).

3.2 Specific Domain Adaptation with ViGPT

Here, we discuss our finetuning strategy, focusing
on utilizing the capabilities of ViGPT for a real-
world application (ViGPTQA system) within the
specific domain of Vietnamese laws. This approach
can be extended to diverse applications in various
other domains.

To adapt the LLMs for law domain, we initi-
ated the process by gathering Vietnamese law doc-
uments (Vu, 2021). We meticulously curated this
dataset by eliminating duplicate entries and docu-
ments containing fewer than 100 tokens. As a re-
sult, we collected 252425 Vietnamese law-related
documents. This monolingual dataset served as the
foundation for pre-training the LLMs to adapt them
to this specific domain. For the generation of syn-

thetic abstractive question-answering samples, we
adopted the test set generation approach outlined in
(Lance et al., 2023a). Leveraging the capabilities
of the gpt-3.5-turbo model, this process automati-
cally generated question-answer pairs based on text
chunks. The key to harnessing the full potential of
the gpt-3.5-turbo model lay in the provision of rel-
evant context and suitable prompts, as mentioned
in (Lance et al., 2023b). To apply this process,
we randomly selected 1000 Vietnamese law doc-
uments, segmented them into 5000 chunks, each
consisting of 4000 characters, and inputted them
into the gpt-3.5-turbo model to produce question-
answering pairs. Finally, we obtained 5000 syn-
thetic question-answering samples. This synthetic
data was leveraged as instruction-following train-
ing examples, as mentioned in Subsection 3.1.

As our base pre-trained LLM appears to lack sub-
stantial knowledge regarding Vietnamese law, to ad-
dress the real-world abstractive question answering
task, we first continue to pre-train the VietAI/gpt-
j-6B model using our collected monolingual law
dataset with next-word prediction task. This al-
lows us to obtain a pre-trained LLM with extensive
knowledge of Vietnamese law, referred to as ViGPT-
Law. Then, we further finetune this ViGPT-Law
model using the translated 52K Alpaca and the ex-
panded version. This expanded version includes
the initial 52K translated Alpaca and the 5000 syn-
thetic Vietnamese law question-answering pairs
that were collected as mentioned above. The out-
come of this fine-tuning process was the creation
of two distinct models: ViGPT-Law-v1 and ViGPT-
Law-v2, respectively. This process helps enhance
the model’s understanding of the legal domain.

In a real-world scenario, particularly in a domain
like law that demands high accuracy, it is crucial
for the LLM chatbot to provide precise and contex-
tually relevant answers, referencing specific laws
from official documents. To this end, we deploy a
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Figure 3: A demonstration of our deployed ViGPTQA system’s user interface, featuring interactions in the
Vietnamese legal field, where pairs of user’s questions and their corresponding ViGPTQA’s answers are presented.

vector database plugin for our chatbot, as shown in
Figure 1. The process involves an embedding mod-
ule that utilizes a similarity function to embed input
questions and query the database of law documents.
The module then combines the closest document
and the question, providing input to ViGPT for ac-
curate answer generation. This approach ensures
that the chatbot can deliver precise and reliable re-
sponses in the law domain, meeting the demands of
users seeking accurate legal information. Results
are shown and analyzed in Section 4.1.

4 Experiments

In this section, we conduct experiments on tradi-
tional benchmarking tasks for Vietnamese language
models to demonstrate the effectiveness of our pro-
posed large language model, ViGPT. We first eval-
uate ViGPT and its variants on a newly curated
Vietnamese law question answering dataset to as-
sess the ability of the LLMs in powering ViGPTQA
system. Then, we thoroughly benchmark various
characteristics of ViGPT, including truthfulness
and reasoning capability, and compare it against
multilingual LLMs. The results show the strong ca-
pability of our model and highlight areas for future
improvement.

4.1 Abstractive Question Answering
We evaluate our ViGPT models’ performance on
the abstractive question answering (AQA) task in
Vietnamese. AQA requires models to comprehend
input question and context, generating human-like

answers that may not be exact replicas of specific
text spans. As there is no benchmark available for
this task in Vietnamese, we introduce ViLawsQA, a
curated dataset from official law documents of Viet-
nam. Questions, answers, and legal citations are
collected from the official Vietnamese law website
(Vu, 2021), and questions suitable for the AQA task
are selected, resulting in 1020 context-question-
answer samples spanning across 27 law categories.

An example interaction with pairs of question
and corresponding answer within the Vietnamese
law domain is provided in Figure 3, showcasing
the front-end interface of our deployed ViGPTQA
system.

To assess models’ performances, we utilize auto-
mated metrics (ROUGE-1, BLEU-1, and BLEU-4)
and human evaluation. Three Vietnamese annota-
tors are asked to score 200 random samples using
a 0-4 Likert scale, where a score of 4 indicates a
perfect answer and 0 signifies a totally false answer.
Scores of 3, 2, and 1 represent mostly true, half
true, and partly true answers, respectively. Average
scores are used for model evaluation. Note that
we report both ROUGE-1 scores from 2 implemen-
tations: one from our implementation that used
the correct tokenizer for Vietnamese, and another
labeled as ROUGE-1-Non-Unicode, which is calcu-
lated using the Python library rouge-score (Google,
2022) and the widely-used wrapper library evaluate
(HuggingFace, 2022). The latter implementation
employs an unchangeable text tokenizer that filters
out all Unicode characters, including all characters
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Index Model Context ROUGE-1 (Unicode) ROUGE-1-Non-Unicode* BLEU-1 BLEU-4 Human
1 vi_mrclarge No 0 0 0 0
2 gpt-3.5-turbo No 33.99 46.87 23.57 11.95 2.11
3 ViGPT-v1 No 30.83 53.17 20.08 8.02 0.48
4 ViGPT-v2 No 30.97 53.12 20.25 8.57 0.51
5 ViGPT-Law-v1 No 31.25 48.52 23.41 10.21 0.64
6 ViGPT-Law-v2 No 31.42 52.64 25.53 14.98 1.23
7 vi_mcrlarge ground truth 14.85 17.43 2.26 1.62 0.62
8 ViGPT-Law-v2 vietnamese-sbert 42.10 58.22 30.53 17.82 2.17
9 ViGPT-Law-v2 embedding-ada-002 43.22 59.21 32.34 19.76 2.24
10 ViGPT-Law-v2 ground truth 45.33 59.62 33.82 21.11 2.52

Table 1: Abstractive Vietnamese Question Answering Task - ViLawsQA task. *Here we note that ROUGE-1-Non-
Unicode scores are calculated using the python library rouge-score (Google, 2022) and the popular wrapper library
evaluate (HuggingFace, 2022), which uses an unchangeable text tokenizer that removes all Unicode characters,
including all Vietnamese punctuation. This suboptimal approach for comparing Vietnamese texts may lead to
incorrect benchmarking results that do not fully capture the richness of the language.

with Vietnamese punctuation. This suboptimal ap-
proach for comparing Vietnamese texts may lead
to inaccurate benchmarking results. Nevertheless,
we have included the results from this less suit-
able implementation to raise awareness and encour-
age further research into more accurate evaluation
methods for the Vietnamese language.

Table 1 displays our experimental results on the
ViLawsQA task. The Context column indicates
whether models utilize the given context to answer
the question. Experiments 1 to 6 assess the model’s
ability to answer questions based solely on the in-
put question. The vi_mrclarge (Binh, 2021) model
fails without the given context as it is an extractio
model, while the gpt-3.5-turbo model achieves the
highest human evaluation score of 2.11 out of 4.
Among our four models, the ViGPT-Law-v2 model
obtains the highest score at 1.23, showcasing the ef-
fectiveness of our domain adaptation and synthetic
data generation process (Section 3.2). However,
these results suggest that the majority of answers
provided by all models are not useful for humans.
Therefore, when given a question, it is vital to re-
trieve relevant documents to support the model in
answering based on that knowledge.

Experiments 7 to 10 demonstrate models’ per-
formance when context is provided. We use two
top Vietnamese text semantic retrieval models,
vietnamese-sbert (Hieu, 2022) and embedding-ada-
002 (Greene et al., 2022), to retrieve the con-
text for given questions. Ground truth context
is human-crafted and contains necessary informa-
tion to answer the question. Experiment 7 reveals
vi_mrclarge model performs poorly compared to
our models on all evaluation metrics, even with
ground truth context. This is due to the task re-
quires comprehension and synthesis of the answer

from the given context, which is challenging for an
extraction model. Experiment 10 shows that our
model generates useful answers for humans when
given the ground truth context, scoring 2.52 out of
4 on human evaluation. However, this scenario is
not always practical as obtaining correct context
for each question is difficult. Experiments 8 and
9 demonstrate our solutions for retrieving suitable
context perform well on all four evaluation metrics,
scoring 2.17 and 2.24 on human evaluation, respec-
tively. Although vietnamese-sbert scores slightly
lower than embedding-ada-002, its open-source na-
ture and ease of deployment make it advantageous
for real-world applications compared to the paid
embedding-ada-002 model.

4.2 Extractive Question Answering

We benchmark our ViGPT models on Vietnamese
extraction-based machine reading comprehension
(MRC) datasets, including ViCoQA (Luu et al.,
2021), ViNewsQA (Nguyen et al., 2020b), ViWik-
iQA (Do et al., 2021), and ViQuAD 2.0 (Nguyen
et al., 2022). We compare the performances of our
models, ViGPT-v1 and ViGPT-v2, with the state-
of-the-art models vi_mrclarge (Binh, 2021). F1 and
Similarity scores are leveraged as automatic met-
rics. F1 measures token overlap between predicted
and human-annotated answers, while Similarity
score assesses semantic similarity between two an-
swers using vietnamese-sbert model (Hieu, 2022).
Human evaluation is also performed by scoring
200 randomly selected question-answer pairs on a
0-4 Likert scale similar to the abstractive question
answering task above.

The experiment results in Table 2 demonstrate
that our ViGPT-v1⋆ model performs poorly in terms
of both F1 and human scores across the four tasks,
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Model
ViWikiQA ViCoQA ViNewsQA ViQuAD 2.0

F1 Sim. Human F1 Sim. Human F1 Sim. Human F1 Sim. Human
vi_mrclarge 54.15 61.52 2.73 63.54 66.26 2.57 23.58 40.78 1.72 72.42 70.72 2.82
ViGPT-v2 51.55 63.25 2.67 61.93 73.01 2.52 52.98 70.97 2.69 52.31 65.57 2.41
ViGPT-v1⋆ 10.78 50.92 0.85 20.71 58.22 1.26 10.19 58.74 0.97 25.9 61.12 0.91
ViGPT-v2⋆ 45.23 58.92 2.22 48.01 63.02 2.27 39.01 52.96 1.75 47.76 61.41 2.32

Table 2: Extractive Vietnamese Question Answering Tasks. ⋆ denotes few-shot fine-tuning.

indicating that the 52K instruction-following Al-
paca dataset is not effective for fine-tuning the
LLM on Vietnamese MRC tasks. However, the
ViGPT-v2⋆ model, which incorporates a subset of
3K samples from the ViNewsQA dataset into the
52K Alpaca data, performs well, achieving approx-
imately 50.0 F1 scores and receiving human ratings
of over 2.0 for most tasks. This shows the strong
ability of our large and general model to solve this
task. Additionally, the ViGPT-v2 model, trained on
the entire training dataset for these tasks, performs
almost as well as the vi_mrclarge model on three
tasks (ViQuAD 2.0, ViCoQA, and ViNewsQA) and
outperforms the vi_mrclarge model on the ViWik-
iQA task in terms of all F1, Similarity, and human
scores.

Model F1
ETNLPMULTI (Vu et al., 2019) 91.09
XLM-Rlarge (Nguyen et al., 2020a) 93.8
PhoBERTbase (Nguyen and Nguyen, 2020) 94.2
ViT5base 1024−length (Phan et al., 2022) 94.5
ViT5large 1024−length (Phan et al., 2022) 93.8
ViDeBERTalarge (Tran et al., 2023) 95.3
VietAI/gpt-j-6B⋆ 68.65
ViGPT-v1⋆ 69.31
ViGPT-v2⋆ 68.92

Table 3: Evaluation results (%) for NER task on
PhoNER dataset. ⋆ denotes few-shot fine-tuning.

4.3 Named Entity Recognition
Here, we explore the performance of LLMs on
the NER task in a few-shot scenario, where only a
small number of samples are available for fine-
tuning. We randomly select 100 samples from
the training set of PhoNER (Truong et al., 2021)
to train three models: ViGPT-v1, ViGPT-v2, and
VietAI/gpt-j-6B. We use supervised fine-tuning and
freeze the model’s weights, only finetune the classi-
fier head on top. The evaluation results on PhoNER
test set are presented in Table 3.

Remarkably, even with just 100 training sam-
ples, ViGPT-v1 achieves a commendable level of
performance in terms of F1-score (69.31) and ac-
curacy (91.85%), followed by ViGPT-v2, with an
F1-score of 68.92. These results are noteworthy

when compared to previous approaches that relied
on fine-tuning with the entire training set, consist-
ing of 5000 samples. Additionally, when com-
pared to the pre-trained only model, the efficacy
of instruction-based fine-tuning for few-shot learn-
ing on downstream tasks has not been previously
studied. Despite this, both ViGPT-v1 and ViGPT-v2
still demonstrate better performance compared to
VietAI/gpt-j-6B, making them a more preferable
choice for NER tasks. These results emphasize
the potential of ViGPTs in real-world tasks where
minimal training data is available, making them a
highly practical and effective solution.

4.4 ViTruthfulQA

We present ViTruthfulQA, a dataset for evaluating
truthfulness of a LLM in generating answers to
questions, similar to (Lin et al., 2021). Our dataset
consists primarily of samples focused on various
aspects of Vietnam’s information, including history,
geography, and literature. We curate the dataset to
be adversarial by inputting the samples through
gpt-3.5-turbo and filtering out questions that can
be easily answered by the model. As mentioned
in Subsection 4.1, we also report the less suitable
ROUGE-1 score, ROUGE-1-Non-Unicode, for in-
clusion.

We compare ViGPT-v1 and ViGPT-v2 with
five methods: vilm/vietcuna-3b (vilm ai, 2023),
which is also a LLM trained with SFT objec-
tive, VietAI/gpt-neo-1.3B (VietAI, 2021) and
VietAI/gpt-j-6B (pre-trained only methods), gpt-
3.5-turbo, a multilingual LLM, and BingAI - based
on gpt-3.5-turbo with Internet access plugin. In
this work, we did not include results of popular
open-source models such as Llama and Llama2
or closed-source such as Google Bard, since they
cannot stably generate Vietnamese answers for our
questions; their responses are mostly in English.
The benchmarking results, as shown in Table 4,
highlight the capabilities of ViGPT models com-
pared to other Vietnamese LLMs, where our model
outperforms previous approaches, demonstrating
a significant gap in terms of truthfulness (human
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Model Human ROUGE-1 (Unicode) ROUGE-1-Non-Unicode BLEU-1 BLEU-4
vilm/vietcuna-3b 6.02 27.10 37.76 43.29 9.8
VietAI/gpt-neo-1.3B 7.23 12.92 22.52 8.87 1.01
VietAI/gpt-j-6B 7.93 14.91 23.81 10.35 2.00
gpt-3.5-turbo 29.91 31.84 51.02 32.84 7.27
BingAI † 74.08 38.85 53.78 51.62 18.61
ViGPT-v1 18.50 27.73 46.67 40.26 5.73
ViGPT-v2 25.45 43.26 56.56 57.53 14.25

Table 4: Evaluation results on VitruthfulQA. † denotes method has access to the Internet.

evaluation) score. Despite having a smaller num-
ber of parameters compared to gpt-3.5-turbo, our
model still performs admirably (25.45 in human
evaluation score of ViGPT-v2 compared to 29.91
of gpt-3.5-turbo). It is worth noting that BingAI,
which has addtional plugins that allow for inter-
net access, theoretically should be able to answer
all questions. However, its actual truthfulness per-
formance is 73.88%, indicating room for future
improvement. Additionally, there is a strong cor-
relation between human-based metrics and auto-
mated evaluation metrics, specifically ROUGE-1,
BLEU-1, and BLEU-4. ViGPT-v2 achieves the best
scores in ROUGE-1 (56.67) and BLEU-1 (57.53),
and comes in second place in BLEU-4, closely
following BingAI.

Baseline Baseline Score ViGPT-v2 Score
vilm/vietcuna-3b 109.0 369.0
VietAI/gpt-neo-1.3B 167.0 322.0
VietAI/gpt-j-6B 150.0 369.0
ViGPT-v1 268.0 313.0
gpt-3.5-turbo 658.5 319.0

Table 5: Average score judged by gpt-4 on 80 translated
samples of Vicuna-Instructions-80.

4.5 Automatic Evaluation with LLM
Vicuna-Instructions-80 is a dataset synthesized
by gpt-4 with 80 challenging questions across
8 categories, including knowledge, math, Fermi,
counterfactual, roleplay, generic, coding, writing,
common-sense. The dataset is translated to Viet-
namese using gpt-3.5-turbo with human correc-
tions. Moreover, following the original approach,
we perform automatic evaluation of models on this
dataset using gpt-4 as the evaluator. Relevant works
have found a strong agreement of over 80% be-
tween human evaluators and strong LLMs that act
as evaluator, such as gpt-4 (Zheng et al., 2023).
We benchmark ViGPT-v2 against five baselines:
ViGPT-v1, vilm/vietcuna-3b, VietAI/gpt-neo-1.3B,
VietAI/gpt-j-6B, and gpt-3.5-turbo. Results in Ta-
ble 5 demonstrate the effectiveness and usefulness
of our model, as we surpass all other Vietnamese-

specific language models. Moreover, our proposed
model, ViGPT-v2, outperforms more than half of
the questions with respect to all other monolingual
LLMs, highlighting its superiority. However, it is
important to acknowledge that our model still faces
a significant performance gap when compared to
gpt-3.5-turbo. The performance difference is due to
gpt-3.5-turbo’s task-specific fine-tuning and the sig-
nificant scale gap between our method (6B param-
eters) and gpt-3.5-turbo (175B parameters). Hence,
one potential future direction is to scale our ViG-
PTs to the size of current multilingual models.
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Figure 4: Response comparison assessed by gpt-4.

5 Conclusion

This work focuses on advancing large language
models for the Vietnamese language and develop-
ing real-world applications, namely ViGPTQA. We
introduce ViGPT, an instruction-following LLM
for Vietnamese. We propose novel datasets for fine-
tuning language models (instruction data), adap-
tation to a specific domain (ViLaws dataset), and
benchmarking datasets for Vietnamese LLMs. Ini-
tial evaluations showcase the usefulness of ViGPT
and variants on downstream tasks, and its emergent
capability, compared to other multilingual LLMs.
We provide public access to our datasets, model
codes, and weights, fostering collaboration and en-
abling reproducibility. Our research contributes to
the development of LLMs for Vietnamese, paving
the way for specialized and efficient LLMs.
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6 Limitations

Although our ViGPT models demonstrate promis-
ing results in various critical Vietnamese NLP
tasks, such as machine reading comprehension and
named entity recognition, they still exhibit certain
limitations in achieving high performance. Firstly,
the quality of the instruction-following data for
Vietnamese is relatively low, and it is insufficient
to help the LLMs handle multiple tasks within a
single model. This limitation became evident dur-
ing our benchmarking and analysis, particularly
when incorporating our proposed law-domain spe-
cific knowledge. However, it is crucial to develop a
general-purpose LLM for the Vietnamese language,
regardless of specific domains, to address this limi-
tation effectively. Secondly, regarding fairness and
bias, while ViGPTs have demonstrated sufficient
truthfulness in its generated answers, there is still
a large gap compared to absolute truthfulness, as
with other models. Furthermore, additional experi-
ments are warranted to further evaluate the fairness
of the model, ensuring that biases are adequately
addressed and mitigated.
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16, 16, 0.05, and [q_proj, v_proj], respectively. In
generation stage, we adopt top-p sampling as the
default decoding method with a temperature = 0.5,
top-p = 0.7, and repetition penalty = 1.2.

B Automatic Evaluation with LLM for
ViGPT-v1

Baseline Baseline Score ViGPT-v1 Score
vilm/vietcuna-3b 116.0 395.0
VietAI/gpt-neo-1.3B 189.0 360.0
VietAI/gpt-j-6B 167.0 375.0
gpt-3.5-turbo 654.5 348.0

Table 6: Comparisons of ViGPT-v1 with baselines,
judged by gpt-4 on 80 translated samples of Vicuna-
Instructions-80.
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Figure 5: Response comparison of ViGPT-v1 with base-
lines, assessed by gpt-4.

We perform comparison for ViGPT-v1 with
other baselines on Vicuna-Instructions-80 as in sec-
tion 4.5, with gpt-4 as the automated judge. The
results illustrated in Table 6 and Figure 5 confirm
our findings: both ViGPT-v1 and ViGPT-v2 out-
perform other monolingual language models for
Vietnamese, demonstrating the effectiveness of our
finetuning strategy.

C Datasets Description

In this section, we provide a detailed description
about the novel proposed training and evaluation
datasets for ViGPT models.

C.1 Training Datasets
• Vietnamese Alpaca Instruction-Following

Data. We utilized the gpt-3.5-turbo model to
translate 52K samples of Alpaca instruction-
following (Taori et al., 2023) into Vietnamese.
This dataset enables us to establish an initial

Vietnamese instruction-following model and
explore the cross-language generalization ca-
pability of instruction-tuning.

• Vietnamese Question Answering Data. As
the knowledge within the 52K Alpaca dataset
is general and not specific to Vietnamese,
we have compiled and curated an additional
dataset comprising 1107 question-answering
samples generated by native Vietnamese users.
These samples cover topics such as Vietnam’s
history, geography, and literature.

• Vietnamese Extractive Question Answer-
ing Data. To enhance our model’s ability to
comprehend the provided context for answer-
ing questions, we incorporate a limited subset
of 3000 samples from the VinewsQA dataset
(Nguyen et al., 2020b) into our instruction-
tuning dataset. Each sample in this span-
extraction dataset comprises an input: the
question, an instruction: the passage contain-
ing the answer span text, and an output: the
answer to the question extracted from the pro-
vided passage.

• ViLawsQA Training Set. Owing to the ab-
sence of a dataset for abstractive question an-
swering tasks in Vietnamese, we present a col-
lection of 5000 synthetic samples in the field
of Vietnamese law. These samples are gen-
erated through the test set generation process
within langchain-ai (Lance et al., 2023a). This
process employs the gpt-3.5-turbo model or
ChatGPT to automatically formulate question-
answering samples based on segments of text
and appropriate prompts (Lance et al., 2023b).
In this study, we initially randomly selected
1000 Vietnamese legal documents, dividing
them into 5000 text segments each comprising
4000 characters. Coupled with fitting prompts,
these segments were inputted into the gpt-
3.5-turbo model to derive question-answering
pairs. This synthetic data, consisting of (ques-
tion, text segment, answer) combinations, was
incorporated into our instruction-following
training dataset.

• Vietnamese Law Documents Data. In or-
der to adapt LLMs for the Vietnamese law
domain, we gathered Vietnamese law docu-
ments from the official Vietnamese law web-
site (Vu, 2021). These documents underwent
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processing involving the elimination of dupli-
cates and documents containing fewer than
100 tokens. Ultimately, we acquired a dataset
comprising 252425 documents related to Viet-
namese law. This monolingual dataset was
used for pre-training LLMs to facilitate spe-
cific domain adaptation. In our work, lengthy
documents were segmented into chunks, each
with a maximum length of 1024 tokens.

C.2 Evaluation Datasets

• ViLawsQA Test Set. We have reserved a set
of 1020 samples for evaluating Vietnamese
question-answering performance in the law
domain. Each sample in the test set comprises
an input: the question, instruction: contextual
information required to answer the question,
and output: the ground truth answer. Dur-
ing evaluation, models receive the input and
instruction and must effectively extract the
relevant information from the instruction to
generate accurate answers.

• VitruthfulQA. We propose ViTruthfulQA, a
dataset that is comparable to (Lin et al., 2021)
for assessing how truthful an LLM is while
generating responses to questions. The major-
ity of the samples in our dataset are devoted
to different aspects of Vietnam’s knowledge,
such as its history, geography, and literature.
By running the samples through gpt-3.5-turbo
and filtering queries that the model can easily
answer, we design the dataset to be adver-
sarial. The final number of samples are 213.
Each sample in the dataset includes an input:
question about a known fact related to Viet-
nam, Correct answers: various different ways
to response to the question correctly, and In-
correct answers: answers that are incorrect or
mimic common falsehood about the question.
The desired usage of this dataset is to evalu-
ate truthfulness ability of language models by
comparing their generated responses with the
set Correct answers and Incorrect answers.

• Vietnamese Vicuna-Instructions-80.
Vicuna-Instructions-80 (Chiang et al., 2023)
is a dataset with 80 questions that baseline
models find challenging, across 8 cate-
gories, including knowledge, math, Fermi,
counterfactual, roleplay, generic, coding,
writing, common-sense, created by gpt-4.

The dataset is translated to Vietnamese using
gpt-3.5-turbo with human corrections. The
dataset is carried out to evaluate models’
capabilities such as reasoning, hallucination,
etc. Following the original approach, we per-
form automatic evaluation of models on this
dataset using gpt-4 as the evaluator. Relevant
works have found a strong agreement of over
80% between human evaluators and strong
LLMs that act as evaluator, such as gpt-4
(Zheng et al., 2023).
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